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Urban 

vistas 

Chicago 
[ ntil the 1830s a minor trading post at a swampy 

river mouth near the southwestern tip of Lake 
Michigan, Chicago made use of its strategic loca- 

tion as the interior land and water hub of the expanding 
United States to become the centre of one of the world’s 
richest industrial and commercial complexes. It is the 
third most populous city and metropolitan area in the 
United States. Chicago’s achievements are distinctly char- 
acteristic of the country as a whole, and its problems are 
the problems of the modern United States; in a sense it 
may be—as a series of observers has called it—the typical 
American city. 
The relations between this youthful city and its rural 

environment are also noteworthy. Throughout its history, 
Chicago and the surrounding counties of what became its 

metropolitan area, now containing about two-thirds of the 
population of Illinois, have existed as almost a separate 
entity—politically, socially, and spiritually—from largely 
rural “Downstate” Illinois. The attitudes and lives of the 
early settlers in and around the burgeoning city, mainly 
from the Northeastern states or from Europe, were in 
contrast to those of Downstaters, many of whom came 
from Appalachian or Southern states. While Chicago was, 
for example, a major supplier of goods and manpower to 
the Union during the Civil War, in southern Illinois there 
was an unsuccessful but strong movement toward seces- 
sion and alliance with the Confederacy. This alienation 
continues to plague the political and social life of both the 
city and the state. 
This article is divided into the following sections: 

Physical and human geography 1 
The character of Chicago 1 
The landscape 3 

The city site 
Climate 
The city layout 

The people 4 
The economy 5 

Industry 
Commerce 
Finance 
Transportation 

Administrative and social conditions 5 
Government 
The social milieu 
Housing 

Physical and human geography 

THE CHARACTER OF CHICAGO 

A by-product of Chicago’s growth on the raw frontier of 
U.S. industry was its reputation as a city in which “any- 
thing goes,” a city whose name became an international 
byword for underworld violence during and after the Pro- 
hibition era of the 1920s and early 1930s. This sort of 
mayhem has long been overshadowed in Chicago as else- 
where in the United States by the random violence of daily 
urban life. Municipal corruption, another commodity on 
which Chicago was long thought to have cornered the 
market, is likewise not in fact a local monopoly, though 
Chicagoans perhaps have a higher tolerance for human 
frailty among politicians—politics in Chicago being to 
an extent an expensive form of public entertainment— 
than do the citizens of other municipalities. As theologian 
Martin Marty of the University of Chicago observed, after 
revelations that politicians of both parties had profited 
enormously from ownership of racetrack stocks, “Some- 
place else it might be shocking. .. . Children grow up here 
knowing things are rigged and fixed.” 
However much Chicago’s political and social life may 

have deserved the brickbats of its numerous critics, there 
is little disagreement that the city’s physical presence is 
stunning. Chicago arose from the ashes of its Great Fire 
in 1871 to develop the skyscraper as well as many of the 
other major innovations of modern architecture. In the 
decades immediately following World War II, however, 
exigencies of the marketplace often conquered civic pride 
in maintaining the great landmarks of Chicago’s past. 
There were exceptions—notably, the Auditorium Build- 
ing and the Newberry Library—but these were preserved 
through limited, private initiative. More recently, public 
awareness and effective legislation have fostered increased 
conservation efforts. This factor and the desire for more 
land on which to build new structures have aided in the 

Education 
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Recreation 
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History 7 
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Growth and development 7 

Explosive economic growth 
The rebuilt city and its people 
Symbols of civic consolidation 
The 20th century 

Bibliography 8 

southward and westward expansion of Chicago’s down- 
town into formerly blighted areas, so that the city’s striking 
skyline, containing some of the world’s tallest buildings, 
rises along a continually widening strip. 
Behind this impressive facade lies a sprawling industrial 

city, its monotony accentuated by the flat Midwestern 
landscape and by a repetitive gridiron pattern of streets 
broken only by the radial avenues that cover old Indian 
trails to the northwest and southwest and the great free- 
ways and railroad lines that for many years have made the 
city a major hub of commerce. The whole mass reaches 
out over the former prairie, spilling over city limits into 
an irregular and continuously expanding belt of suburbs 
and industrial satellites. 
The magnificent downtown lakeside strip nevertheless 

remains the focus of attention in the mind of resident, 
commuter, and visitor alike. A person strolling north on 
Michigan Avenue (in the downtown area) passes the green 
acres of Grant Park, with the neoclassical building of the 
Art Institute of Chicago and the well-hidden tracks of the 
former Illinois Central Gulf Railroad (now Metropolitan 
Rail); the Cultural Center of Chicago, with arched rooms 
and hallways decorated with fine mosaic work of a past 
era; and one of the world’s greatest skyscraper complexes. 
From the bridge that spans the Chicago River the stroller 
is confronted with what many people regard as one of 
the most beautiful and open urban spaces in the world, 
stretching along both sides of what once was the river’s 
estuary. North of the river along Michigan Avenue is “the 
Magnificent Mile”—Chicago’s answer to New York City’s 
Fifth Avenue in commercial elegance—which includes 
the Old Water Tower, whose medieval-style stone turrets 
survived the conflagration of 1871 to become an eccentric 
monument to civic nostalgia. 
Outside these areas of downtown Chicago, the stroller 

finds a complex city, a kaleidoscope of neighbourhoods 
mirroring the ethnic and racial diversity of U.S. life. 

Downtown 

lakeside 
strip 
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Civic 

disasters of 

the 19th 

and 20th 

centuries 

Chicago remains essentially the “blue-collar” city charac- 
terized by the poet Carl Sandburg as the “city of big shoul- 
ders,” heavily populated by the descendants of labourers 

from the streets and soils of 19th-century Europe and of 
former slaves from the Deep South. The latest influx— 

that of Spanish-speaking residents and of immigrants from 
Southeast Asia and eastern Europe—has added further to 
the complexity. 

Chicago’s widely scattered ethnic neighbourhoods and 
its suburbs have retained memories of a long series of 
disasters, running from the time of the Great Chicago 
Fire itself. In the 19th century these included the police 
assault on strikers that left several wounded or killed, 
the apparently retaliatory bomb throwing (attributed to 
anarchists) that killed seven policemen, and the ensuing 

reaction against German-American leaders, all associated 
with the Haymarket Square Riot. Many other bitter, often 

fatal, labour disputes occurred in the steel, railroad, pack- 
inghouse, and other industries. These were followed by 
the catastrophic Iroquois Theater Fire; the sinking of the 

cruise ship Eastland in the Chicago River, drowning more 
than 800 people; the reputation of gangsterism and inter- 
mittent mayhem evoked by mention of Al Capone, John 
Dillinger, and the St. Valentine’s Day Massacre in the 
early 20th century; the televised violence between police 
and protesters during the 1968 Democratic convention; 
and a continuing succession of major and minor munic- 
ipal corruptions. At the same time, “the windy city”— 
a meteorologically correct nickname nevertheless derived 
from the inflated claims of the early municipal “boost- 
ers’ —has laid claim to a distinguished list of citizens who 
have significantly enriched the intellectual, artistic, and 
social life of the United States. 
It has been said that Chicago’s intelligentsia is hindered 

by a “second city” mentality and an accompanying ten- 
dency toward self-disparagement. That may indeed be 
true, but such a designation is also less likely to inhibit 
risk-taking experimentation, as evidenced by Chicago’s 
artistic achievements. The city has once again regained its 
reputation as a major theatre centre, and its contempo- 
rary styles of architecture are imaginative and sometimes 
controversial. This willingness to try something new— 
epitomized by a huge abstract Picasso sculpture, a gift 
to the city from the artist himself—continues to enter- 

tain Chicagoans and the city’s millions of tourists and 

conventioneers. (R.Do./Ed.) 

THE LANDSCAPE 

The city site. The city of Chicago proper occupies 228 

square miles (591 square kilometres). The Chicago Stan- 

dard Metropolitan Statistical Area (SMSA) consists of Cook 

County and five surrounding Illinois counties, and the 
Chicago—Gary—Kenosha Standard Consolidated Statistical 
Area (SCSA) is made up of nine counties—two of them in 

northwestern Indiana and one in southeastern Wisconsin. 

Chicago’s site is generally level, rising from the shore of 
Lake Michigan, averaging 579 feet (176 metres) above sea 

level, to slightly more than 600 feet in outlying portions 

of the city. Most of Chicago is built on a plain, the 
remnant of postglacial Lake Chicago, formed when the re- 
treating continental glacier blocked normal northeastward 

drainage through the St. Lawrence Valley about 10,000 to 

12,000 years ago. Outlying portions of the metropolitan 

area, formed from material deposited by the glaciers, rise 
to more than 700 feet. 

The narrow Chicago River extends 1 mile (1.6 kilo- 
metres) inland from Lake Michigan, where it splits, di- 

viding the city into North, West, and South sides. Its 

original flow was into Lake Michigan, but completion of 
the Chicago Sanitary and Ship Canal in 1900 reversed it, 
since the bottom of the canal is below the surface of Lake 
Michigan. Near the southeastern corner of the city, the 
flow of the Calumet River was reversed by the Calumet 
Sag Channel, completed in 1922 and enlarged from 1955 
to 1972 as a modern barge route. The two waterways join 

southwest of the city and receive treated sewage effluent 
from three plants of the Metropolitan Sanitary District of 
Greater Chicago, as well as wastes from industrial plants 

and outlying areas. During high runoff the rivers occasion- 
ally revert to their original lakeward drainage, and some 
flooding occurs in low-lying areas. 
Climate. The climate is subject to rapid changes of 

weather as successions of air masses pass generally from 

west to east. Lake Michigan tends to mitigate extremes, 
with lower air temperatures in summer and higher in win- 
ter generally occurring close to the lake. 
January temperatures average about 25° F (—4° C) and 

July 75° F (24° C). Annual precipitation averages about 

The Sears Tower (centre) and other buildings of the western downtown area of Chicago, 
looking south from the north branch of the Chicago River. 
Karina Wang/PhotoScapes 
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33 inches (838 millimetres), and heavy snows occasionally 

disrupt local transportation. 
The city layout. Chicago meets its suburbs in a ragged 

pattern of boundaries on three sides, while on the east the 
lakefront curves from northwest to southeast. The area 

centring on the forks of the river was platted on a grid- 
iron pattern in 1830 following specifications of the North- 
west Ordinance of 1787. This plan was generally followed 
in the rest of the city, though it was broken often by ra- 

dial avenues (some along old trails leading to the river 
mouth) and other features, such as the Burnham Plan of 
Chicago (1909), rail lines and yards, industrial sites, and 

parks. 
Downtown Chicago has been known as the “Loop” since 
1897, when several elevated lines were joined into an over- 

head loop of tracks encircling an area that covers some 35 
blocks and receiving feeder lines from north, west, and 
south. The building boom that began in the mid-1950s ex- 
tended the highly concentrated business district westward 
from the Loop and, from the 1970s, into the Near West 
Side beyond the river’s south branch. Many new skyscrap- 
ers have radically altered the city’s skyline. North Michi- 
gan Avenue, initially developed following completion of 
the Michigan Avenue Bridge in 1920, and adjacent Near 
North sites have experienced much high-rise commercial 
and residential building since the 1960s, the most notable 
being the 100-story John Hancock Center, the 74-story 
Water Tower Place, and the 66-story 900 North Michigan 
Building. All are multipurpose skyscrapers containing 
shopping facilities, restaurants, offices, and apartments. 
Other major downtown office buildings completed since 
1970 include the 110-story, 1,450-foot Sears Tower—one 
of the world’s tallest buildings—just west of the Loop, the 
83-story Aon Center (formerly Amoco Building) east of 
the Loop, and the 65-story 311 South Wacker Building 
just south of Sears Tower. Also notable is the complex of 
office and apartment buildings and hotels on either side of 
the Chicago River east of Michigan Avenue. In addition, 
there has been considerable residential development south, 
west, and northwest of downtown in formerly run-down 
areas. 
Grant Park in downtown Chicago, Lincoln Park on the 

North Side; and Jackson and Burnham parks on the South 
Side stretch for miles along the lakefront. Millennium Park 
(opened 2004), adjacent to Grant Park downtown, was 
built over rail lines and parking facilities. The city has an 
extensive park system inland as well. 
The city’s main industrial areas developed along the two 

branches of the Chicago River and in the Calumet region 
to the southeast, later expanding along railroad lines and 
in satellite cities, such as Waukegan, Aurora, Joliet, and 
Chicago Heights in Illinois and the Gary-Hammond-East 
Chicago complex in northwestern Indiana. Oil refineries 
and iron and steel, chemical, and fabricating plants were 
built in south Chicago, along and near the Calumet River 
and along the lakefront in adjacent Indiana. The first steel 
plant in the area was established at the entrance of the 
Calumet River in 1880, followed by additional large plants 
nearby and at Indiana Harbor. Gary was founded as a 
major steel-producing centre in 1906, and large steel plants 
were built at Burns Harbor, east of Gary, in the 1960s. By 
the early 21st century, however, many of these plants had 
closed or been converted to other uses. Meanwhile, the 
principal terminal of the Great Lakes—St. Lawrence Sea- 
way overseas shipping route was developed after 1956 in 
Lake Calumet, six miles up the Calumet River from Lake 
Michigan, supplemented later by the Iroquois Landing ter- 
minal at the entrance of the Calumet River. 

THE PEOPLE 

The proportion of foreign-born population of Chicago and 
the metropolitan area has fluctuated with trends in immi- 
gration. For example, according to the 1970 census, most 
of the foreign-born were from central and eastern Euro- 
pean countries. By the 2000 census, however, there had 
been large increases in the numbers of Spanish-speaking 
people of Latin-American origin and of people of Asian 
origin, and the proportion of immigrants from Europe had 
declined. 

Although there were a few blacks in Chicago from the ear- 
liest period of the city’s growth, immigration was acceler- 
ated during and after World War I. The African-American 
population increased from 233,000 in 1930 to more than 

1,000,000 in 2000, when it represented greater than one- 
third of the city’s population. 
North of the Loop, the Lake Shore Drive mansions large- 

ly have been replaced by equally luxurious high-rise apart- 
ment buildings that extend the lakefront Gold Coast 
almost to the city’s northern border. Inland from this strip 
lies a narrow band of shorter apartment buildings and 
older homes occupied largely by single persons and fami- 
lies of professional people. 
The area adjacent to the University of Chicago on the 

South Side forms one of the city’s major intellectual com- 
munities, though it sits amid one of the more blighted sec- 
tions of the city. Other universities contributing to local 
social patterns are DePaul and Loyola on the North Side 
and the University of Illinois at Chicago, the construction 
of which in the 1960s uprooted much of the old Italian 
community southwest of downtown. 
Many ethnic groups continue to form more or less ho- 
mogeneous communities in various parts of the city. The 
Irish, long in control of the city’s politics, are widespread, 
and a largely Irish region on the South Side spawned sev- 
eral mayors of Chicago—all Democrats. Chicago’s Polish 
community, the largest in the country, remains heavily 
concentrated on the Near Northwest and Northwest sides. 
Swedish and German neighbourhoods reach through the 
North and Northwest sides, Czechs and Slovaks have 
spread into the southwestern suburbs, while the tradition- 
al Greek neighbourhood is just west of the Loop. 
Heavily Jewish populations are characteristic of the Far 

North and the adjoining suburbs of Lincolnwood and 
Skokie. The Chinese community is concentrated on the 
South Side, and Japanese, Korean, and South Asian com- 
munities are found mainly on the North Side. 
Many of these ethnic communities have lost most of their 

distinctive character as the newer generations have become 
homogenized into U.S. life. Foreign tongues remain in ev- 
idence, however, together with storefront restaurants and 

traditional shops that add Old World flavour to the Chica- 
go neighbourhoods. 
The original main axis of black settlement was along 

mass-transit lines, especially through the South Side, where 
access to industrial employment was favourable. During 
and after World War II, the South Side “black belt” ex- 
panded within the city and into adjacent suburbs, while ad- 
ditional areas of the West Side, once heavily Jewish, and 
parts of the Near North were occupied by blacks. In both 
the city and suburbs, most black areas previously had been 
occupied by first or second generations of foreign origin 
who either left already deteriorating neighbourhoods or 
fled a growing influx of blacks. Middle-class and affluent 
black neighbourhoods developed in areas of social and 
economic stability. 
Residential suburbs first grew up along the principal rail 

lines, but since World War II much suburban development 
has taken place, commonly at lower densities, in the areas 
between the earlier radial axes. A suburban real-estate 
boom in 1869 created new communities that were able to 
absorb many of the people burned out by the Great Fire. 
Among these was Riverside, west of the city, laid out in ir- 
regular streets and with exemplary planning, which has en- 
abled the community to retain its character. To the north 
of the city, such lakeside communities as Evanston, Win- 
netka, and Lake Forest began a steady growth that made 
the North Shore the most prestigious of suburban areas. 
Meanwhile, western suburbs like Naperville and Boling- 
brook grew rapidly after 1970. 
Among developments that encouraged residential decon- 

centration after World War II were new express highways; 
expansion of industries outside the city; huge regional 
shopping centres, the sales of which rival those downtown; 
O’Hare International Airport (later annexed to the city) 
and its surrounding complex of hotels, motels, shopping 
centres, office buildings, and industrial districts; nuclear- 
research facilities, including the Argonne National Labora- 
tory and the Fermi National Accelerator Laboratory (Fer- 
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milab) near Batavia; and many communities and “new 
towns.” The first of these, Park Forest, was begun in 1947 
about 30 miles south of the city’s centre. 

THE ECONOMY 

Industry. Chicago and its metropolitan area have re- 
mained the most important focus of economic activity in 
interior North America. Its economic base, with a balance 
between industry and commerce, is highly diversified. 
Nevertheless, the city has suffered, along with many other 
metropolitan areas of the Northeast and Middle West, 
from the shift in population and economic activity to 
the “Sun Belt” of the South and West and from foreign 
industrial competition. 
Manufacturing provides about one-fourth of the region’s 

employment; leading categories are steel, metal products, 
food products and confections, metal furniture, chemicals, 

soap, paint, machine tools, communications equipment 
and electronic goods, railroad equipment, surgical appli- 
ances, and scientific instruments. 
Chicago’s steel supply and its strategic situation as the 

major transportation node of the continent has enabled it 
to assume leadership in the manufacture of a wide variety 
of machinery and fabricated metal products, ranging from 
diesel-electric locomotives to printing presses, material- 
handling equipment, and earth-moving and agricultur- 
al machinery. 
A wide variety of chemicals and allied products serve 

both industrial and consumer markets. Closely associated 
are several large petroleum refineries, principally in the 
Calumet area and northwestern Indiana. 
Chicago’s printing establishments include several of the 

world’s largest. Many nationally distributed magazines and 
mail-order catalogs, as well as a substantial proportion of 
the country’s telephone directories, are produced in these 
plants. Enormous quantities of paper, much of it from 
Canada, reach Chicago by water. The city ranks second to 
New York City in the white-collar aspects of publishing, 
though it tends to specialize in such areas as education- 
al materials, encyclopaedias, and professional and trade 
publications. It is also the home office of several major 
advertising and public-relations firms. 
Situated between the agricultural Midwest and the urban- 

industrial. Northeast, Chicago remains a leader in food 

processing, although by the early 1970s the Union Stock 
Yards had terminated all meat-processing activities. 
Commerce. Commercial activities of nationwide im- 

portance include trading in commodities futures on the 
Chicago Board of Trade and the Chicago Mercantile 
Exchange and associated brokerage offices and related 
establishments. 
Chicago has more trade shows, conventions, and corpor- 
ate meetings than any other U.S. city. The Merchandise 
Mart, with most of its 4,000,000 square feet of floor area 
devoted to wholesaling activities, was for many years the 
world’s largest commercial building. Other facilities, such 
as the Apparel Center of Chicago, serve specialized whole- 
saling industries. Convention and trade-show facilities in- 
clude concentrations of hotels and motels, notably in the 
downtown area and in the vicinity of O’Hare Airport, 
together with the convention hall at McCormick Place- 
on-the-Lake, opened in 1971 to replace a smaller facility 
destroyed by fire. 
Finance. Chicago is the site of a Federal Reserve Bank, 

established in 1914. Most large banks are in the Loop area, 
and, because Illinois prohibits branch banking, the out- 
lying neighbourhoods and suburbs are served by limited- 
service facilities, smaller banks, currency exchanges, and 
savings-and-loan associations. 
The city is also the site of the Midwest Stock Exchange 

and offices of most major brokerage houses. Many insur- 
ance companies are in the city or suburbs, including the 
nation’s two largest automobile insurers. 
Transportation. In addition to Chicago’s standing as a 

major inland port and railroad hub of the nation, O’Hare 

International Airport is the world’s busiest. By the late 
1960s the older, smaller Midway Airport had been pressed 
into service again to relieve congestion. Metropolitan Chi- 
cago’s dominance as the most important railroad freight 
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centre in North America has continued, although railroad 
mergers, the rise of intermodal transportation, and the de- 
regulation of many aspects of the transportation industry 
have presented new challenges to the region’s supremacy. 

Chicago lost many intercity passenger trains before and 
after the advent of the quasi-public Amtrak system in 
1971. Its several commuter lines serving suburbs to the 
north and west are widely regarded, however, as the finest 
in the nation in terms of comfort, punctuality, and over- 
all service. The Regional Transportation Authority (RTA), 
established in 1973, is responsible for most suburban rail- 
road and bus service, as well as for the rapid-transit and 
bus services of the Chicago Transit Authority (CTA) within 
the city and in some nearby suburbs. Both the cra and 
RTA have become increasingly debt ridden in spite of hav- 
ing one of the nation’s highest fare structures. 
The expressway system built after World War II has be- 

come congested, as has Lake Shore Drive, which reaches 
nearly from the northern to southern city limits and pro- 
vides scenic views of both the lake and the city skyline. 

ADMINISTRATIVE AND SOCIAL CONDITIONS 

Government. The spiritual chasm between Chicago and 
the rest of Illinois is perhaps widest in the political and 
social spheres and deepest in the struggles between city 
hall and the state government. Chicago Democrats and 
Downstate Republicans have found few issues over the 
years that could be debated on a basis other than that 
of partisan politics. Until the one-person, one-vote reap- 
portionment of the legislature in the 1960s, the whip was 
usually in the hands of the sparsely populated Downstate 
counties. In addition, the growth in population and wealth 
of the suburbs after World War II has created a second 
front on which Chicago, like most large U.S. cities, is 
forced to wage a defensive campaign against a growing 
drain on its human and financial resources. 
Routine operation and long-term planning in the Chi- 

cago SMSA are complicated by the continuous prolifer- 
ation of overlapping administrative and taxing units of 
government. In addition to the almost 300 incorporated 
municipalities and the unincorporated areas under admin- 
istration of the counties, the sMsA has more than 500 spe- 
cial districts—elementary and“high school and community 
college, park, forest preserve, drainage, sanitary, and the 
like—established to circumvent state-imposed limitations 
on borrowing. Such authorities as public housing, ports, 
transit, and highways operate without taxing power. State 
and federal funds and, when appropriate, user charges 
supplement local outlays. 
The Northeastern Illinois Planning Commission, creat- 

ed by the state in 1957, coordinates planning, especially 
among suburban governments. All projects involving fed- 
eral aid must conform to the commission’s comprehensive 
plan, adopted in 1968 and periodically reviewed, for the 
six counties of the SMSA. 
Chicago’s government long has been handicapped by an 

unwieldy structure not adapted to efficient administration 
of a modern urban region. Power is concentrated in a 
mayor who presides over the City Council of aldermen 
representing the city’s 5O wards. The mayor, with City 
Council approval, also appoints members of the Board of 
Education, Park District, Housing Authority, and other 
special-purpose boards and commissions. 
This formal scattering of power long has nurtured an 

informal but highly structured and disciplined political 
machine in Chicago that was brought to its peak of ef- 
ficiency during the administration of Mayor Richard J. 
Daley, widely regarded as “the last of the big-city bosses” 
well before his reelection to a sixth four-year term in 1975. 
As chairman of the Cook County Democratic Party, he 
wielded great power beyond the city limits and was recog- 
nized as the predominant voice in the statewide party and 
a major power in the national Democratic Party. A deeply 
entrenched patronage system in all areas of government 
was moved into its highest gears for elections, and accu- 
sations and denials of voting irregularities were a constant 
feature of Chicago’s political life. Opponents often charged 
that city building inspectors and other officials employed 
statutory sanctions to enforce party loyalty or punish dis- 
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affection and that the City Council, in spite of a scattering 

of liberal independent and Republican aldermen, served as 
little more than a rubber stamp for mayoral programs. 
The foundations of the “Organization,” as it is called by 

its adherents, were laid during the brief term (1931-33) of 

Anton Cermak, a Bohemian immigrant who quickly mas- 

tered the politics of Chicago’s ethnic ghettos, opposed the 
Prohibition that was unpopular with immigrant workers, 

and carefully balanced Democratic slates and platforms 

among the many ethnic, labour, and business interests. In- 
novative programs for municipal conservation and re- 
building renewal that were begun during the reformist 
administration of Martin Kennelly (1947-55) were moved 

ahead rapidly only after Daley’s accession in 1955. For 
more than 20 years an unofficial alliance of labour unions, 

civic and business leaders (often suburbanites), and party 

faithful from the precinct level upward, with heavy voting 

support from the blue-collar and ethnic communities, 
maintained the Organization’s hold on Chicago’s political 
life. Daley was the catalyst of the Organization’s unity, and 
his death in 1976 marked the beginning of the end of its 
total dominance of city politics. In 1979 the city elected its 
first woman mayor, Jane M. Byrne, and by the early 1980s 
there were many “independent” (7.e., non-Organization) 
Democratic aldermen in the City Council. In 1983 Chica- 

go elected its first African American mayor, Harold Wash- 
ington; he died in office in 1987. Richard M. Daley, son of 

the elder Daley, was elected mayor in 1989. 
The social milieu. The tremendous growth and spread of 

its black population and the concomitant flight of middle- 

and upper-class whites and of commerce to the suburbs 
probably was the most dominant feature of Chicago’s so- 
cial picture after World War II. The city’s few black alder- 
men tended to align themselves with the political machine 

and bring it the votes of the black community. The grow- 
ing Spanish-speaking community, without political repre- 
sentation, intensified the situation. 
Black opposition began to grow and become organized in 

the 1960s. One of the earliest groups to form was Opera- 
tion Breadbasket—an economic activity of the Southern 
Christian Leadership Conference founded by Martin 
Luther King, Jr.—which mounted campaigns, often in 
conjunction with businesses and citizen groups controlled 
by whites, to achieve greater economic and political power 
for the black community. Its successor, Operation PUSH 
(now the Rainbow/PUSH Coalition), and other organiza- 
tions continued to mobilize blacks who were increasingly 
frustrated with Mayor Daley and the Organization. By the 
early 1980s massive voter-registration drives had given the 

black community a powerful constituency that was able to 
elect Washington and about one-third of the aldermen in 
the City Council, many of whom were independent De- 
mocrats. 

Housing. A fundamental clash of values became appar- 
ent in the 1960s when Daley, in rebutting a charge that 
Chicago was the most segregated city in the country, de- 
clared that the city had no ghettos. Numerous restrictive 
real-estate practices, however, long had been in effect in 

Chicago; these were tightened further after a six-day race 
riot in 1919 that killed at least 33 persons. Scores of inci- 
dents occurred in following years. The inevitable outward 
explosion of the black community after World War II was 
abetted by unscrupulous real-estate operators but opposed 

by “block organizations” and other militant white-citizen 
groups, especially on the South and West sides. 
By 1980 the Chicago Housing Authority had built about 

45,000 units of low-rent housing, mainly as massive high- 
rise apartment projects that, in the view of many persons, 
tended to intensify the crime, isolation, and other evi- 

dences of life in the slums they were intended to replace 
and to epitomize the worst aspects of racial and socioeco- 

nomic segregation. Private institutions, such as the Illinois 
Institute of Technology on the South Side, had better for- 
tune with privately financed middle-income housing proj- 
ects. A combination of redevelopment, conservation, and 
social programs in the area centred on the University of 
Chicago became a prototype for treatment of changing 
urban communities.. Redevelopment plans for several of 
the city’s public housing projects got under way in the late 

1990s; changes included demolishing many of the high-rise 
apartment buildings and constructing less densely populat- 

ed low-rise structures. 
In 1971 the city’s participation in the federally funded 
Model Cities program was jeopardized by the administra- 
tion’s reluctance to locate low-rent public housing in pre- 
dominantly white neighbourhoods. At the same time, a 
number of the suburbs, many of which had fair-housing 
laws, resisted such housing and were largely unreceptive to 

pleas for housing aid from the city. 
Education. The racial patterns of Chicago’s public 

schools reflect neighbourhood residential patterns, with 
few attempts at integration and a relatively low standing in 

comparison with nationwide achievement standards. Both 
the public schools and the Roman Catholic parochial 
schools, which make up the nation’s largest private-school 
system, have teetered on the brink of financial calamity 
and provoked intense city-state political feuds. 
In higher education the University of Chicago long has 

been among the nation’s most prestigious institutions. 
Both the Illinois Institute of Technology and Northwestern 
University, the latter with campuses in Evanston and 
Chicago, have national reputations, while Loyola and De- 
Paul universities are major Roman Catholic institutions. 
Roosevelt University, in downtown Chicago, founded in 
1945, offers a diverse curriculum especially geared toward 
an urban student body. The University of Illinois at Chica- 

go complements the main campus in Champaign—Urbana. 
Health. Chicago is among the major medical- and den- 

tal-training centres in the nation, and its hospitals and re- 
search facilities are of high quality. As in many cities, 
service to the poor remains deficient, heavily encumbered 
by partisan political controversy. Publicly supported Cook 
County Hospital, one of the nation’s largest, has often 
found itself embroiled in political and financial crises that 
tend to affect its services, while neighbourhood clinics in 
black and Spanish-speaking areas, staffed mainly by young 
doctors and medical students, have been in frequent con- 
flict with the politically run Board of Health. 

CULTURAL LIFE 

The arts. Its reputation as a boisterous and crassly com- 
mercial city notwithstanding, Chicago has fostered a robust 
artistic life throughout most of its history. It was a major 
theatre centre during the late 19th and early 20th centuries, 
and, before the discovery of Hollywood in the early 20th 
century, it was the cradle of the infant U.S. motion-picture 
industry. During the 1950s the Second City troupe began 
a series of theatrical innovations that were to provide many 
new directions and talents to the entertainment world. The 
nationally recognized Goodman School of Drama, long af- 
filiated with the Art Institute of Chicago, initiated a resi- 
dent professional company in 1970 and became one of the 
eight colleges of DePaul University in 1978. Of the many 
other drama troupes, the best known is the Steppenwolf 
Theatre Company, which has staged numerous innovative 
and award-winning plays and produced such notable film 
and television actors as John Malkovich, Laurie Metcalf, 
Gary Sinise, and Joan Allen. 

The status of the Chicago Symphony Orchestra as one of 
the world’s major musical ensembles was firmly estab- 
lished during the tenure of Sir Georg Solti as music direc- 
tor (1969-91); he was succeeded by Daniel Barenboim. 
Chicago opera revived when the Lyric Opera was founded 
in 1954 to provide Chicago with brief but regular seasons 
of opera of a high calibre. Chicago’s place in literature was 
at its highest in the early decades of the 20th century, es- 
pecially with the publication of Poetry magazine. Many 
Chicago writers have gained renown, but the city’s peculiar 
literary genius has shown itself most prominently in the 
field of journalism—from bucolic Midwestern homily to 
stinging social and political commentary. 
Although Chicago and environs have incubated the most 

outstanding examples of modern domestic and commer- 
cial architecture, the city’s record in preserving its land- 
marks has been a depressing one. The razing of Louis 
Sullivan’s Stock Exchange Building in 1971 epitomized 
to conservationists and historians a callousness toward 
the city’s aesthetic heritage that already had replaced nu- 
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merous architectural landmarks with more profitable but 
uninspired buildings. Considerable interest has developed, 
however, in preserving Chicago’s older buildings of archi- 
tectural value, and the results are evident in the rehabilita- 
tion of many structures. Others have been adapted to new 
and innovative uses, including Fulton House, a former 
warehouse converted to a luxury apartment building, and 
the buildings 1n Printing House Row. 
Architecturally Chicago remains among the finest of the 

world’s large cities, but its plan and skyline have been 
threatened by an increasing number of conventionalized 
structures indifferently adapted from the buildings of Lud- 
wig Mies van der Rohe, an innovative genius who had 
renewed Chicago’s architectural history in the years fol- 
lowing World War II. 
Museums. Its many and diversified collections of paint- 

ing, sculpture, prints, photographs, and handicrafts rank 
the Art Institute of Chicago among the major museums of 
the world. In addition, its school makes it an important 
training centre for the fine arts. The Museum of Contem- 
porary Art provides Chicagoans with a complementary 
point of view through its exhibitions of the leading edge 
of artistic endeavour. There are also several commercial 
galleries that sponsor exhibitions of works by artists with 
local as well as national and international reputations. 

The exhibitions of the Museum of Science and Industry, 
housed in a huge remnant of the world’s fair of 1893, are 

rivalled in the United States only by those of the Smithso- 
nian Institutfon in Washington, D.C. The public displays 
and research activities of the Field Museum of Natural 
History place it among the leading scientific institutions 
of the world. Nearby are the John G. Shedd Aquarium 
and the Adler Planetarium. 
Recreation. The city’s extensive park system is supple- 

mented by forest preserves located along the original city 
limits and in suburban areas of Cook County. Sandy 
beaches, in intermittent patches along Lake Michigan, 
provide summertime recreation. 

Professional sports spark civic enthusiasm for the White 
Sox and Cubs in baseball, the Bears in football, the 

Black Hawks in hockey, and the Bulls in basketball. For 
Chicagoans and visitors alike, the many entertainments 
available in the Near North Side area of nightclubs and 
cabarets are a continuous attraction. 
Journalism and_ broadcasting. Chicago has two 

metropolitan daily newspapers: the Chicago Tribune and 
the Chicago Sun-Times. The Chicago Defender is oriented 
primarily to the city’s black population. There are many 
suburban newspapers and weekly and monthly maga- 
zines, as well as several dailies and weeklies in foreign 
languages. Chicago Commerce, a monthly, and Crain’s 
Chicago Business carry economic and financial news. The 
magazine Chicago features general articles, stories of local 
interest, and entertainment notes. Chicago has numerous 
television and radio broadcasting stations; the public tele- 
vision station, WTTW, was one of the nation’s pioneers in 
educational programming. 

History 

SETTLEMENT AND EARLY ACTIVITY 

In 1673 the French explorers Louis Jolliet and Jacques 
Marquette followed an Indian portage to the mudflats 
over which a Y-shaped river flowed. It emptied into Lake 
Michigan, while its arms reached nearly to the drainage 
basin of the Mississippi River system, thus virtually link- 
ing two great North American waterways. The meaning of 
the Indian name for the region remains disputed—among 
the possibilities are skunk, wild onion, or powerful. 
Trappers, traders, and adventurers used the area for 

portage and barter throughout the 18th century. The first 
known non-Indian settler was Jean Baptiste Point Sable 
(or Pointe du Sable), son of a wealthy French merchant 
who had moved to Haiti and married a black woman 
there. Sable settled in the Great Lakes area in the 1770s. 
In 1795 the United States obtained a six-mile-square area 
about the’river mouth. 
Ft. Dearborn, built in 1803, was destroyed in 1812 and 

all but one of its military and civilian population were 

killed in an Indian raid. The fort was rebuilt in 1816 and 
was occupied until the 1830s. Outside its walls a clus- 
ter of traders’ shacks and log cabins were built, but the 
settlement attracted little interest even after Illinois, with 
most of its population in the central and southern regions, 
became a state in 1818. 
The opening of the Erie Canal in 1825, joining the At- 

lantic states and the Great Lakes, shifted the main axis 
of westward movement northward from the Ohio River 
route. Soon afterward, Chicago became the principal west- 

ern terminus. The county of Cook located its seat at the 
small community, and the regional federal land office 
opened there. Numerous retail stores opened to outfit 
newcomers to the West, and the volume of animal pelts 
and products for Eastern markets increased. In 1837, the 
year Chicago became incorporated as a city, its population 
was about 4,200. 

Chicago’s geographic potentiality as a water gateway was 
fulfilled by completion in 1848 of the Illinois and Michigan 
Canal, linking the Great Lakes and Mississippi systems. A 
pair of railroad lines from the East tied into Chicago in 
1852, and by 1856 it had become the nation’s chief rail 
centre. A belt line connected the radiating trunk lines by 
1856, and commuter service to outlying neighbourhoods 
and suburbs began. 

GROWTH AND DEVELOPMENT 

Explosive economic growth. Industry followed the rails. 
By the late 1850s lake vessels carried iron ore from the 
Upper Michigan ranges to the blast furnaces of Chicago. 
Chicago became the nation’s major lumber-distributing 
centre by the 1880s. The railroads brought farm produce 
from west and south, and Chicago’s Board of Trade be- 
came the nerve centre of the commodities market. The 
railroads also hauled cattle, hogs, and sheep to Chicago 
for slaughtering and packing. The consolidated Union 
Stock Yards, largely bankrolled by nine railroads and the 
owners of several other Chicago stockyards, opened on 
Christmas Day 1865. 
Chicago emerged as the major city of the Midwest. 

Its 1880 census reported more than 500,000 inhabitants, 

a 17-fold increase over 1850; by 1870 it had exceeded 
St. Louis, Mo., in population. It was the site of the 

1860 Republican National Convention at which IIlinoisan 
Abraham Lincoln won the presidential nomination. Both 
Americans and northern European immigrants, drawn by 
Chicago’s factories and carried by the rail network that 
was anchored in Chicago, continued to pour into the city. 
Four square miles of Chicago, including the business 

district, were destroyed by fire on October 8-10, 1871. 
Starting in the southwest, fed by wooden buildings and 
pavements and favoured by a long dry spell, flames spread 
northeastward, leaping the Chicago River and dying out 
only when they reached Lake Michigan. About 250 lives 
were lost, some 90,000 people were made homeless, and 
almost $200,000,000 in property was destroyed. 
The rebuilt city and its people. Much of the city’s phys- 

ical infrastructure remained, however, including its water- 

supply and sewage systems: and transportation facilities. 
Chicago rebuilt rapidly in a similar pattern, although with 
buildings that were more modern and in conformance 
with new fire regulations. 
The central business district, bounded by the Chicago 

River to the north and west and by the railroad along the 
lakeshore to the east, held the major department stores, 

the larger banks, the Board of Trade, the regional head- 
quarters of rising national corporations, and the centres 
of commerce, law, and government. The district was the 

birthplace of the steel-frame skyscraper. Completion of the 
Home Insurance Building in 1885 led during the next nine 
years to the construction of 21 buildings ranging from 12 
to 16 stories throughout the downtown area. Commuter 
railroads, horse, cable, and electric street railways, and 
elevated rapid-transit lines served the Loop. 
The Lake Michigan shore became the centre for the 

homes and civic pursuits of Chicago’s economic and social 
elite. Lake Shore Drive north of the Loop emerged as the 
mainline for society—the Gold Coast, it was soon nick- 
named. Although blighted by the Illinois Central Railroad 
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yards, the waterfront east of the Loop was nevertheless 
landscaped and named Grant Park. 
Heavy industry, warehouses, and rail yards crowded the 

banks of the Chicago River. Industrial pockets also existed 
at Chicago’s outskirts. At the far south, where the Calumet 
River meets Lake Michigan, steel mills drew a polyglot 

community of blue-collar workers and their families. The 

Union Stock Yards dominated another South Side area, 

Back-of-the-Yards, made infamous in Upton Sinclair’s 
scathing novel of industrial oppression, The Jungle (1906). 
Public health and sanitary conditions were an outrage: 
until 1900 Lake Michigan both supplied fresh water to 
Chicago and received its untreated sewage, a condition 
probably responsible for the city’s frequent epidemics. 
Many of the working families arrived in the second great 

wave of European immigration: Russian Jews, Italians, 
Poles, Serbs, Croatians, Bohemians, and other groups from 

southern and eastern Europe. The 1890 and 1900 census- 
es showed that more than three-fourths of Chicago’s pop- 
ulation was made up of the foreign-born and their children. 
The working districts were fertile ground for social action. 

The labour movement left the mark of its early attempts at 
industrial organizing: the Haymarket Riot of 1886, in 
which workers and lawmen alike died; and an 1894 strike 
against the Pullman Palace Car Company, led by pioneer 
organizer Eugene V. Debs and others. Social work was an- 
other influence: Jane Addams and her followers at Hull 
House, a West Side settlement, tried to improve the 
wretched conditions of housing and health there. 
In 1889 Chicago annexed numerous inner suburbs, dou- 

bling its area and its population (to almost 1,100,000) and 
surpassing Philadelphia as America’s second most popu- 
lous city. By 1900 it was a centre of nearly all parts of the 
U.S. economy as well as of social insurgency and reform, 
immigration, education, and even culture. Chicago also 
had developed a brawling spirit evident not only along the 
dingy streets of the immigrant ghettos but also in corporate 
boardrooms and in the most elegant brothel in the nation, 
which entertained royalty from abroad and millionaires 
from the newly sprawling suburbs. 
This Chicago was particularly striking to writers and visi- 

tors. “I have struck a city—a real city—and they call it 
Chicago,” wrote Rudyard Kipling. “The other places don’t 
count.” And, he continued, “Having seen it, I urgently de- 
sire never to see it again. It is inhabited by savages.” 
Symbols of civic consolidation. A major expression of 

the city’s character was the Plan of Chicago (1909), by 
Daniel H. Burnham and Edward H. Bennett, which took 
the general outlines of turn-of-the-century Chicago, added 
the notions of style possessed by the city’s industrial and 
mercantile elite, and presented a vision of the future. The 
plan was inspired by the 1893 World’s Columbian Exposi- 
tion celebrating the 400th anniversary of the discovery of 
America. Built on the Midway Plaisance adjacent to the 
University of Chicago, the exposition’s buildings have been 
called a stylistic union of Classical Greece, Imperial Rome, 
Renaissance Italy, and Bourbon Paris. 
Nonetheless, the exposition stimulated activity in city 

planning not only in Chicago but also throughout the 
world. The Classicism of the exposition was in marked 
contrast, however, to the modern Chicago School of archi- 
tecture, and the two trends proceeded concurrently during 
the following decades. Chicago became a world centre of 
architectural innovation in the late 19th and early 20th 
centuries, with many notable buildings by Dankmar Adler, 
Louis Sullivan, Frank Lloyd Wright, and Henry H. 
Richardson. 
The Burnham Plan, as it came to be called, proposed 
many subsequently developed features: park areas along 
Lake Michigan that included beaches, boulevards, and 
yacht basins; a belt of forest preserves rimming the city for 
recreation; the widening of arterial streets; a civic centre; 
and a double-decked boulevard in the central area along 
the Chicago River. Until 1939 the quasi-official Chicago 
Plan Commission promoted individual features of the 
plan, which, like Burnham’s admonition, “Make no little 
plans,” came to have a profound effect on Chicago. 
The 20th century. Chicago’s population growth was 

slower in the 20th century, though industrial expansion as- 

sociated with World Wars I and II and the postwar pros- 

perity continued to attract newcomers. Most pronounced 
was the influx of blacks from the South seeking industrial 
employment. A building boom in the city and suburbs ter- 
minated abruptly following the stock-market collapse of 
1929, and during the depression years of the 1930s the 
population increased only slightly. Possibly contributing to 
this slowed growth were the worldwide notoriety of Chica- 
go (only in part deserved) as the playground of underworld 
figures during the Prohibition era, the failure of several 
Chicago banks during the 1930s, and the allegedly power- 
ful grip of criminal syndicates on many aspects of eco- 
nomic and political life. In contrast, however, the 
suburban population increased rapidly during this period. 
After World War II, construction was slow to resume 

until Daley’s election in 1955. Massive rebuilding pro- 
grams became a hallmark of his terms in office, including 
an almost total alteration of the skyline of the Loop and 
adjacent areas. The downtown area continued as the cen- 
tre for offices but suffered from a decline in other func- 
tions—including retailing, entertainment, and wholesale 
distribution—while those activities expanded rapidly on 
the periphery and in suburban areas. By 1970 the city, for 
the first time, had less than half of the metropolitan popu- 
lation. Chicago’s population, in decline since the 1950s, 
reached its ebb in 1990, after which it stabilized. 
Meanwhile, the city has experienced a rebirth. Construc- 

tion in downtown and along North Michigan Avenue has 
added dozens of gleaming skyscrapers. Neighbourhoods, 
especially on the North Side, have been gentrified, and 
families have stayed in the city rather than move to the 
suburbs. In the areas adjacent to downtown hundreds of 
townhouses and apartments have been built, and old 
buildings have been turned into lofts and galleries. The en- 
tertainment scene in the Loop was revitalized in the 1990s 
with the creation of a new theatre district. 
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Epic of Chicago and the Making of America (1996); WILLIAM 
CRONON, Nature’s Metropolis: Chicago and the Great West 
(1991), a history of ecological change; and DANIEL BLUESTONE, 
Constructing Chicago (1991), a look at Chicago’s development 
before World War I. DANIEL H. BURNHAM and EDWARD H. BEN- 
NETT, Plan of Chicago (1909, reissued 1993), is also useful. As- 
pects of Chicago history are covered in HERMAN KOGAN and 
ROBERT CROMIE, The Great Fire: Chicago, 1871 (1971); Ross 
MILLER, American Apocalypse: The Great Fire and the Myth of 
Chicago (1990), an account of Chicago’s redevelopment, with a 
focus on the literature and architecture of that period; HAROLD L. 
PLATT, The Electric City (1991), a history of the electrification of 
Chicago and its effect on urban development; and LOIS WILLE, 
Forever Open, Clear, and Free: The Struggle for Chicago’s Lake- 
front, 2nd ed. (1991). 
Ethnic aspects are covered in CHICAGO DEPT. OF DEVELOP- 

MENT AND PLANNING, Historic City: The Settlement of Chicago 
(1976); MELVIN G. HOLLI and PETER D’A. JONES (eds.), Ethnic 
Chicago, 4th ed. (1994); and GREGORY D. SQUIRES et al., Chica- 
go: Race, Class, and the Response to Urban Decline (1987). 
Materials on Chicago politics and government include PAUL M. 

GREEN and MELVIN G. HOLLI, The Mayors: The Chicago Politi- 
cal Tradition, rev. ed. (1995); MIKE ROYKO, Boss (1971, reissued 
1988), on the Democratic Party organization of Mayor Richard 
J. Daley; and SAMUEL K. GOVE and LOUIS H. MASOTTI (eds.), 
After Daley: Chicago Politics in Transition (1982), an anthology; 
and GARY RIVLIN, Fire on the Prairie: Chicago’s Harold Wash- 
ington and the Politics of Race (1992). 
The city’s architectural heritage is covered in two exhibition cat- 

alogs: JOHN ZUKOWSKY (ed.), Chicago Architecture, 1872-1922: 
Birth of a Metropolis (1987), and Chicago Architecture and De- 
sign, 1923-1993: Reconfiguration of an American Metropolis 
(1993), with substantive essays and many illustrations. DOMINIC 
A. PACYGA and ELLEN SKERRETT, Chicago, City of Neighbor- 
hoods: Histories & Tours (1986), combines history, ethnic inter- 
est, and architecture; and FRANK A. RANDALL, History of the 
Development of Building Construction in Chicago, 2nd ed., rev. 
and expanded by JOHN D. RANDALL (1999), is the best source on 
individual structures. (H.M.M./Ed.) 
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that characteristically occur during an age span that 
begins with the fetus and extends through adoles- 

cence. This is a period typified by change, both in the child 
himself and in his immediate environment. Changes in 
the child related to growth and development are so strik- 
ing that it is almost as if the child were a series of distinct 
yet related individuals as he passes through infancy, child- 
hood, and adolescence. Changes in the environment occur 
as the surroundings and contacts of a totally dependent 
infant become those of a progressively more independent 
child and adolescent. Health and disease during the pe- 
riod from conception to adolescence must be understood 
against this backdrop of changes. 
Although, for the most part, the diseases of childhood 

are similar to those of the adult, there are several impor- 
tant differences. For example, certain specific disorders, 
such as precocious puberty, are unique to children; others, 
such as acute nephritis—inflammation of the kidney—are 
common in children and infrequent in adults. At the same 
time, some diseases that are common in adults are in- 
frequent in children. These include essential hypertension 
(high blood pressure of unknown cause) and gout. Finally, 
a major segment of pediatric care concerns the treatment 
and prevention of congenital anomalies, both functional 
and structural. 
Apart from variations in disease due to differences be- 
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tween children and adults, certain other features of diseases 
in children need to be emphasized. Infectious disorders are 
prevalent and remain a leading cause of death, although 
individual illnesses are often mild and of minor conse- 
quence. Most instances of the common communicable 
diseases, such as measles, chicken pox, and mumps, are 
encountered in childhood. Disorders of nutrition, still of 

great concern, especially but not exclusively in developing 
countries, are of extreme importance to the growing and 
developing child. The unique nutritional requirements of 
children make them unusually susceptible to deficiency 
states: vitamin-D deficiency causes rickets, a common dis- 
order of children in developing countries, and only rarely 
causes any disease in adults. The major environmental 
hazards that endanger the health of young children are 
either unavoidable, as in air pollution, or accidental, as in 
poisoning and in traffic injuries. Older children, especially 
adolescents, are exposed, as are adults, to environmental 
hazards that they deliberately seek, such as cigarette smok- 
ing and the use of alcohol and other drugs. 
This article reviews the scope of diseases that affect chil- 

dren, with particular emphasis on the ways in which the 
unique attributes of the growing child and special aspects 
of his environment serve to modify the course, effects, and 
treatment of particular diseases. 
The article is divided into the following sections: 
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DIAGNOSIS AND GENERAL CONSIDERATIONS 

OF TREATMENT AND PREVENTION 

Diagnosis of the diseases of childhood involves special 
considerations and techniques; for example, in evaluat- 
ing genetic disorders, not only the patient but his entire 
family may need to be examined. Inapparent environ- 
mental causes of diseases, such as poisonings, must be 
considered and investigated thoroughly, by methods that 
at times resemble those of a detective. Diseases of the 
fetus may derive directly from disorders of the mother or 
may be caused by drugs administered to her. Diagnostic 
techniques have been developed that permit sophisticated 
examination of the fetus despite its apparent inaccessibil- 
ity. The withdrawal of a small amount of the amniotic 
fluid that surrounds the fetus permits examination of fetal 
cells as well as the fluid itself. Chromosomal and biochem- 
ical studies at various stages of development may help 
to anticipate problems in the postnatal period; they may 
indicate the need for immediate treatment of the fetus by 
such techniques as blood transfusion; or they may lead 

to the decision to terminate pregnancy because serious, 
untreatable disease has been recognized. Other specialized 
techniques permit examination of the fetus by X ray 
and ultrasound, and by electrocardiography and electroen- 
cephalography (methods for observing and recording the 
electrical activity of the heart and the brain, respectively). 
Fetal blood can be obtained for analysis, and certain tech- 
niques permit direct viewing of the fetus. 
In examination of the infant, inaccessibility is no special 

problem, but his small size and limited ability to commu- 
nicate require special techniques and skills. Of even more 
importance, however, is the fact that adult norms can- 
not be applied to younger age groups. Pediatric diagnosis 
requires knowledge of each stage of development, with 
regard not only to body size but also to body proportions, 
sexual development, the development and function of or- 
gans, biochemical composition of the body fluids, and the 
activity of enzymes. The development of psychological 
and intellectual function is equally complex and requires 
special understanding. Since the various periods of growth 
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and development differ so markedly from one another, 

they are divided for convenience into the following stages: 
intrauterine (the period before birth), neonatal (first four 
weeks), infant (first year), preschool (one to five years), 
early school (six to 10 years for girls, six to 12 for boys), 
prepubescent (10 to 12 for girls, 12 to 14 for boys), and 
adolescent (12 to 18 for girls, 14 to 20 for boys). Only if 
appropriate norms are established for each stage of devel- 
opment can the child’s condition be adequately evaluated 
and the results of diagnostic tests properly interpreted. 
Thus, it is of no concern if a 12-month-old infant is unable 
to walk alone, although some infants are able to do so at 
nine months of age. The crucial question is at what age 
one becomes concerned if a developmental milestone has 
not been reached. Five-year-old boys average 44 pounds 
(20 kilograms) in weight but may vary from 33 to 53 
pounds (15 to 24 kilograms). The hemoglobin level that is 
of no concern in the three-month-old infant may reflect a 
serious state of anemia in the older child. The blood levels 
of certain enzymes and minerals differ markedly in the 
rapidly growing child from those in the late adolescent, 
whose growth is almost complete. Failure of a 15-year-old 
girl to have achieved menarche (the beginning of men- 
struation) may be indicative of no abnormality in sexual 
development but requires careful evaluation. 
Treatment of childhood disease requires similar consid- 

erations with regard to various stages of growth and devel- 
opment. Variation in drug dosage, for example, is based 
not only on body size but also on the distribution of the 
drug within the body, its rate of metabolism, and its rate 
of excretion, all of which change during various stages of 
development. The inability of infants and small children 
to swallow pills and capsules necessitates the use of other 
forms and alternate routes of administration. Drug toxic- 
ity of importance at one stage of development may be of 
no concern at another; for example, the commonly used 
antibiotic tetracycline is best avoided in treatment of the 
child younger than age 10 because it is deposited in teeth, 
in which enamel is also being deposited, and stains them. 
When permanent teeth are fully formed, the deposition of 
tetracycline no longer occurs. The delayed consequences 
of certain forms of treatment, especially with radioactive 
isotopes—substances that give off radiation in the process 
of breaking down into other substances—might be of no 
consequence in the case of an elderly person with a life 
expectancy of 10 or 20 years but might deter a physician 
from the use of such treatments for the infant with his 
whole life in front of him. Finally, the nutritional re- 
quirements of the growing child must be considered when 
treatment of disease requires modification of the diet or 
administration of drugs that may affect the absorption or 
metabolism of essential nutrients. 
The outlook for recovery from diseases in children is of- 

ten better than it is for adults, since the child’s additional 
capacity of growth may counteract the adverse influences 
of disease. The bone fracture that results in permanent de- 
formity in the adult, for example, may heal with complete 
structural normality in the child, as continued growth re- 
sults in remodeling and reshaping of the bone. Ultimately, 
the infant who has one kidney removed because of in- 
fection or tumour most likely will have entirely normal 
renal (kidney) function because the remaining kidney will 
increase its size and functional capacity with growth. In 
contrast, removal of one kidney in the adult usually results 

in a residual functional capacity equal to 70 to 75 percent 
of that of two normal kidneys. 

Thus, being in a period of rapid growth and development 
may favourably affect the child’s recovery in the course of 
a disease. The converse may also be true, however. The 
rapidly growing and maturing central nervous system, for 
example, is particularly susceptible to injury during the 
first two or three years of life; also, adolescents may react 
unfavourably to psychological stresses that are tolerated 
readily by more mature individuals. 
In the general consideration of childhood diseases, a final 

aspect that merits emphasis is the role of prevention. The 
major factors responsible for the decline in infant and 
childhood mortality rates over the past decades have been 
the development and application of preventive measures. 

By the late 20th century, in most countries the death rate 
for infants under one year of age had decreased until it 
was scarcely more than a 10th of the rate in the 1930s. 
Socioeconomic factors—such as better maternal nutrition 

and obstetrical care and improved housing, water supplies, 
and sewage disposal—have been of prime importance in 
this decline, together with better hygiene at home, safer 
infant feeding techniques, and widespread immunization 
against common infectious diseases. In comparison to the 

favourable effect of these and other preventive measures, 
an increased capacity to treat diseases, even with such 

powerful tools as the antibiotic drugs, has had relatively 
little impact. In the developed countries, where the most 
common causes of childhood morbidity and mortality are 
accidents, prevention depends upon a willingness to de- 
sign and modify communities and homes to make them 
safer for children. Just as important as the development 
of public health measures is their practical application; 
underutilization of established procedures and techniques 
for prevention of disease is a major health problem. 

DISEASE-AFFECTING DIFFERENCES 

BETWEEN CHILDREN AND ADULTS 

Disturbances in growth may be among the most striking 
consequences of disease in children. An obvious example 
of this effect is total growth failure, which is seen in 
almost every serious disease of infants and children. Lo- 
cal retardation or disturbance in growth patterns may be 
equally striking. Osteomyelitis, an infection of bone, may, 

for example, result in retardation or cessation of growth at 
that site, with subsequent severe asymmetry between the 
affected limb and its normal counterpart. Enlargement of 
the heart as a result of cardiac disease may cause gross 
distortion of the chest, as the growing ribs adapt to the 
abnormal shape of the heart. -° 
Many differences in the manifestations of disease in 

children and adults can be ascribed to differences in 
anatomical structure and in biochemical, immunological, 
and physiological function. Less well understood are the 
consequences of differences in psychological function. In 
general, the younger the child, the more striking these 
differences are. 
Anatomical differences. Not only is the child’s body 

smaller than that of the adult, but it has different propor- 
tions; for example, the sitting height of the newborn infant 
represents about 70 percent of total body length. With 
rapid growth of the extremities, sitting height decreases to 
about 57 percent of the body length at three years of age 
and, finally, as growth proceeds more slowly, to the adult 
proportion of about 50 percent. Growth and development 
are not necessarily smooth, continuous processes. Weight 
and height increase rapidly in infancy and at puberty; for 
example, the head completes half its total growth in the 
first year of life, and by the age of two years the child has 
reached half his adult height. In addition to differences in 
proportion and size, there are marked differences in body 
composition between children and adults. As examples, in 
newborn infants muscle mass constitutes approximately 

25 percent of total body weight, compared to 43 percent 
in adults. Total body water, which accounts for 90 percent 
of early fetal weight, represents 75 percent of body weight 
at birth, drops to about 60 percent by one year of age, 
and then declines gradually to reach the adult figure of 55 
percent. The higher proportion of body water, due almost 
entirely to a relatively greater volume of fluid outside 
the cells, affects the response of the infant, particularly to 
disturbances in water balance. 
There are many examples of differences in anatomical 

structure that affect manifestations of disease. In assessing 
the health of the infant with cardiac or pulmonary (lung) 
disease, the thinner chest wall, the relatively more hori- 
zontal position of the heart, and the more rapid cardiac 

and respiratory rates must be taken into account. The thin 
abdominal wall of the infant permits palpation—examina- 
tion by touching with the fingers—of the kidneys, whereas 
in older subjects the kidneys usually can be felt only if 
they are abnormally large. In the infant, with the bones of 
the skull still not fused together, obstruction of the flow 
of cerebrospinal fluid may result in striking enlargement 

Differences 
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of the head, a condition referred to as hydrocephalus. In 
the older child, when the skull sutures have fused, such 

enlargement is not possible, and the manifestations of 
spinal-fluid obstruction are similar to those of the adult, 

including severe headache and visual difficulties as a result 
of increased intracranial pressure. The primary manifes- 
tation of mumps is a painful swelling of the parotid and 
other salivary glands. In adolescents, involvement of the 
testes or ovaries occurs only rarely, a phenomenon related 
in some way to the immaturity of these organs. In the 
adult, particularly in the male, severe sex-gland involve- 
ment is common. 
Physiological differences. Physiological differences be- 

tween children and adults that cause differences in the 
manifestations of disease include all the various functional, 
endocrine, and metabolic features of the growing and ma- 

turing organism. A major characteristic in this regard is 
the limited ability of the infant to maintain homeostasis (a 
stable internal environment) during illness because of his 
greater metabolic and nutritive requirements. Moreover, 
most of the first year of life is characterized by immaturity 
of renal function, the capacity of the kidneys to respond 
to the stresses of disease being less than later in life. The 
baby with severe diarrhea, for example, cannot conserve 
water well enough and may become dehydrated. With any 
degree of stress, metabolic abnormalities are likely to be 
more severe in the infant than in the older child. 
The liver of the newborn child also demonstrates certain 

features of immaturity. Of particular importance is its lim- 
ited capacity to excrete bilirubin, a product of the breaking 
down of hemoglobin (the oxygen-carrying pigment of red 
blood cells). In certain conditions in which there is a rapid 
rate of destruction of red blood cells, the inability of the 
liver to excrete the added load of bilirubin may result in 
a large increase in the concentration of this substance in 
the blood; the bilirubin concentration, if high enough, can 
cause severe brain damage known as kernicterus. Since 
immaturity of the brain also contributes to the infant’s in- 
creased susceptibility to this disorder, kernicterus is rarely 
encountered outside of the neonatal period, even in sub- 
jects with severe liver disease. 
The ability of the young infant to metabolize and to 

excrete certain drugs is limited by the immaturity of the 
liver and of the kidney, and drug dosage must be adjusted 
accordingly. 
The immunologic system of the body is responsible for 

the defense against disease. This highly complex system 
involves the production of antibodies (proteins that can 
recognize and attack specific infectious agents); the ac- 
tion of granulocytes and macrophages, cells that destroy 
infecting organisms by ingesting them (a process called 
phagocytosis); and the function of a variety of cellular 
mechanisms involving the complement system (comple- 
ment is an enzyme-like substance in the blood). Antibody 
production in the infant is qualitatively and quantitatively 
different from that in the older child and adult. Although 
the differences in antibody response cannot be related 
specifically to differences in the capacity of the infant to 
withstand infection, they certainly must play some role. 
On the other hand, many of the clinical features of in- 
fectious disease occurring during the first two or three 
years of life appear to be related to the fact that these are 
infections occurring for the first time. 
Another difference in immunologic response between 

children and adults is in the functioning of the reticuloen- 
dothelial system. This system, which is composed of the 
macrophages found in the lymph nodes, spleen, and other 
lymphatic tissues, is relatively more active in childhood. 
Since macrophages ingest infectious organisms, children 
with coryza or sore throats commonly have swollen lymph 
“glands” visible and palpable in the neck. Similarly, their 
tonsils and adenoids, which are lymphatic tissues, swell 
rapidly in response to mild infections. 

DISORDERS PRESENT AT BIRTH 

Diseases transmitted through the placenta or due to pla- 
cental dysfunction. Infectious diseases of the fetus are 
caused by many different types of organisms, including 
viruses, bacteria, spirochetes, and protozoa (e.g., toxoplas- 
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mosis). Most of these infections are the result of infection 

of the mother, the infectious agents being transmitted 
through the placenta (the temporary organ by means of 
which the fetus receives nourishment and discharges waste) 
by way of fetal circulation. Bacterial infection is most of- 
ten associated with premature rupture of the membranes 
and infection of the amniotic fluid. 
Maternal rubella (German measles) occurring during the 

first eight weeks of pregnancy is associated with congen- 
ital malformation of the fetus in more than 50 percent 
of cases, the figure decreasing to about 20 percent by the 
16th week and dropping sharply thereafter. Infection of 
the fetus with a virus of the cytomegalovirus type involves 
many organs, has a high fatality rate, and may result 
in severe brain damage in fetuses who survive. Infection 
by the intracellular parasite Toxoplasma gondii produces 
a disease called toxoplasmosis, which may cause death 
or may result in microcephalus (abnormal smallness of 
the head), hydrocephalus (excessive accumulation of fluid 
in the brain cavities), or mental retardation. Congenital 

syphilis may have a variety of effects in the infant, includ- 
ing involvement of the skin, liver, spleen, lymph nodes, 
and kidneys. Malformations of the bones and teeth ap- 
pear later, and severe involvement of the central nervous 
system may become apparent after many years. 
Just as infectious agents may cross the placenta, so also 

most drugs administered to the mother may pass through 
the placenta and have important effects on the fetus. A 
most dramatic and devastating example of this effect oc- 
curred in Europe during the early 1960s, when the birth 
of thousands of infants with absent or short limbs resulted 
from the maternal ingestion of the apparently harmless 
drug thalidomide. Anesthetics, analgesics (pain relievers), 
sedatives, antihypertensive drugs, and antibiotics all may 
have adverse effects on the fetus. Congenital goitres (en- 
largement of the thyroid) have been produced by admin- 
istration of antithyroid drugs to the mother. It is now 
clear that adverse effects on the fetus must be considered 
whenever drug therapy of the mother is contemplated. 
The abuse of narcotics or alcohol by the mother can also 

lead to dire fetal consequences. Infants born to mothers 

addicted to heroin, morphine, or other opiates commonly 
share their mothers’ addiction and suffer withdrawal symp- 
toms within 72 hours of birth. Many infants of alcoholic 
mothers are afflicted with a combination of malforma- 
tions, known as the fetal alcohol syndrome, which include 

mental retardation, growth retardation, and microcephaly. 
The entire nutrient supply of the fetus derives from the 

mother. Although maternal deficiency states may, there- 
fore, be reflected by parallel deficiencies in the fetus, in 
general the needs of the fetus will be met ahead of those of 
the mother, and an adequate amount of a given nutrient 
may be supplied to the fetus, despite maternal deficiency. 
Mild to moderate deficiencies of iron or calcium in the 
mother, for example, are not usually associated with defi- 
ciencies in the fetus. On the other hand, protein and caloric 
malnutrition may be associated with decreased fetal size. 
Deficiencies in the fetus may also arise from placental 

dysfunction (malfunctioning). The consequences of abnor- 
malities of the placenta depend upon the time of onset 
and the severity of placental inadequacy. Serious placental 
insufficiency early in pregnancy may result in the death 
of the fetus. It is also likely that placental insufficiency 
can be a factor in decreasing fetal growth. Toward the 
end of pregnancy, placental dysfunction is associated with 
premature delivery or evidence of varying degrees of fetal 
distress, ranging from yellow staining of the skin to fetal 
wasting and to signs of severe lack of oxygen. 
Injuries incurred during birth. The physical trauma of 

delivery may result in a number of injuries to the infant. 
Of little consequence is the diffuse soft-tissue sweiling of 
the scalp referred to as caput succedaneum. Difficult de- 
livery may result in more extensive bruising, abrasions, 
and edema—particularly after breech delivery; however, 
serious harm is rare. Bleeding under the periosteum (the 
covering membrane) of the skull produces a large swelling 
in 1 to 2 percent of babies, and in some it is associated 
with a small fracture of the underlying skull; fortunately, 
spontaneous healing occurs speedily. Injuries to the spinal 
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cord are rare, but injuries of peripheral nerves as a result 
of traction on the head are not uncommon. Such injuries 
include Erb’s paralysis, with weakness of the arm and 
shoulder because of damage to the fifth and sixth cervical 
nerves. Injury to the phrenic nerve, with paralysis of the 
diaphragm—the muscular partition between the chest and 
the abdomen—and facial-nerve injury resulting in facial 
palsy also are encountered. In the vast majority of such 
instances of peripheral-nerve injury, recovery is complete. 
An extremely important form of birth injury is that as- 

sociated with lack of oxygen (anoxia). Fetal anoxia may 
occur from inadequate oxygenation of the mother, low 
maternal blood pressure, or abnormalities in the uterus, 
placenta, or umbilical cord that result in inadequate blood 
flow to the fetus. After birth, anoxia may result from blood 
loss, shock, or inadequate respiration. Clinical manifesta- 
tions include decreased activity, slowing of the heart, and 
blueness of the skin (cyanosis). Severe anoxia may cause 
death of the newborn, although recovery is more common. 
The major significance of anoxia is that it may result in 
brain damage if prolonged more than a few minutes. 
Prematurity and low birth weight. The usual length of 

the gestation period is 40 weeks. Infants born prior to 37 
weeks of gestation are considered to have been born early 
and are referred to as preterm or premature. Infants who 
at birth weigh 2,500 grams (about 5.5 pounds) or less 
are considered to be of low birth weight and either are 
prematurely born or have had less than the expected rate 
of growth within the uterus. 
Infants whose weight is low at birth account for as many 

as 10 to 15 percent of births among low socioeconomic 
groups and as few as 4 to 5 percent of births among those 
of higher socioeconomic status. Clinical examination of 
the baby helps to differentiate between the preterm baby 
and the small baby born at term, but such determination 
of gestational age (the age from conception to birth) is not 
precise. The correct classification of the baby is important 
because maturity, in terms of gestational age, is a major 
factor determining the ease with which the baby will adapt 
to life outside the uterus. In the infant born too early, 
many organ systems will not be fully developed. The 
preterm infant who is large and only slightly immature 
does as well as the full-term infant, but the very small 
preterm infant, below 1,000 grams (about 35 ounces) in 
weight, has a high fatality rate and is prone to many 
complications. 
The complications encountered in coping with extrauter- 

ine existence involve primarily the respiratory and gas- 
trointestinal systems. In addition to anatomical immatu- 
rity of the lungs, a handicapping feature of the premature 
infant may be a lack of a substance called a surfactant, 
which plays an important role in permitting the air spaces, 
or alveoli, of the lungs to remain open. Surfactant appears 
in some fetuses at 24 weeks’ gestation but is absent in 
others until about 30 weeks. Because of these respiratory 
handicaps—particularly the lack of surfactant—many pre- 
mature infants suffer from respiratory distress syndrome, 
a condition described below under Respiratory disorders. 
Inability to suck adequately and limitations in the ca- 

pacity to digest foodstuffs and absorb them through the 
intestinal tract provide other serious handicaps for the 
premature infant. To circumvent these problems, infants 
may be fed (by stomach tube) specially prepared formulas 
tolerated by even the smallest of babies. 
The relatively large surface area of the small infant and 

his inability to maintain body temperature may require 
his being kept in an incubator. In addition to tempera- 
ture control, the incubator makes it possible to provide 
extra oxygen to the infant who has respiratory difficulties, 
although this must be done with care because excessive 
oxygen may lead to damage to the eyes, a condition 
known as retrolental fibroplasia. 
As indicated above, the prematurely born infant is con- 
siderably less likely to survive than are full-term infants. 
Premature infants, accounting for less than 8 percent of 
all live births, account for two-thirds of infant deaths. 
Even after the first year of life, the mortality rate among 
infants with low birth weights is greater than among in- 
fants with birth weights above 2,500 grams. The cause 

of this increased rate is not completely known, although 
a higher prevalence of congenital anomalies accounts for 
some of the difference. Moreover, retarded intellectual de- 
velopment and other abnormalities of the nervous system 
are more common in such infants, particularly those with 

birth weights of less than 1,500 grams (3.3 pounds). The 
majority of infants with low birth weights remain small 
throughout the childhood years, which may reflect a con- 
tinued pattern of slow growth, first evidenced in the uterus. 
Metabolic disturbances. Infants of diabetic mothers 

represent a unique group with special metabolic problems. 
Intrauterine death is common and unexplained. The pla- 
centa is often abnormal. The infants at birth generally 
are large and have large organs, a condition referred to as 
macrosomia. Respiratory distress and low levels of sugar 
in the blood (hypoglycemia) are common complications. 
Neonatal hypoglycemia is a relatively common disor- 

der, particularly among infants whose birth weight is low. 
Fifteen percent of hypoglycemic infants have associated 
abnormalities of the central nervous system. In most in- 
stances hypoglycemia is transient and responds readily 
to treatment. 

Jaundice in the newborn is ordinarily related to an imbal- 
ance between the rate of destruction of red blood cells and 
the metabolism of hemoglobin to bilirubin and the rate of 
excretion of bilirubin in the bile; there is a resultant tem- 

porary elevation of bilirubin level in the blood. Jaundice 
may, however, be due to septicemia, to several different 
diseases of the liver, or to obstruction of the ducts through 
which bile flows into the intestinal tract. Abnormally high 
bilirubin levels have also been found in association with 
breast feeding; it is an extremely rare condition resulting 
from the presence of an unusual substance in the milk. 
The significance of jaundice depends on the underlying 

cause and the amount of excess bilirubin in the blood. In 
extreme cases, bilirubin can be deposited in brain cells, 
resulting, as mentioned above, in severe nerve-cell dam- 
age, called kernicterus. This condition, which may lead 
to deafness and cerebral palsy, is encountered most often 
in infants with erythroblastosis fetalis, a blood disorder 
discussed below. Brain damage from an excess amount of 
bilirubin can usually be prevented by means of exchange 
transfusions (in which most of the infant’s blood is re- 
placed with blood from donors), which in the most severe 
cases may need to be repeated many times. 
Tetany of the newborn, a condition that appears within 

a few days after birth, is characterized by increased neu- 
romuscular irritability, with muscular twitching, tremors, 
and convulsions. In most cases, the blood concentration 
of calcium is low, and that of inorganic phosphate is 
high. In some infants the disorder appears to be due to 
a low concentration of magnesium in the blood. The in- 
fant’s condition is usually dramatically improved by the 
intravenous administration of calcium. The disorder is 
transient, so that treatment with oral calcium supplements 
can be discontinued after one or two weeks. 
In contrast to the metabolic disturbances described above, 

which are generally transient conditions of the newborn, 
are the long-term disorders known as the inborn errors of 
metabolism. These result from the absence of a functional 
enzyme in a particular metabolic pathway. Because of this 
“enzyme block,” there is a deficiency in the products of 
the affected pathway and an excessive build-up of harm- 
ful chemicals that cannot be processed normally. Inborn 
errors of metabolism are genetically determined, and most 
are very rare. Many lead to severe illness and brain damage 
unless effective and early treatment can be started. A well- 
known example is phenylketonuria, which can be detected 
by a simple blood-screening test (the Guthrie test) during 
the first week of life. Once identified, the affected infant is 
given a special diet that prevents brain damage and allows 
normal growth. The diet has to be continued until at least 
the age of 10 years, and some clinicians recommend that 
it be followed for life. 
Infections. The newborn infant is subject to the ordi- 

nary infections and, in addition, to infection with com- 
monly encountered organisms such as Escherichia coli, 
Staphylococcus aureus, and group B hemolytic strepto- 
cocci, which are not usual causes of serious infection in 
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older age groups. Infection may be acquired in the uterus, 
during delivery, or later, in the nursery. Commonly en- 
countered serious infections are pneumonia, meningitis 
(inflammation of the coverings of the brain and spinal 
cord), and septicemia (infection of the bloodstream). Often 
the infant shows few signs of the disease other than poor 
feeding, lethargy, pallor, or slight fever. Since the newborn 
infant’s resistance to infection is poor, early diagnosis and 
treatment are particularly important. Often, treatment is 
given when infection is merely suspected. 
Congenital defects of each part of the immunologic sys- 

tem have been discovered. The most striking feature of 
these diseases is the inability of the patient to combat 
infection. Thus, untreated patients with some forms of 

agammaglobulinemia (lack of antibodies in the blood) 
may die from overwhelming infection in infancy or early 
childhood. 
Respiratory disorders. Numerous abnormalities of re- 

spiratory function are common in the newborn infant. 
One of the most severe is respiratory distress syndrome 
(RDS; also called hyaline membrane disease). RDS occurs 
in 0.5 to | percent of all deliveries, and, as previously 
mentioned, is especially common in premature infants. In 
addition, it is encountered commonly in infants of dia- 

betic mothers and after cesarean section (delivery through 
the wall of the mother’s abdomen), RDS also occurs, 
albeit infrequently, in full-term infants without any appar- 
ent predisposing cause. Soon after birth, affected infants 
begin to take rapid, shallow breaths and can be shown by 
appropriate tests to be exchanging air (/.e., absorbing oxy- 
gen and exhausting carbon dioxide) only poorly. Without 
expert treatment, they may die within a few hours or may 
have a protracted course over a period of several days, 
with later demise or gradual improvement and recovery. 
Treatment is directed at relieving the symptoms and in- 
cludes correction of an associated acidosis, administration 
of oxygen, and assisting the infant to breathe, if neces- 
sary with a mechanical ventilation machine. With modern 
care, death has become less common. 

Pneumonia is in infants a serious problem. The onset is 
either within hours after birth, in infants whose infection 
is contracted from the mother, or after 48 hours of life, 
when the infection is acquired after birth. Infants show 
signs of difficulty in breathing, and often there is an 
associated infection of the blood (septicemia). Treatment 
consists of the administration of carefully selected antibi- 
otics in appropriate dosages and respiratory support. 
An infant may inhale meconium (a semisolid discharge 

from the infant’s bowels) during the course of delivery, 
leading to obstruction of the upper airway. Clearing the 
airway with suction, the administration of oxygen, and 
general respiratory support are usually effective in pro- 
moting recovery within two to three days. 
Leakage of air into the pleural space (between the mem- 

brane lining the chest and that enveloping the lungs and 
other thoracic organs), with consequent partial or com- 
plete collapse of the lung (pneumothorax), bleeding into 
the lung, and failure of expansion of the lung (atelecta- 
sis), also causes respiratory failure in the newborn infant. 
Prompt treatment is often necessary to ensure survival. 
Cardiovascular disorders. Cardiovascular disturbances 

in the newborn are related primarily to congenital malfor- 
mations that affect about seven out of every 1,000 infants. 
They vary from those that are incompatible with life to 
those that cause no illness and require no treatment. 
Sometimes the cause is known because of an association 
with a chromosomal disorder (e.g., Down’s syndrome and 
Turner’s syndrome; see below); in a few the cause is ma- 
ternal rubella infection. The lesions arise early in fetal de- 
velopment, and the result is usually either an obstruction 

of normal blood flow or an abnormal communication be- 
tween different parts of the heart or the circulation. When 
the structural abnormality causes severe disturbance, heart 
failure results. The baby in heart failure may present such 
symptoms as a blue complexion (cyanosis), breathlessness, 
or feeding difficulties. Most congenital heart defects are 
associated. with heart murmurs that can be heard with 
a stethoscope. The most common congenital lesion is a 
ventricular septal defect, which is a hole between the two 

Childhood Diseases and Disorders 

lower chambers of the heart (the left and right ventricles). 
Many of these close spontaneously without treatment, 
Diagnosis of an infant with suspected congenital heart dis- 
ease has been made surer and easier with the development 
of echocardiography. Most of the disorders that cause 
illness can be corrected by surgery, which—unless the 
defect is immediately life-threatening—is usually deferred 
until the child is older. For a fuller discussion of specific 
congenital cardiovascular defects, see CIRCULATION AND 
CIRCULATORY SYSTEMS: Cardiovascular system diseases 
and disorders; Congenital heart disease. 
A specific cardiovascular problem common in the preterm 

infant is patent ductus arteriosus, which is the persistence 
of an essential feature of fetal circulation. The ductus arte- 
riosus is a fetal blood vessel that connects the descending 
aorta and the pulmonary artery. It shunts blood from the 
lungs (which are nonfunctional in the fetus), channeling 
it toward the placenta (where oxygenation takes place). 
Normally, the ductus closes shortly after birth. When it 

remains patent (open) after birth, it functions as a shunt 
in the opposite direction, diverting blood from the aorta 
to the lungs. Thus, too much blood is delivered to the 

lungs, and the subsequent pulmonary congestion causes 
breathing difficulties. Drugs can be given to encourage the 
ductus to close. If drug treatment proves ineffective, the 
ductus may be closed surgically. 
Blood disorders. The diseases affecting the blood of 

newborn infants include diseases of the red blood cells 
(particularly the anemias, which involve an inadequate 
level of functioning hemoglobin in the blood) and of the 
clotting factors (e.g., hemophilia). These diseases and oth- 
ers that affect the blood of the newborn are discussed be- 
low, in the sections dealing with disorders associated with 
later infancy and childhood, and are covered in BLOOD: 
Blood diseases. 
Erythroblastosis fetalis is a disease in which the red blood 

cells of the fetus are destroyed because of an incompatibil- 
ity between the infant’s blood and that of the mother. The 
severest form results from incompatibility between an Rh- 
negative mother and an Rh-positive fetus. If the mother 
has been sensitized (by previous exposure) to Rh-positive 
red blood cells, she will have circulating antibodies against 
the Rh factor. These antibodies can cross the placenta and 
destroy the red blood cells of her Rh-positive fetus. Unless 
the mother has been sensitized by blood transfusions, her 
first Rh-positive fetus is normally not affected. This is be- 
cause her exposure to the fetal red blood cells is minimal 
until the delivery of the baby, when there is substantial 
transfer of fetal red blood cells to the maternal circulation. 
This exposure can sensitize the mother, and any future 
Rh-positive fetuses will be at risk. It is now standard pro- 
cedure to administer anti-Rh serum promptly to an Rh- 
negative mother who has given birth to an Rh-positive 
child. The serum destroys any fetal red blood cells in her 
circulation before she becomes sensitized, thereby protect- 
ing future Rh-positive fetuses from erythroblastosis fetalis. 
Gastrointestinal disorders. Vomiting, a common symp- 

tom among newborn infants, may be due to intestinal 
obstruction or to overfeeding or may occur without ap- 
parent cause. Continuous contraction of the muscle gov- 
erning the opening between the stomach and the intestine 
may cause vomiting. This condition, called pyloric steno- 
sis, may occur at any time in early infancy and usually 
requires surgical treatment. 
The first bowel action and passage of meconium by the 

baby usually occurs within 12 hours. Delay may indicate 
an obstruction of the bowel. Important causes of ob- 
struction are congenital narrowing (stenosis) or occlusion 
(atresia) of the intestine. These can occur at any site— 
from the duodenum (the first section of the small intes- 
tine) to the rectum and anus. Some babies are born with 
a small dimple or pit rather than a patent anus. Duodenal 
stenosis is particularly common in babies with Down’s 
syndrome. Congenital obstructions of the intestines cause 
vomiting and constipation in early life; most can be cor- 
rected surgically. 
Meconium ileus, intestinal obstruction by hard lumps 

of meconium, occurs almost exclusively in infants with 
cystic fibrosis, an inherited disease that is described below. 
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Recovery, except in some instances of perforation of the 
intestine, is the rule. 
Kidney and urinary-tract disorders. The kidneys of the 

newborn infant are entirely capable of maintaining ho- 
meostasis, or balance, of fluids and electrolytes in normal 
circumstances, adapting readily, for example, to the var- 
ious formulas utilized in infant feeding, despite the wide 
range of solute content and the consequent large variation 
in the excretory load imposed. (Electrolytes, in this con- 
text, are substances that become ionized in solution; that 
is, are given a positive or negative electrical charge.) In sit- 
uations of stress, however, abnormalities in the regulation 
of salt and water balance and of acid—base metabolism 
are common. Limitations in the excretory capacity of 
the newborn infant’s kidneys require adjustment of drug 
dosage and fluid therapy. 
The most common disorders of the kidneys and urinary 

tract encountered in the neonatal period are congenital 
anomalies. Some, such as absence of one kidney, do not 
matter, since one healthy kidney will suffice; but other 

infants are born with no kidneys or with malformed (dys- 
plastic) kidneys that function poorly. Polycystic disease of 
the kidneys is an example of a serious congenital abnor- 
mality. In this disorder, the kidneys contain numerous 
large cysts that severely impair renal function. 
Congenital obstructions of the urinary tract—either of 

the ureter above the bladder or of the urethra below it— 
predispose the infant to urinary infection and to kidney 
damage. Failure of a newborn to pass urine within 12 
hours of birth leads to a search for possible obstruction. 
Nephritis (inflammation of the kidneys) is rare in the 

newborn. In one well-known type—congenital nephro- 
sis—large amounts of protein are lost in the urine, with 
consequent development of severe, generalized edema. 
The outlook for recovery in congenital nephrosis and in 
other forms of nephritis in infants is extremely poor. 
Infections of the kidneys and urinary tracts are difficult 

to recognize clinically in young infants. If, however, they 
are diagnosed early and treated promptly, such infections 
respond well to treatment, unless there is an associated 
congenital obstructive lesion. 
Nervous-system disorders. Congenital malformations 

of the nervous system rank among the most common 
severe congenital abnormalities. A variety of brain mal- 
formations may occur, some incompatible with life (e.g., 
anencephaly—the absence of the cerebral hemispheres), 
others resulting in permanent disability. Common brain 
malformations include microcephaly, an abnormally small 
head due to limited brain growth, and hydrocephalus, in 
which there is an increase in the volume of cerebrospinal 
fluid associated with increased pressure. The obvious evi- 
dence of the latter condition is the large size of the head. 
Some infants with hydrocephalus die before birth. After 
birth, the condition may arrest spontaneously. The major 
treatment is relief of pressure by diversion of the spinal 
fluid or by surgical correction of any obstruction. The 
prevention of progressive damage is the goal of therapy. 
Spina bifida is a congenital disorder in which the ver- 

tebral column fails to close over a portion of the spinal 
cord, usually in the lumbar region, leaving that section of 
cord unprotected. Part of the unprotected cord—nervous 
tissue, meninges (the cord’s membranous covering), or 
both—may protrude through the defect in the vertebral 
column. Protrusion of the meninges, with or without neu- 
ral elements, is frequently accompanied by hydrocephalus. 
The spinal-cord abnormality usually results in defective 
nerve function below the level of the lesion; thus weak- 
ness or paralysis of the legs and urinary incontinence 
are common. 
Acquired conditions, including those secondary to insuf- 

ficient oxygen and bleeding, have been mentioned above 
in the section on birth injuries. Meningitis (inflammation 
of the coverings of the brain and spinal cord) may occur 
in the newborn. Unfortunately, the diagnosis is often de- 
layed because of the lack of characteristic symptoms and 
findings in infants. 
Convulsions (seizures) are common in the newborn. 

These may result from damage to the brain during deliv- 
ery or from infections and metabolic problems. 

Endocrine disorders. Although rare, congenital defects 
of the endocrine (hormone-producing) glands can have 
severe consequences. Congenital hypothyroidism (subnor- 
mal secretion by the thyroid glands, also called cretinism) 
is an especially important endocrine disease of infancy in 
that failure to identify and treat it early may result in 
severe mental retardation. It is due either to an absence 
of the thyroid or to a metabolic disturbance in the func- 
tion of the gland. Early diagnosis and proper therapy with 
thyroid drugs result in dramatic improvement, with rapid 
disappearance of all signs and symptoms of disease. In 
countries with well-developed health services, a drop of 
the newborn’s blood is used in a chemical screening test 
for cretinism. Effective treatment thus can be initiated 
shortly after birth. 
Congenital adrenal hyperplasia is a group of conditions 

in which there is a defect in the production of normal 
adrenocortical-steroid hormones (secretions of the cortex, 

or outer substance, of the adrenal glands). Excessive stimu- 

lation of the cortex of the adrenals by a pituitary hormone 
(adrenocorticotropic hormone, or ACTH) results in ab- 
normal enlargement of the glands and overproduction of 
androgenic (masculinizing) adrenal hormones. As a result, 
there may be abnormal development of the genitalia of 
females in utero and evidence of excessive androgenic ef- 
fect in either sex during infancy, with accelerated growth, 

premature appearance of pubic hair, and enlargement 
of the phallus. 
Musculoskeletal disorders. Common congenital mus- 

culoskeletal defects include abnormalities of the feet and 
the hips. Classic clubfoot, or talipes equinovarus, is a con- 
genital twisting of the foot in which the heel bends upward 
and the front part of the foot is turned inward and bent 
toward the heel. Correction usually involves the use of 
splints and plaster casts to force the fpot into the correct 
position; severe cases may necessitate surgery. In talipes 
calcaneovalgus, the front part of the foot is bent upward 
and turned outward. This form of clubfoot generally re- 
sults from mechanical pressure in the uterus having held 
the foot in an unusual posture. Passive stretching exercises 
usually can correct this condition, but stubborn cases may 
require the use of splints or casts. 
Congenitally dislocated hips are associated with lax joints 

and are most common in girls born at term by breech 
delivery. The condition is usually detectable by careful 
clinical examination and, if diagnosed early, responds to 
simple treatment. If undetected until a two-year-old is no- 
ticed to walk with a limp, major surgery may be needed. 
Skin disorders. The infant’s skin has a thin epidermis 

and immature glands and is particularly susceptible to 
blistering and infection. Diaper, or napkin, rashes, which 
affect the areas of skin in contact with a wet diaper, are 

very common and can become severe when additional 
infection occurs. 
There are many common birthmarks. Most result from 

either developmental anomalies of the blood vessels, called 
hemangiomas, or from an excess of pigment in the skin, 
called nevi. A common worry to parents is the “straw- 
berry” hemangioma, which is red, raised, and unsightly. 
Although it may increase in size in the early weeks, it 
gradually fades away by the age of seven years. A Mongo- 
lian blue spot, usually on the buttocks or back, looks like 
a faint bruise and is a common pigmented birthmark in 
infants of black or Oriental stock. It fades and is rarely 
visible after the age of seven. 
Chromosomal disorders. A normal person has 46 chro- 

mosomes, but sometimes developmental faults occur that 
result in the fetus’ having extra chromosomes. Most of 
these abnormal fetuses result in miscarriages or stillbirth, 
but those with Down’s syndrome (mongolism) commonly 
do survive. Down’s syndrome occurs approximately once 
in every 600 births. The affected child carries an extra 
chromosome number 21 and has a characteristic appear- 
ance that includes a round skull; flat face; oblique eyes; 
small, drooping mouth; and a short, broad neck and 
hands. The main problem of Down’s syndrome victims is 
moderate to severe mental retardation. As adults, most are 
incapable of leading independent lives. They also suffer 
from an excess of respiratory infections in early life and 
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have an increased incidence of serious congenital abnor- 
malities. In developed countries, however, most of them 

grow up to be reasonably healthy adults, though their life 
expectancy is shorter than that of a normal person. 
Disorders of the sex chromosomes are also common. 

These disturb the development of the gonads more than 
they influence the external genitalia; therefore, many of 
the conditions are not diagnosed until after puberty, when 
the child (or parents) becomes concerned about the lack 
of development of sexual characteristics. Normal girls 
have two X sex chromosomes. Those with Turner’s syn- 
drome have a single X chromosome. The syndrome may 

be detected early in life because the girls are short and 
have other visible characteristic features. The diagnosis 
can only be confirmed, however, by careful analysis of the 
chromosomes in the blood cells. These girls remain short, 
and secondary sexual characteristics do not appear unless 
additional hormones are given. Even then, an affected girl 
remains infertile because her uterus, vagina, and gonads 

are very small. 

Normal boys have one X chromosome and one Y. sex 
chromosome. Those with Klinefelter’s syndrome have an 
extra X chromosome. Although the condition occurs as 
often as Down’s syndrome, it is not usually detected un- 
til the testicles fail to enlarge at puberty. The boys are 
healthy, but infertility is usual. 
It is well documented that more males than females are 

affected by nonspecific mental handicaps and that in some 
families the males are regularly affected. Several different 
forms of mental handicap linked with the X chromosome 
in the male have been identified. In some of the affected 
males, a “fragile site” can be identified on the X chromo- 
some with appropriate laboratory techniques. Such males 
are said to have the fragile-X syndrome. 

DISORDERS OF LATER INFANCY AND CHILDHOOD 

Sudden infant death syndrome (SIDS). In developed 
countries, SIDS (also called crib death or cot death) ac- 
counts for 20 percent of deaths between the ages of one 
month and one year. SIDS is a categorization rather than 
an explanation, for the label is given when no reason for 
death can be found from the infant’s medical history or 
even after autopsy. 
Most crib deaths occur in the first five months of life and 

strike at home during the night. They are more common 
in the winter and in poor social circumstances. A pre- 
ceding minor respiratory infection is common. This has 
prompted some investigators to suggest that the underlying 
defect is the presence of a virus in the bloodstream, lead- 
ing to instability of cardiac and respiratory mechanisms. 
Many other hypotheses have been proposed to explain 
such deaths, however, and it is likely that several different 
causes may be involved. 
Failure to thrive. Failure to thrive is the term used to 

describe the condition in which a young child fails to 
gain weight satisfactorily. Common reasons for such poor 
weight gain are parental neglect or lack of food. On the 
other hand, a large number of important gastrointestinal 
disorders may be responsible, including those associated 
with vomiting, such as food intolerance or obstruction of 
the upper bowel by pyloric stenosis; disorders of digestion 
and absorption, including celiac disease and cystic fibrosis; 
and bowel infections. Alternatively, the body, because of 
other serious disorders (e¢.g., chronic infection or heart or 
kidney disorder), may fail to use the food that is given and 
absorbed appropriately. 
Malnutrition. Malnutrition refers to any disorder 

brought on by improper diet. In developed countries, the 
most common form of malnutrition is obesity, the excess 
accumulation of fat brought on by a diet containing too 
many calories. Obesity is a major contributor to ill health 
throughout life. In nonindustrialized nations, by contrast, 
most malnutrition stems from the lack of food or of 
particular nutrients. Such deficiency diseases remain an 

enormous problem. In addition, specific nutritional dis- 

turbances are encountered regularly in all populations. 
Malnutrition due to inadequate intake of food results 

in muscle wasting, stunted growth, pallor, increased sus- 
ceptibility to infection, and fatigue. A special form of 
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malnutrition, in which the intake of calories is adequate 
but that of protein is not, is referred to as kwashiorkor; it 
is prevalent in areas of Africa, Asia, and Latin America. 
Kwashiorkor primarily affects children from six months 
to five years of age, the onset usually coinciding with the 
child’s being weaned from breast milk (which provides 

adequate protein) to a diet consisting largely of starchy 
carbohydrates. The affected children are small, have excess 
fluid in their tissues, and often have enlarged livers. They 
have unusual pigmentation of the skin and sparse, reddish 
hair. Permanent aftereffects of kwashiorkor, especially on 
the intellectual functions, are matters of great concern. 
Vitamin deficiencies can result in a variety of diseases. 

Rickets is a disorder secondary to deficiency of vitamin 
D. The major consequence is bone disease, with defective 
growth of the epiphyseal cartilage. (This cartilage, present 
in several bones, especially near the ends of the long bones 

of the arms and legs, ossifies as a person matures.) Scurvy 
occurs as a consequence of a deficiency of vitamin C. Clin- 
ical manifestations include bone disease, irritability, and 

bleeding under the skin and mucous membranes. Pellagra 
is due to a deficiency of niacin and is manifested clin- 
ically by diarrhea, dermatitis, and dementia. Riboflavin 
deficiency results in lesions of the skin and corners of the 
mouth, with a peculiar smoothing of the tongue. Beriberi 
is a consequence of thiamine deficiency. The major clini- 
cal features often relate to cardiac impairment. Defects in 
the functioning of the nervous system also are common. 
Deficiency of vitamin A results in ocular abnormalities, 
growth retardation, anemia, and dermatitis. 

Classic infectious diseases of childhood. All of the vari- 
ous types of infectious disease, which can involve virtually 

every organ and every part of the body, are encountered 
in children. There are, however, certain infectious illnesses 
that have become almost synonymous with the term 
childhood disease. These diseases occur chiefly among 
children, and one bout usually provides lifelong immunity 
against further attacks. Such classic infectious diseases of 
childhood include the exanthematous viral infections (i.e., 
measles, chicken pox, German measles, and other viral 

infections that produce skin eruptions) and mumps. The 
incidence of these diseases, which were once endemic 
among childhood populations throughout much. of the 
world, now varies markedly. Smallpox, the most serious 
of the exanthematous viral diseases, has been eradicated 
worldwide through immunization programs. Other classic 
childhood disorders—including measles, German measles, 
and mumps—have been all but eradicated via immuniza- 
tion in countries with high standards of medical care. They 
remain endemic, however, in areas with poorer health- 
care systems. 
Measles (rubeola) is a viral disease transmitted by the 

respiratory route, with an incubation period of 10 to 14 
days. The initial symptoms include a runny nose, conjunc- 
tivitis (inflammation of the membrane lining the eyelids 
and covering part of the front of the eye), cough, and a 
characteristic eruption on the mucous membranes of the 
mouth (Koplik spots). The characteristic rash then appears 
on the skin, usually beginning over the neck and the face, 
and spreads to the rest of the body. Recovery is the rule, 
although serious neurologic complications and secondary 
bacterial infections of the lungs may occur. Measles ranks 
as an important cause of death among undernourished 
children in poor countries, but it rarely causes death or 

permanent disability in developed countries. 
German measles, or rubella, is a milder disease, also 

viral, with an incubation period of 14 to 21 days. As 
discussed earlier, its major significance is the likelihood of 
its causing severe malformations of the fetus if contracted 
by the mother during the first three months of pregnancy. 
Chicken pox (varicella) is a highly contagious viral dis- 

ease with an incubation period of 13 to 17 days. At the 
start there is mild to moderate fever, followed by a gen- 
eralized eruption of papules, small, solid elevations that 
appear in crops, initially small and red, becoming vesic- 

ular (i.e., becoming small blisters). After several days, no 
new lesions develop, and the vesicles gradually crust ovet 
and heal. Severe itching usually accompanies the rash. 
Mumps is a viral disease of the parotid and other salivary 
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glands, which has an incubation period of 14 to 24 days. 
The predominant feature of the disease is painful swelling 
of the parotid glands, which are below and in front of the 
ears. The pancreas and gonads (sex glands) may also be 
involved, although rarely in children. 
Respiratory disorders. The common cold, or acute na- 

sopharyngitis, the most common respiratory disease in 
children, is caused by a large number of viruses and may 
be complicated by superimposed bacterial infection. There 
is no specific treatment. 
Tonsillitis (acute infection of the tonsils) is more properly 

considered a part of the acute-pharyngitis (throat-inflam- 
mation) syndrome. Enlargement of the tonsils as a result 
of recurrent infection often leads to the decision to remove 
the tonsils, a course many physicians now believe is rarely 
indicated. Enlarged tonsils do not cause irritability, poor 
appetite, or poor growth. 
Enlargement of the adenoids (lymphoid tissue in the 

nasal part of the pharynx) as a result of recurrent infection 
can result in mouth breathing and a so-called adenoidal 
facial appearance, the most conspicuous feature of which 
is the constantly open mouth. By blocking the eustachian 
tube, it can contribute to infections of the middle ear 
(otitis media) and to hearing loss. In children with chronic 
middle-ear disease and a specific type of hearing loss, re- 
moval of adenoids may be indicated. 
Croup is an inflammatory disease of the larynx (voice 

box) or epiglottis (the plate of cartilage that shuts off the 
entrance into the larynx during the process of swallowing), 
most often caused by viral infection; it is encountered in 
infants and small children. Inflammation and swelling of 
the vocal cords lead to respiratory obstruction, particu- 
larly in the inspiratory phase, and a croupy cough, which 
sounds like the bark of a seal. 
Allergic rhinitis (inflammation of the nasal passages) is 

the most common allergic disorder of childhood. Sea- 
sonal allergic rhinitis, or hay fever, due to sensitization to 
house dust, pollen, or molds, is characterized by attacks of 
sneezing, nasal itching, and a watery nasal discharge dur- 
ing the season when the specific allergens are prevalent. 
Similar symptoms are present in perennial allergic rhinitis 
but without seasonal pattern. In addition to inhalants, 
sensitization to specific foods may underlie the disorder. 
Treatment consists of avoidance of the substances caus- 
ing the reaction, desensitization, and use of decongestant 
drugs and antihistamines (drugs that, by inactivating the 
histamine given off by injured cells, suppress many of the 
symptoms of an allergic attack). 
Asthma is a common allergic disorder of children that 

affects the bronchi and bronchioles (the large and small 
air passages in the lungs). Spasm, edema, and abnormal 
secretion of mucus result in obstruction of the lower re- 
spiratory tract and characteristic wheezing and laboured 
breathing. Inhalant allergens, particularly dust, molds, and 
pollens, and foods may play important causal roles. Psy- 
chologic stress may be a precipitating factor, but viral or 
bacterial infection of the respiratory tract is a more com- 
mon triggering factor. A variety of effective treatments is 
available, together with preventive measures that reduce 
the chances of recurrent attacks. The outlook generally is 
good, with only a small percentage of children continuing 
to have severe asthma into adult life. 
In discussing childhood respiratory diseases, tuberculosis 

and cystic fibrosis should be included. Both of these disor- 
ders predominantly affect the lungs, although many other 
organs may also be involved. Tuberculosis continues to 
be a major world health problem. As countries improve 
public-health standards and increase their socioeconomic 
level, the illness and mortality from this disease decrease 
steadily. Tuberculosis appears mostly in a primary form 
consisting of a small localized lesion of the lung that either 
heals completely or remains quiescent for many years. 
Only infrequently among children does the disease extend 
to involve other parts of the lung or other parts of the 
body, such as bones, kidneys, or the central nervous sys- 
tem. Miliary tuberculosis, a generalized form of infection, 
and tuberculous meningitis are the most severe forms of 
the disease and have an extremely high mortality, although 
recovery may occur with proper treatment. These forms 

most commonly occur in young children. As with other 
diseases, tuberculosis is better prevented than treated. A 
form of immunization (BCG—bacille Calmette-Guérin— 
vaccine) is utilized in areas of the world in which the 
disease is endemic. In other areas, control depends on 
prevention of contacts and early identification and treat- 
ment, if necessary, of infected individuals. A variety of 
antibiotic agents is effective in treatment, particularly the 
drugs isoniazid and rifampin. 
Cystic fibrosis is a hereditary disorder of the exocrine 

glands (i.e., those glands that release secretions through 
ducts). It affects many organ systems, but the lungs suffer 
most severely. Estimates of incidence vary from one in 
3,700 to one in 1,000 live births. It is rare among blacks 
and Orientals and is transmitted as a recessive trait. The 
underlying metabolic defect is unknown, but the disease 
appears to start with the secretion of unusually thick and 
sticky mucus. In fetuses, intestinal obstruction may re- 
sult from the production of viscid meconium. Pulmonary 
involvement may be apparent in the newborn or may 
develop during childhood, with repeated bouts of atelec- 
tasis (collapse of the lungs) and ultimate bronchiectasis 
(chronic dilation and degeneration of bronchi and bron- 
chioles), Pancreatic insufficiency leads to a malabsorption 
syndrome, with fatty, bulky stools and malnutrition. The 
liver may be involved. Abnormality of the sweat glands is 
evidenced by a high salt content of the sweat, which, in hot 
weather, may lead to salt depletion and collapse. Treat- 
ment is directed toward the many organs involved, par- 
ticularly with regard to aggressive therapy for respiratory 
tract infections. Regulation of diet and administration of 
pancreatic enzymes contribute to the maintenance of ad- 
equate nutrition. The ultimate outlook is grave, although 
therapy has been successful in markedly prolonging life. 
Many affected persons survive into adult life. 
Sinusitis, otitis, bronchitis (inflammation of the sinuses, 

the ears, and the bronchi, respectively), and pneumonia 
occur commonly in children and do not differ in essential 
detail from the same diseases in adults. Other conditions 
that affect children and adults alike are described in REs- 
PIRATION AND RESPIRATORY SYSTEMS: Respiratory system 
diseases. 
Cardiovascular disorders. Congenital heart defects, 

treated earlier in this article, rank among the most com- 
mon sources of cardiovascular difficulties in children. 
Among acquired heart diseases in children, rheumatic 
fever is the most important cause worldwide, although it 
has become far less common and less severe in developed 
countries. Rheumatic fever strikes mainly between the 
ages of five and 15, occurring as an abnormal reaction 
to a beta-hemolytic streptococcal throat infection of a few 
weeks previous. Heart involvement may not be apparent 
early, but 60 percent of the victims develop rheumatic 
heart disease in later life; mitral stenosis (narrowing of the 
mitral valve) is a particularly common complication. 
Most disorders of cardiac rate and rhythm in childhood 

are benign. An exception is paroxysmal atrial tachycardia, 
a disorder characterized by a steady, rapid heart rate, 
which in infants may exceed 300 beats per minute. If the 
disorder persists, it may lead to heart failure. Treatment 
with digitalis usually restores normal rhythm. 
Pericarditis and myocarditis, inflammation of the sac en- 

closing the heart and of the heart muscle, are caused by a 
variety of infectious agents; they may result from systemic 
diseases. The most common cause is acute rheumatic 
fever. Symptoms include pain, fever, and evidence of heart 
failure. Treatment and prospects of recovery depend on 
the underlying cause. 
Bacterial endocarditis (bacterial infection of the heart 

lining) occurs most frequently in children with preexisting 
heart disease. The most common organism is the alpha 
streptococcus, which accounts for 80 percent of cases. 
Common symptoms are fever, a sense of ill health, and 
fatigue. The outlook depends on the sensitivity of the in- 
fecting organism to antibiotic drugs, the age of the affected 
child, and the type of underlying heart disease. 
Blood disorders. Virtually all of the recognized blood 

diseases of adults are encountered in children. Of particu- 
lar importance are the conditions in which abnormal types 
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of hemoglobin are formed. The abnormal hemoglobin 
present in sickle-cell anemia, also called sickle-cell disease 
and sicklemia, must be inherited from both parents to 
cause the disease, the effects of which include hemolytic 
anemia (anemia involving destruction of red blood cells 
and release of their hemoglobin) and recurrent crises with 
episodes of painful swelling of the hands and feet, ab- 
dominal pain, and increase of the anemia. Persons who 
have inherited the defect from one parent and are said 
to have the sickle-cell trait constitute approximately 10 
percent of the U.S. black population. There are a number 
of other abnormal hemoglobins. Thalassemia, or Cooley’s 
anemia, is a condition in which there is severe, progres- 
sive hemolytic anemia, beginning at about six months 
of age. Like sickle-cell anemia, thalassemia is a recessive 
hereditary disorder and thus must be inherited from both 
parents. It occurs in a broad equatorial belt extending 
from the Mediterranean countries through India to the Far 
East. Its underlying defect is the deficient production of 
adult hemoglobin (hemoglobin A). Repeated transfusion 
of blood and, in certain instances, removal of the spleen 
are the only available treatments. 
Hereditary spherocytosis and hereditary elliptocytosis 

cause hemolytic anemia because of abnormalities in the 
structure of the red blood cell. A number of abnormalities 
in red-blood-cell enzymes also can lead to increased red- 
cell destruction. 
The most common form of anemia in infants and chil- 

dren is caused by iron deficiency. Fetal stores of iron 
usually prevent development of anemia during the first six 
months of life, but it is common thereafter, when the diet 
may not be adequate to meet the high requirements for 
iron. Apart from pallor, children usually are well, although 
they may show irritability and lack of appetite. Treatment 
consists of the administration of iron and modification of 
the diet to include sufficient iron to prevent recurrence. 
Leukemia is a neoplastic (cancerous) disorder of the 

leukocyte precursors (i.e., young forms) of the white blood 
cells in the blood-forming tissues. The incidence in child- 
hood is about four cases per 100,000 population. It is 
the most common malignant disease of children, with a 
peak onset between two and four years of age. Most cases 
are of the lymphoblastic type. (Lymphoblasts are pre- 
cursors of lymphocytes.) Clinical manifestations include 
anemia, thrombocytopenia (deficit of blood platelets), and 
infiltration of various organs of the body with leukemic 
cells. A number of drugs are available for the treatment 
of leukemia. Remission (disappearance of symptoms) can 
be induced in about 90 percent of children with acute 
lymphoblastic leukemia, and half of these survive more 
than five years. 
Thrombocytopenia is a disorder characterized by a ten- 

dency toward bleeding because of a decrease in circulating 
platelets. (The platelets help to stop bleeding in two ways: 
they contain a clotting factor, and they serve to block rents 
in blood-vessel walls.) The causes of most cases remain 
unknown. Treatment consists of replacement of blood 
when there is a major hemorrhage, transfusion of platelets 
for emergency management, and, in selected cases, ad- 
ministration of adrenocortical steroids and removal of the 
spleen. Spontaneous recovery occurs in 80 to 90 percent 
of cases within three months from onset. 
Congenital disorders of the coagulation process usually 

become manifest during infancy or early childhood. The 
most common of these is hemophilia, a disease caused by 
deficiency in a specific coagulation factor. The disease is 
manifested only in males who have inherited the trait from 
their mother and occurs in about one of every 10,000 male 
births. Treatment consists of intravenous injection of the 
deficient factor, along with measures to control bleeding 
locally and transfusion of blood when necessary. 
Gastrointestinal and liver disorders. Abdominal pain, 

one of the most common symptoms of childhood, can be 
indicative of many gastrointestinal disorders but usually 
occurs without evidence of disease. Recurrent abdominal 
pain without detectable disease may be a psychosomatic 
disorder. See also DIGESTION AND DIGESTIVE SYSTEMS: 
Digestive system diseases. 
Acute appendicitis occurs in all age groups, although it 
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is rare in extremely young infants. The clinical manifesta- 
tions (abdominal pain, vomiting, fever) in older children 
are similar to those in adults. In infants and younger 
children, the systemic manifestations are more severe, and 
rupture of the appendix is more frequent. 
Intussusception is a condition encountered in the first 

and second years of life in which one section of intestine 
doubles (invaginates) into the section next distant from 
the stomach. Gastrointestinal bleeding and symptoms of 
obstruction result. Sometimes the intussusception is elim- 
inated by administration of a barium enema. Surgical 
correction is more usually required, however. 
Young children often put things in their mouths, and 

sometimes they accidentally swallow them. Foreign bodies 
lodged in the esophagus must be removed. Objects small 
enough to pass through the esophagus into the stomach 
usually will pass through the entire intestinal tract, and no 
treatment is necessary. 
Food intolerance is an important cause of vomiting, di- 

arrhea, and failure to thrive in early life. Sometimes the 
intolerance to a specific food item is temporary, so all 
that is required is avoidance of that substance for a few 
months. Other intolerances are more serious and may 
require lifelong avoidance. Celiac disease is caused by a 
peculiar sensitivity to the gluten fraction of wheat, rye, 
or other cereals; therefore, symptoms develop after the 
introduction of cereals into the diet. Affected children 
characteristically pass large, bulky, greasy stools; have poor 
appetite; and are generally miserable. Although they are 
thin, there may be marked gaseous abdominal distension. 
The diagnosis is usually made by a biopsy of the affected 
segment of the intestine (the jejunum). Treatment, con- 
sisting of exclusion of gluten from the diet, has a dramatic 
effect within a few weeks. The patient needs to remain on 
the special diet throughout childhood and probably should 
continue it throughout life. 
Intolerance to particular sugars may be associated with 

gluten sensitivity or may occur on its own. The disaccha- 
ride sugars—for example, sucrose (table sugar) or lactose 
(milk sugar)—are the most common offenders. Inability 
of the intestine to handle these sugars in the normal way 
leads to diarrhea, malabsorption, and failure to thrive. For- 
tunately, sugar intolerance is generally a transient event. 
Viral hepatitis (inflammation of the liver due to infection 

with a virus) has its highest incidence but lowest mortality 
rates among children of school age. Two main forms of 
the disease, hepatitis A and hepatitis B, occur in children. 
These two forms were distinguished initially by their clini- 
cal characteristics and are now recognized to be caused by 
two different viruses. Hepatitis A (infectious hepatitis) is 
highly contagious and can be passed from person to per- 
son directly, as well as being acquired from contaminated 
water or food. It is particularly common in communities 
with poor sanitation. Hepatitis A has an incubation period 
of 14 to 40 days and usually has an abrupt onset. Fever, 
headache, and feelings of ill health are followed by loss of 
appetite, nausea, and vomiting. Jaundice ensues, and the 
liver becomes enlarged and tender. Improvement is usu- 
ally noted in a few weeks. In children, complete recovery 
is common. 
Hepatitis B (serum hepatitis) is acquired as a result of 

receiving blood or blood products from someone who is 
a carrier of the disease. Thus, it may be acquired from 
a blood transfusion or from being inoculated with a con- 
taminated needle used by another person (e.g., among 
drug addicts using the same needle), It has a much longer 
incubation period (60 to 160 days) and more gradual onset 
than does hepatitis A. The clinical symptoms are much 
the same as in hepatitis A, and the outlook for recovery is 
good in children. 
Kidney and urinary-tract disorders. Infection of the uri- 

nary tract is common and occurs predominantly in fe- 
males. The most frequent infection is cystitis, a superficial 
infection of the lining of the bladder, but pyelonephritis, 
infection of the kidney, is not uncommon. Escherichia 
coli is the organism responsible in 80 percent of the 
cases. Symptoms of cystitis include urgency, frequency, 
painful urination, and suprapubic pain (pain just above 
the frontal pelvic bones). Pyelonephritis may be without 
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symptoms or may cause fever, back pain, and shaking 
chills. The patient, who should drink plenty of fluids and 
void frequently, usually receives antibiotics, which clear 
the infection rapidly. Ultrasound or X-ray investigation 
for underlying congenital abnormalities is especially im- 
portant in young children. Infection recurs in up to 50 
percent of cases. 

The presence of bacteria in the urine without manifes- 
tation of symptoms (asymptomatic bacteriuria) is found 
in about | percent of schoolgirls. This condition is as- 
sociated with an increased frequency of minor voiding 
disturbances, of urinary-tract abnormalities, and of symp- 
tomatic urinary infections in later life. 
Various forms of glomerulonephritis (kidney disease in 

which there is inflammation of the glomeruli—the knots of 
minute blood vessels in the capsules of the nephrons, the 
functioning units of the kidneys) affect children. The type 
most commonly encountered in children worldwide— 
though infrequently seen in developed countries—is acute 
post-streptococcal nephritis. This disorder occurs as a late 
complication of infection with certain strains of group A 
beta streptococci. The onset is heralded with blood in the 
urine, excess fluid in the tissues, or headache due to high 
blood pressure. Spontaneous recovery ordinarily occurs. 
A rare patient with unusually severe disease may suffer 
irreversible kidney damage. 
The nephrotic syndrome is a group of symptoms that 

occurs as a consequence of any kidney disease; character- 
istically, there is excretion of great amounts of protein in 
the urine, and generalized edema occurs in the absence of 
evidence of glomerulonephritis or systemic disease. Most 
of these children respond to treatment with adrenocortical 
steroids and ultimately recover. As previously mentioned, 
congenital nephrosis is an especially severe form that may 
be apparent at the time of birth. There is no effective 
treatment, and infants do not usually survive beyond the 
first year of life. 
All forms of glomerulonephritis described in adults are 

seen also in children. If sufficient information is available, 
most instances of hereditary nephritis can be shown to 
have their onset in childhood. 

Disorders of specific tubular functions (i.e., functioning 
of the nephrons) are rare. Nephrogenic diabetes insipidus 
is a disease of male infants in which there is failure of the 
kidneys to respond to antidiuretic hormone, with conse- 
quent inability to concentrate urine. The symptoms are 
polyuria (copious urine), polydipsia (excessive thirst), and 
chronic dehydration. The Fanconi syndrome is a group 
of diseases in which there are multiple abnormalities in 
renal-tubular function. In one of these, cystinosis, there is 
progressive impairment in renal function. 
Children with renal failure and uremia (nitrogenous 

wastes in the blood) can be treated with dialysis and re- 
nal transplant. The major role of dialysis in children is 
to support patients until a transplant can be performed. 
Transplant of a kidney from a living, related donor yields 
the best results, but many children have had successful 
transplants of kidneys from cadavers (see TRANSPLANTS, 
ORGAN AND TISSUE). 

Nervous-system disorders. Congenital anomalies of the 
nervous system are common and have been discussed ear- 
lier in this article. 
Mental retardation is a major problem, affecting about 

0.5 percent of young children. For the majority the cause 
is unknown. Fortunately, most retarded children have 
only a mild handicap, with an intelligence quotient (IQ) 
between 50 and 75, and are, therefore, educable and train- 
able to a reasonable degree of independence as adults. 
Up to 15 percent of affected children have a more severe 
handicap, however, and cannot be expected to be inde- 
pendent as adults. 
Cerebral palsy refers to a condition in which there is 

a nonprogressive lesion of the brain causing impairment 
of movement and posture. Unfortunately, its causes are 
sometimes responsible for brain or nerve damage in other 
areas and for mental handicap; these additional problems 
tend to influence most strongly the quality of the child’s 
life. For children with cerebral palsy, the brain damage 
is permanent, but it does not increase. Much rarer are 

the degenerative diseases of the nervous system, most of 
which are of unknown cause and are untreatable. 

Brain tumours are the second most common malignancy 

of childhood (after leukemia); they are, nevertheless, very 

rare. The most common brain tumours are situated at 
the base of the brain and are associated with raised in- 
tracranial pressure, causing head enlargement or pain and 
vomiting. Scanning by computerized axial tomography, 
which provides a cross-section image of the brain, helps 
with the diagnosis. A combination of radiotherapy and 
surgery may be successful in treating such tumours. 
Convulsive disorders in children are common. As many 

as 5 percent of children have a seizure at least once during 
their lifetime. So-called febrile seizures occur in associa- 
tion with high fever. They are most common between six 
months and four years of age, and there is a high famil- 
ial incidence. Spontaneous recovery is usual. Epilepsy, or 
recurrent seizures, has a prevalence of about 0.5 percent. 
There are many known causes, but in most cases none is 
found. Treatment with anticonvulsant drugs is successful 
in suppressing seizures in most cases. 
Eighty percent of all cases of meningitis occur in the first 

five years of life, and the majority of these strike during 
the first two years. In most cases, meningitis results from 

a bacterial or viral infection of the cerebrospinal fluid. 
Bacterial meningitis is a serious acute illness, in that the 
bacterial infection may damage the brain permanently. 
By contrast, most of the common viral causes—includ- 
ing the mumps virus—rarely produce serious illness. Po- 
liomyelitis, however, is a serious form of viral meningitis 
because of the risk of permanent paralysis. Fortunately, 
poliomyelitis is rarely seen in countries that provide mass 
immunization against the disease. The diagnosis of menin- 
gitis is made by analyzing a sample of cerebrospinal fluid 
withdrawn by needle from the spinal canal (i.e., by lumbar 
puncture). Effective antibiotic therapy is available for the 
bacterial forms. 
Endocrine disorders. In addition to the congenital dis- 

orders discussed earlier, a variety of endocrine diseases 
can occur during childhood. These include precocious pu- 
berty, hyperthyroidism, pituitary or adrenal insufficiency, 
and diabetes mellitus. 
Precocious puberty includes a large group of conditions 

in which there is premature onset of sexual development. 
Although precocious puberty can result from disease of 
the brain, adrenals, or gonads, in most instances no un- 
derlying disease can be detected. 
Overactivity of thyroid function, or hyperthyroidism, is 
uncommon. Affected children exhibit nervousness, weight 
loss, irritability, and hyperactivity. Usually there is en- 
largement of the thyroid gland. A variety of drugs that 
suppress thyroid function is available. In some instances, 
surgical removal of most of the thyroid gland is indicated. 
General pituitary or adrenal insufficiency results in de- 

ficiencies of many hormones and produces a complex 
disturbance of many body functions, usually requiring 
urgent treatment. Therapy consists of administration of 
those hormones that are not being produced in sufficient 
quantity. A deficiency of the pituitary secretion growth 
hormone may exist without other deficiencies, in which 
case it causes merely extreme shortness, the child being 
otherwise well. Once the condition has been identified by 
serial measurements of the rate of growth and by mea- 
surement of growth hormone in the blood, injections of 
growth hormone can restore the child to normal height. 
Diabetes mellitus in childhood is nearly always of the 

type 1 variety; i.e., resulting from a deficiency of the 
pancreatic hormone insulin. Because there is a familial 
tendency for the condition, and because more children 
have been treated and have grown up to have their own 
children, there has been an increased incidence of diabetes 
worldwide. The most striking clinical features, elevated 
levels of glucose in the blood and increased excretion of 
glucose in the urine, are due to the patient’s inability 
to metabolize glucose normally. Abnormalities in fat and 
protein metabolism are also present. Control of the ab- 
normal handling of glucose by the daily administration 
of insulin and some restrictions of diet can keep most 
children asymptomatic and enable them to lead normal, 
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healthy lives. Even the best control, however, might not 
prevent vascular and neurologic complications that occur 
20 or more years later. The outcome, therefore, is unsure, 

and the majority of persons with onset of diabetes mellitus 
in childhood appear to develop significant complications 
in adult life and to have a reduced life expectancy. 
Skin disorders. Skin disorders are common during 

childhood. Birthmarks and diaper rashes (both considered 

above), eczema, and local infections are often seen. 
Eczema is characterized by reddening of the skin, papules, 

oozing, and crusting with intense itching. In infants the 
lesions often appear first on the cheeks and then develop 
on other areas, while older children are most affected on 
the insides of the elbows and the knees. Treatment in- 
cludes attention to any underlying allergic causes and local 
application of a variety of different medications, especially 
adrenocortical-steroid ointments. 
Impetigo contagiosa is a superficial infection of the skin 

with Staphylococcus aureus or hemolytic streptococci. 
Vesicular or pustular lesions exude moisture and become 
crusted. Untreated, the lesions tend to become widespread 
and may involve any area of the skin or the scalp. Treat- 
ment consists of keeping the affected areas clean and local 
or systemic administration of antibiotics. 
Fungal infections of the skin are also common. Thrush, 

a disease characterized by small, white spots in the mouth 
or a diffuse rash on the body, affects infants infected by 
the fungus Candida albicans. In the older child, tinea capi- 
tis (ringworm of the scalp), tinea corporis (ringworm of 
the body), and tinea pedis (athlete’s foot) are all common 
superficial fungal infections. 
Warts, also called verrucae, are the most common viral 

skin infection and are probably more common in child- 
hood than at any other time. The average life of a wart is 
three to four months, so treatment is usually reserved for 

long-lasting warts. On the sole of the foot a verruca that 
becomes rather flattened is called a plantar wart. 
Various parasites may cause skin infestations. The com- 

mon head louse (Pediculus humanus capitis) causes irri- 
tation of the scalp and lays tiny, whitish eggs (nits) on 
the hair. Head lice are easily eradicated by the application 
of special lotions to the scalp of the child (and the rest 
of the family). Scabies is an infection caused by the itch 
mite (Sarcoptes scabici), which lays its eggs in burrows 
beneath the skin. After a few weeks of infestation, the 
child becomes sensitized to the parasite and develops an 
itchy rash, particularly on the hands and armpits. The 
infestation is transferred by bodily contact, so that other 
family members are commonly infected, and all should be 

treated with creams or lotions that eradicate the mite. 
Connective-tissue disorders. _Henoch-Schonlein purpura 

(anaphylactoid purpura) is the most common connective- 
tissue disorder in children. It is characterized by a purpuric 
rash, painful swollen joints, and abdominal pain with 
vomiting. In a minority of patients, the kidneys become 
involved and nephritis develops; this is the only complica- 
tion that may cause permanent damage. In general there 
is complete recovery. 
Juvenile rheumatoid arthritis, or Still’s disease, is rare. In 

very young children it is characterized by general illness, 
fever, and rashes, with comparatively mild joint involve- 
ment. In older children, the adult pattern of the illness is 

seen, with predominant joint involvement and little or no 
general illness. More than half of affected children make 
a complete recovery; the rest have recurrences requiring 
treatment. 
Accidents. In developed countries, accidents cause more 

loss of life and disability among children (except infants) 
than any disease. Road-traffic mishaps account for nearly 
half of the accidental deaths—usually the child involved 
being a pedestrian or cyclist. Accidents in the home, by 
way of burns and falls, account for another quarter. Boys 
are more at risk than girls, particularly if they are from a 
large family living in a poor, inner-city area. Children are 
more likely to suffer serious burns and scalds than adults 
because of the fact that their skin is thin and more liable 

to full-thickness damage. 
Accidental poisoning is very common, particularly among 

two- to four-year-olds, who are inquisitive and use their 
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mouths to feel and taste new objects. Accidental ingestion 
of household fluids and medicines is common. Fortu- 
nately, it is usual for the child to swallow only a tiny 
amount, and severe illness from such poisoning is rare. 
Medicinal drugs are much more likely to cause illness than 
are household and garden products, berries, or toadstools. 
Lead poisoning has become less common worldwide, 

though there is increasing worry about prolonged exposure 
to low levels of lead and its possible relationship to abnor- 
mal childhood behaviour and intelligence. Low-level lead 
poisoning generally results from unavoidable exposure to 
atmospheric lead pollutants. This is a problem in some 
heavily industrialized areas and in those regions where 
leaded gasoline is still burned in automobiles. 
Child abuse and neglect. The spectrum of child abuse 

is wide. It includes not only children who have suffered 
physical abuse with fractures and bruises (“the battered 
child”) but also those who have experienced emotional 
abuse, sexual abuse, deliberate poisoning, and the inflic- 
tion of fictitious illness on them by their parents (Mun- 
chausen syndrome by proxy). Children under the age of 
two are most liable to suffer direct physical abuse at the 
hands of their parents. Such abuse is more common in 
families who are poor and are living under stress and in 
which the parents themselves suffered cruelty as children. 
Frequently, the child shows other evidence of poor nu- 
trition or neglect. Most developed countries have a well- 
established system for dealing with suspected cases of 
abuse, involving child-protection agencies, social workers, 
and, if necessary, the police. 
Sexual abuse, in which dependent, developmentally im- 

mature children are involved in sexual activities that they 
do not fully comprehend and to which they cannot give 
informed consent, has become increasingly recognized. 
Girls are involved mainly, and their fathers are the usual 
offenders. Sexual abuse frequently does not come to light 
until the older girl develops a psychosomatic illness, runs 
away from home, or is truant from school. 
Psychological disorders. All disorders have both a phys- 

ical and psychological component. For many disorders— 
such as asthma, eczema, and ulcerative colitis—the im- 
portance of physical and emotional factors varies at dif- 
ferent times during the course of the disease. Moreover, 
the individual’s concept of illness and his worries about 
it inevitably contribute to the severity and duration of a 
particular illness. A three-year-old may have no concept 
of disease or of time. Consequently, he may not worry 
about the cause or duration of a disease but instead be 
much more upset by immediate discomforts associated 
with the illness. A young child may view admission to the 
hospital as particularly frightening and unpleasant. Unless 
the parents can be with him, he may see their absence as a 
complete loss and cannot appreciate that he may be back 
with them and well two days later. Thus, great efforts are 
made to avoid hospitalizing children. When a youngster 
is admitted to a hospital, the parents are encouraged to 
be with him as much as possible and, when conditions 
permit, to sleep beside the young child in the hospital. 
In other ways, the fact that the young child has no con- 

cept of illness is an advantage, for as soon as an acute ill- 
ness is over, the child resumes normal health with startling 
rapidity—he does not feel in need of convalescence in 
the way that an adult does after a frightening experience. 
Children have great and speedy powers of recovery. 
Stress precipitates symptoms in people of all ages. 

Headaches, leg aches, stomachaches, and vomiting are 
common symptoms of stress in children. The sort of stress 
that causes such symptoms may be problems at home— 
such as parental discord, inconsistent parental behaviour, 
rivalry with siblings, or unrealistic expectations by par- 
ents—or problems at school or with friends. The loss of a 

parent or a move to a new home can be an acute stress. 
Minor behaviour disturbance involving enuresis (urinat- 

ing), soiling (defecating), or sleep disorders are common. 
Most children who exhibit such behaviours should not 
be considered psychologically abnormal. Similarly, habit 
spasms (tics) involving repetitive involuntary movements, 
usually of the head and neck, are extremely common, 

affecting up to 10 percent of 10-year-olds. 
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Severe behaviour disorders are much less common, and 

true childhood psychosis is most uncommon. Hyperac- 
tivity is a behaviour disorder characterized by perpetual 
overactivity. Hyperactive children refuse to concentrate on 
one task for long, are always on the go, and need relatively 
little sleep. They are very easily distracted, and, because 
of the lack of concentration, school problems arise. The 
incidence of hyperactivity varies enormously from coun- 
try to country, and it is likely that local fashions and 
beliefs greatly affect the criteria for diagnosis. Most young 
children are very active and exhaust their parents, and few 
concentrate on their schoolwork as much as their parents 
wish. Thus, parents often see a child as overactive and 
readily suggest hyperactivity as the problem, though strict 
measurement of psychological criteria rarely demonstrates 
its presence. Enthusiasts embark on behaviour-modifica- 
tion therapy and sometimes drug therapy. 

DISORDERS ASSOCIATED WITH ADOLESCENCE 

Adolescence begins with the onset of sexual maturation 
and continues through the transition state from childhood 
to young adulthood. The beginning is biologically defined 
by the onset of puberty, usually during the 10th to 13th 
year. The end is less definable and, depending upon en- 
vironmental factors, may be as early as 16 years or as 
late as 20. In addition to rapid anatomical and physiolog- 
ical changes occurring during adolescence, the period is 
one of rapid psychosocial and psychosexual change, with 
tremendous turmoil generated over feelings of inadequacy, 
increase in sexual and aggressive drives, internal disorga- 
nization, and the attempt to attain self-control. 
During adolescence, body weight almost doubles, and 

an additional 25 percent in height is gained. Secondary 
sexual characteristics appear, menstruation begins in girls, 
spermatogenesis (sperm formation) starts in boys, and fer- 
tility is established in both sexes. Adolescents establish a 
sense of identity and achieve a degree of independence 
that ultimately prepares them to take their place in adult 
society. It is expectable, therefore, that the major disorders 
of adolescence concern problems of growth, sexual devel- 
opment, and psychological disturbances. 
Disturbances of growth chiefly concern short stature in 

boys and tall stature in girls, both conditions being a 
potential source of psychological handicap. Although or- 
ganic and genetic causes of short stature in boys must all 
be considered, most relatively short but otherwise healthy 
children are simply late maturers. Graphic plots of height 
gain with age reveal steady, normal progression but a 
delayed pubertal growth spurt, concordant with the delay 
in sexual maturation. With further sexual maturation, ac- 
celeration in growth will occur, and adult height within 
normal limits will be achieved. Similarly, many excessively 
tall adolescent girls are early maturers; with early sexual 
and skeletal maturation, their linear growth stops at an 
adult height well within normal limits. 
The sequence of sexual development in girls is extremely 

variable. Widening of the bony pelvis, growth of the nipples 
and breasts, changes in external and internal genitalia, and 
the menarche occur sequentially as pituitary gonadotropin 
(sex-gland-stimulating hormone) causes ovarian release of 
estrogen (female sex hormone). Axillary (armpit) and pu- 
bic hair and some of the changes of the external genitalia 
develop under the stimulus of androgens of adrenal ori- 
gin. Since these arise from a different source of pituitary 
stimulation, there is considerable variation among girls 
in the relationship of their appearance and, for example, 
development of the breasts. Recognition of this helps to 
allay anxieties over “abnormal” sexual development. 
Menstruation in adolescence is characterized by many 

functional disturbances, including oligomenorrhea (scant 
menstruation), amenorrhea (absent menstruation), men- 
orrhagia (excessive bleeding), and dysmenorrhea (painful 
menstruation). Amenorrhea requires a thorough eval- 
uation for possible organic abnormality, such as un- 
derfunctioning sex glands, absence of the uterus, or 

obstruction to the menstrual flow. In most instances, 
skipped menstrual periods during the first year or so 
after the menarche reflect the common irregularity of 
menstruation during early adolescence. Later in ado- 
lescence, transitory amenorrhea may be associated with 
stress, such as onset of the school year or moving to a new 
home. Treatment is not usually required. 
Sexual development in boys usually follows a more pre- 

dictable sequence, although there is great variation in the 
time of onset of puberty and the time of achievement 
of full sexual maturation. Stimulation of the testes by 
pituitary gonadotropins results in the release of the hor- 
mone testosterone, which causes growth of the internal 
and external genitalia, development of pubic, axillary, and 
facial hair, changes in the larynx that result in deepening 
of the voice, and increased statural growth and muscular 
development. In about half of all boys, noticeable swelling 
of mammary-gland tissue occurs midway through adoles- 
cence. When the enlargement of the breasts is great enough 
to engender concern, it is called gynecomastia. In most 
instances, the enlargement disappears spontaneously. 
Acne vulgaris (common acne) is a prevalent skin con- 

dition that has its onset during adolescence. At puberty, 
androgenic stimulation of the skin’s sebaceous (oil) glands 
(which empty into the canals of the hair follicles) causes 
increased production of the fatty substance sebum. In 
susceptible individuals, there is oversecretion of sebum. 
Sebum and cellular debris then form a plug in the follicle 
canal, and the growth of bacteria in the plug produces 
unsightly pustules. Prolonged treatment is often needed. 
The psychological disturbances of adolescence are uni- 

versal and protean, ranging from minor emotional upsets 
to schizophrenia—from mild feelings of inadequacy to 
suicide. The sexual and aggressive impulses of the pre- 
adolescent period are complicated by thé advent of physi- 
cal and sexual maturity. Both an inability to control urges 
and desires and an excessive degree of self-control are 
characteristic. Some adolescents remain too dependent on 
their parents; others attempt to achieve independence too 
quickly. As many as 10 percent of adolescents may have 
psychological disturbances that seriously interfere with 
their functioning and the development of social relations. 
One well-known major psychological disorder that gener- 

ally begins in adolescence is anorexia nervosa. The onset 
is usually at puberty. The victims, overwhelmingly girls, 
at first appear healthy but then refuse to eat, and they 
lose weight. As they lose weight they begin to look ill, and 
expert help is required in order to encourage them to eat 
again and regain health. Anorexia nervosa is rare. 
Unfortunately, certain other major behavioral distur- 

bances of adolescence have become increasingly prevalent 
in the late 20th century. Suicide has become much more 
common; suicidal gestures are particularly common in 
girls. In many industrialized countries, suicide ranks as 
the second or third most common cause of death during 
adolescence (after accidents and, in some countries, ma- 
lignancy). Delinquency, vandalism, and dropping out of 
school have become increasingly widespread and are often 
associated with addiction to drugs or alcohol. 
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Chile 
he Republic of Chile (Republica de Chile), situ- 
ated on the Pacific coast of South America, is an 
extremely long and narrow country that extends 

approximately 2,700 miles (4,300 kilometres) from its 
boundary with Peru in the tropical zone, at latitude 17°30’ 
S, to the tip of South America at Cape Horm, latitude 56° 
S, a point only about 400 miles north of Antarctica. This 
unusually shaped country has an average mainland width 
of slightly more than 100 miles, with a maximum of 217 
miles at the latitude of Antofagasta and a minimum of 9.6 
miles near Puerto Natales. It is bounded in the north by 
Peru and Bolivia, on its long eastern border by Argentina, 
and to the west by the Pacific Ocean. Continental Chile 
and its offshore islands comprise 292,135 square miles 
(756,626 square kilometres). Chile exercises sovereignty 
over Easter Island, the Juan Fernandez Archipelago, and 
the volcanic islets of Sala y GOmez, San Félix, and San 

Ambrosio, all of which are located in the South Pacific. 
The country also claims a 200-mile offshore limit. 
Chile’s relief is for the most part mountainous, with the 

Andes range dominating the landscape. Because of the 
country’s extreme length it has a wide variety of climates, 
from the coastal desert beginning in the tropical north to 
the cold subantarctic southern tip. Chile is also a land of 
extreme natural events: volcanic eruptions, violent earth- 
quakes, and tsunamis originating along major faults of 
the ocean floor periodically beset the country. Then, too, 
fierce winter storms and flash floods alternate with severe 
summer droughts. 
Much of northern Chile is desert; the central part of 

the country is a temperate region where the bulk of the 
population lives and where the larger cities, including the 
capital, Santiago, are located; south-central Chile, with a 

lake and forest region, is temperate, humid, and suitable 
for grain cultivation; and the southernmost third of the 

country, cut by deep fjords, is an inhospitable region: 
cold, wet, windy, and limited in resources. The economy 

of Chile is based on primary economic activities: agricul- 
tural production; copper, iron, and nitrate mining; and 

the exploitation of sea resources. 
Chile exhibits many of the traits that typically character- 

ize Latin-American countries. It was colonized by Spain, 

and the culture that evolved was largely Spanish; the 
influence of the original Indian inhabitants is negligible. 
The people became largely mestizo, a blend of Spanish 
and Indian bloodlines. The society developed with a small 
elite controlling most of the land, the wealth, and the 

political life. 
Chile, however, did not depend as heavily on agriculture 

and mining as did many Latin-American countries, but 
rather developed an economy based on manufacturing as 
well. Thus, Chile has become one of the more urbanized 
Latin-American societies, with a burgeoning middle class. 
Chile has also had a history of retaining representative 
democratic government. Except for a military junta that 
held power from September 1973 to March 1990, the 
country has managed to stay relatively free of the coups 
and constitutional suspensions common to many of its 
neighbours. 
This article is divided into the following sections: 
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Physical and human geography 

THE LAND 

Relief. The major landforms of Chile are arranged as 
three parallel north-south units: the Andes mountains to 
the east; the intermediate depression, or longitudinal val- 
ley, in the centre; and the coastal ranges to the west. These 
landforms extend lengthwise through the five latitudinal 
geographic regions into which the country is customari- 
ly subdivided. From north to south, with approximate 
boundaries, these are Norte Grande (extending to 27° S); 
the north-central region, Norte Chico (27° to 33° S); the 
central region, Zona Central (33° to 38° S); the south- 
central region, La Frontera and the Lake District (38° to 
42° S); and the extreme southern region, Sur (42° S to 
Cape Horn). 
The Chilean Andes. Extending almost the length of 

the country, the Chilean Andes, which form most of the 
border with Argentina, include the highest segment of the 
Andes mountain chain, which acts as both a physical 

and a human divide. The Chilean Andean system con- 
sists of lofty, often snow-capped mountains, deeply incised 
valleys, and steep slopes. 
The formation of the western Andes ranges began during 

the Jurassic Period, some 190,000,000 years ago. Marine 
and terrestrial sediments that had accumulated in the 
Andean geosyncline were folded and lifted as the Pacific 
Plate was overridden by the South American Plate. In 
the early Tertiary Period (beginning 65,000,000 years ago) 
active volcanism and the injection of effusive rocks laid 
down the paleovolcanic materials (rhyolites and dacites) 
that contain the rich copper, iron, silver, molybdenum, 
and manganese ores of Chile. Also of Tertiary origin are 
the coal deposits of central Chile. 
Later in the Tertiary Period the uplift of the Andes con- 

tinued, accompanied by further outbursts of volcanism. 

This active tectonism led to the separation of the Andes 
from the older coastal ranges and the formation of the 
intermediate depression. At the beginning of the Quater- 
nary Period the Andes had reached a higher elevation 
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of south-central Chile are remnants of the ice melting that 
began some 17,000 years ago. Since the advent of the 
Holocene Epoch (beginning 10,000 years ago) the Chilean 
Andes have not changed significantly, but they still expe- 
rience uplift and episodic volcanic eruptions. 
The Andes of northern Chile to latitude 27° S are wide 
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Their perfect conical shapes reflecting on the quiet waters 
in the Lake District provide some of the most splendid 
scenery in temperate South America. In southern Chile, 
below latitude 42° S, the Andes lose elevation and their 
summits become more separated as a consequence of the 
Quaternary glacial erosion. 
Farther south is Chilean Patagonia, a loosely defined area 

that includes the subregion of Magallanes and sometimes 
Chilean Tierra del Fuego. There significant heights are still 
reached: Mount San Valentin is more than 12,000 feet 
high, and Mount Darwin in Tierra del Fuego reaches al- 
most 8,000 feet. Reminders of the last ice age are the per- 
fectly U-shaped glacial troughs, sharp-edged mountains, 
Andean lakes, and some 7,000 square miles of continental 
ice masses. The Southern Ice Cap, between 48°30’ and 
51°30’ S, is the largest in the Southern Hemisphere, with 
the exception of Antarctica. 
The intermediate depression. The intermediate depres- 

sion between the Andes and the coastal ranges is mostly 
flanked by fault lines. A natural receptacle for materials 
coming from the Andes, the depression has been filled by 

23 Chile 



24 Chile 

The Cen- 
tral Valley 

Farmland on Lake Puyehue and, in the right background, Puyehue Volcano, Osorno 
province, the Lake District. 
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alluvial, fluvioglacial, or moraine sediments, depending on 
the region. In northern Chile it appears as a plateau with 
elevations between 2,000 and 4,000 feet. Saline sediments 
that washed down during the Tertiary and Quaternary 
periods created the rich nitrate deposits found in the 
Tamarugal Plain and Carmen Salt Flat, where the once- 
bustling mining towns of Maria Elena, Pedro de Valdivia, 
and Baquedano are located. In north-central Chile, ex- 
tending southward out of the desert region, the depression 
is interrupted by east-west mountain spurs that create 
fertile transverse valleys. The Aconcagua River Valley, a 
transverse valley farther south, marks the beginning of 
central Chile. 
The alluvial deposits from the numerous Andean rivers 

in central Chile have provided mineral-rich soils that 
support the flourishing Mediterranean-type agriculture of 
the Central Valley of the intermediate depression. These 
soils and abundant water resources, along with a temper- 
ate climate, make the Central Valley the most populated 
and productive area in Chile. In south-central Chile the 
intermediate depression is formed by mixtures of fluvial 
and alluvial depositions, making this region suitable for 
growing grain and for pastures that support an important 
dairy industry. \ 
South of the Bio-Bio River dense forests replace open 

scrub woodland moraines and lakes are common, and the 
intermediate depression descends to sea level at Puerto 
Montt. In the extreme south only the Andes and the sum- 
mits of the coastal ranges are visible because the interme- 
diate depression submerges or is replaced by intracoastal 
channels and fjords. 
The coastal cordilleras. mn most of northern and central 

Chile coastal ranges form a ridge between the intermediate 
depression and the Pacific coast. These mountains, which 
are seldom higher than 6,500 feet, display smooth forms 
or flattened summits, since they are considerably older 
than the Andes. In north-central and central Chile the 
coastal ranges are built of Paleozoic and Mesozoic granites 
and metamorphic rocks that were uplifted during the An- 
dean folding phase. In south-central and southern Chile 
the coastal ranges consist of early Paleozoic metamorphic 
and igneous rocks, which is evidence of an even earlier 
folding phase. The coastal ranges were never glaciated, 
and their former dense vegetation has been destroyed by 
humans. In places where intensive agriculture has been 
practiced, the soil is severely eroded and has been depleted 
of organic and mineral nutrients. Only in the evergreen 
forests in the Cordillera de Nahuelbuta south of Concep- 
cion and the coastal ranges south of Valdivia are the soils 
well preserved. 
On the western margins of the coastal ranges, sea ad- 

vances during the Tertiary Period deposited thick sedi- 
ments. During the Quaternary Period sea level changes 

and continued continental uplift created several coastal 
terraces in the Tertiary layers, and wave erosion shaped 
Chile’s abrupt coastal line, which has few good natural 
harbours. 
Drainage. Most of Chile’s rivers originate in the An- 

des and flow westward to the Pacific Ocean, draining 
the intermediate depression and the coastal ranges. They 
are therefore quite short. While their steep gradients and 
turbulent flow make them unsuitable for navigation—the 
lower courses of the south-central rivers are an excep- 
tion—they are particularly useful for hydroelectric power. 
In areas where water flow is subjected to seasonal vari- 
ations that hamper agricultural development, dams have 
been built in order to regulate the rivers and to establish 
hydroelectric plants. 
The rivers of Chile have differing physical characteristics 

that are related to the climatic region in which they are 
located. In the parched northern region they are fed by the 
summer rains that fall on the Chilean-Bolivian Altiplano; 
their volumes are so small that they are either absorbed 
by the soil or evaporate before reaching the sea. Only the 
Loa River, the longest Chilean river at some 275 miles, 
empties into the Pacific Ocean. 
The rivers of central Chile have more regular flows and 

volumes. During the winter months (May—August) they 
are fed by heavy frontal rains, resulting in frequent flood- 
ing of the riverine communities. In late spring (October- 
November) the rivers receive the runoff from the snow 
that has accumulated during the winter in the high Andes. 
This runoff proves quite beneficial for commercial and 
subsistence crop irrigation. In south-central Chile south 
of the Bio-Bio River, the steady flow is maintained by 
constant rains, although there is a slack in discharge dur- 
ing the summer months (December-March). In Chilean 
Patagonia and Tierra del Fuego intense year-round rains 
and snowstorms combine to keep the rivers well fed, but 
their extremely steep drainage into the Pacific renders 
them totally unusable for commercial purposes. 
Soils. The geologic variety and diverse origin of surface 

sediments cause the soils of Chile to vary greatly in char- 
acter from north to south. In the northern desert regidn 
saline soils, made up of gravel and sand cemented with 
calcium sulfate, alternate with alkali-rich soils, which are 
difficult to cultivate even with irrigation because of their 
surface salt accumulations. In river oases salinity also be- 
comes a limiting factor for agriculture. In the transverse 
valleys of north-central Chile fertile alluvial soils have 
developed on fluvial deposits, while between the rivers 
soils are dry and infertile. Within the Central Valley the 
alluvial soils have developed over fluviovolcanic deposits, 
which is the reason for their mineral and organic richness. 
In areas of widespread recent volcanic activity, andosol 
soils (nutrient-rich soils that develop over volcanic ash) 
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are common. Under good aeration these soils of the Cen- 
tral Valley have excellent agricultural potential, but if the 
volcanic soils are too permeable, they can be used only for 

coniferous plantations. In the Lake District the extreme 
impermeability of the soils leads to the formation of hu- 
mid soils (trumaos). In the southernmost Andes, under 

conditions of permanent rainfall and cold temperatures, 
lithosols covered by a thin layer of andosols are the rule: 
only rain forests grow on such soils. On the archipelagos 
of Chilean Patagonia and Tierra del Fuego the low terrain 
is carpeted by moorland soils that support only low shrubs 
and bog plants of no economic value or potential. Soils at 
high elevation are characterized by rankers (thin organic 
soils overlying a rocky substratum) supporting growths of 
Antarctic beeches. 
Climate. The extension of Chile across some 38 degrees 

of latitude encompasses nearly all climates, with the ex- 
ception of the humid tropics. The Pacific Ocean, the cold 

Peru (Humboldt) Current, the South Pacific anticyclone 
winds, and the Andes Mountains constitute the major 
climatic controls. 
The permanent chilling effect of the Peru Current and 

the constantly blowing southwesterlies emanating from the 
South Pacific anticyclone determine a temperate climate 
for most of northern and central Chile. Only the extreme 
south, unaffected by these controls, is characterized by a 
cold and humid climate. Temperatures drop in a regular 
pattern from north to south; the principal cities average the 
following annual mean temperatures: Arica 64° F (18° C), 
Antofagasta 61° F (16° C), Santiago 57° F (14° C), Puerto 
Montt 52° F (11° C), and Punta Arenas 43° F (6° C). 
During winter, when the polar front advances northward, 
temperatures drop, though not drastically, owing to the 
temperate action of the ocean. If snow falls in central 
Chile, it does not stay on the ground for more than a 
few hours. During summer, cooling sea winds keep tem- 
peratures down and there are no heat waves. The highest 
monthly means register in the northern desert. 
Annual precipitation differs remarkably from the dry 

extreme north to the very humid extreme south. North 
of 27° S latitude there is practically no rainfall. In the 
north-central region frontal rains in winter account for 
increasing precipitation: the annual rainfall in Copiapd 
is less than one inch (21 millimetres). In Santiago the 
annual rainfall is 13 inches, and along the Central Valley 
it increases gradually southward until it reaches 73 inches 
in Puerto Montt, where precipitation occurs throughout 
the year. The coast of central and south-central Chile 
is more humid than the Central Valley. In Valparaiso 
annual precipitation amounts to 15 inches, rising to 52 
inches in Concepcién and reaching about 90 inches in 
Valdivia. Farther south, where the westerlies reach their 
maximum intensity and the polar front is always present, 
precipitation highs unequaled by any other nontropical 
region in the world have been recorded; there, San Pedro 
Point, at latitude 48° S, receives about 160 inches annu- 
ally. Still farther south, in the rain shadow that occurs 
on the eastern slopes of the southern Andes, precipitation 
diminishes drastically, occurring mostly as snow during 
winter. Punta Arenas, in Chilean Patagonia, receives only 
18 inches annually. 
Considering all climatic factors and meteorological char- 

acteristics, three large climatic regions may be distinguished 
in Chile: the northern desert, the central Mediterranean 
zone, and the humid-cool southern region. 
The northern desert. This region experiences an aridity 

that is primarily caused by the dry subsidence created by 
the South Pacific high pressure cell and the stabilizing 
action of the cold Peru Current. Although the air along 
the coast is abnormally humid, it never reaches saturation 
point; at most, there is a development of coastal fogs 
(garua or camanchaca). Besides the lack of rain, drainage 
systems, and permanent vegetation, the Chilean desert 
is characterized by relatively moderate daytime temper- 
atures, the variations in which are dependent upon the. 
direct heat of the Sun; during the night, temperatures 
may approach the freezing point. In the piedmont oasis 
of Los Canchones the daily temperature fluctuates up to 
47° F (26° C). The interior of the Atacama Desert, which 

makes up a large portion of the southern part of the desert 
region, is reported to receive the highest solar radiation 
in the world. 
Mediterranean central Chile. The climate of central 

Chile is characteristic of mid-latitudinal temperate areas. 
The seasons are well accentuated. Winters are cool and 
humid as a consequence of continuous passages of fronts 
and depressions; cloudy days are common. In spring, 
when there are fewer fronts and the depressions vanish, 
steady southwest winds and clear skies dominate. During 
summer, when anticyclonic conditions are established, the 
days are warm, though not stifling, and without rain. 
These weather conditions are ideal for the Mediterranean 
agricultural products that grow so well in central Chile, 
such as grapes, peaches, plums, honeydew melons, and 
apricots. Autumn is still sunny and dry, suitable for the 
ripening of grains, mainly wheat, and vegetables. With the 
onset of winter, the fronts and depressions return and the 
accompanying rains last from May to August. 
Southern Chile. The southern segments of Chile are al- 

ways under the influence of the polar front and of cyclonic 
depressions. In addition, the permanently blowing wester- 
lies batter the margins of the continent with oceanic air 
masses that lower temperatures and cause heavy rainfall 
along the Pacific coast. Around Cape Horn the westerlies 
reach their maximum intensity and storms abound. Be- 
fore the era of steam power, the passage from the Atlantic 
to the Pacific via Cape Horn was a most feared venture. 
Plant and animal life. The vegetation of Chile, like the 

climate and soils, is arranged in latitudinal belts. Only in 
the Andes is altitude a determining factor. In the north- 
ern desert region the vegetation has adapted to the lack 
of rain and to the salinity of the soils. The tamarugo, 
a spiny acacia tree, does well in the dry interior desert. 
Near the coast, and kept alive by the coastal fogs, varieties 
of cacti as well as shrubs and spiny brambles occur. In 
the high plateaus of northern Chile hardy species, such 
as llareta, and grasses, such as ichu and tola, support 

the Indian population and their llama herds. In semiarid 
north-central Chile some of the cacti continue, and hard- 
woods, such as the espino or algarrobo, and shrubs, such 
as Adesmia, become more common. In the more humid 
and temperate region of central Chile grows a particular 
vegetal formation called matorral, in which hardwoods, 

shrubs, cacti, and green grass are mixed. Most of this dense 
growth is disappearing because of the rural population’s 
overexploitation of it for firewood. South of the Bio-Bio 
River, mixed deciduous forest and evergreen trees are 
common. Many unique species are found in these humid 
forests, the most conspicuous being the rauli, or southern 
cedar, the roble beech, the ulmo (an evergreen shrub), and 
the evergreen laurel. On the western slopes of the Andes 
the magnificent monkey puzzle tree, or Chile pine, forms 
dense stands. A dense rain forest, rich in timber species, 
grows in the humid Lake District and extends southward. 
The Antarctic beech, the Chilean cedar, and the giant 
alerce dominate these often impenetrable southern woods. 
On the rainy islands of Chilean Patagonia and Tierra 
del Fuego, the growth of large trees is inhibited by the 
constant winds and low temperatures. There, only dwarf 
versions of southern beech and hard grasses are found. 
In eastern Chilean Patagonia the cold steppes are primar- 
ily composed of grasses and herbs that provide grazing 
for livestock. 
The animal life of Chile lacks the diversity of other 

countries in South America. The barrier of the Andes has 
restricted animal migrations, and the northern desert has 
proved a formidable obstacle to the southward migration 
of tropical Andean fauna. Among the terrestrial animals, 
the most abundant and varied are the rodents. The chin- 
chilla, the degu, and the mountain viscacha are Andean 

rodents famed for their fine furs. Monito de monte, a 
marsupial, lives in the deciduous forests and rain forests of 
the south. The nutria, or coypu (coipo) is a water rodent 
common in the streams of Chile. Among the ruminants 
are the guanaco, the only survivor of the Paleocamelides 

(ancient predecessors of the camel family), and its domes- 
ticated relatives, the llama, the alpaca, and the vicufia, the 

latter known for the high-quality wool produced from its 
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silky fleece; the Indians of the Altiplano make wide use 
of it. Guanacos are still found from northern Chile to 
Chilean Patagonia. Two members of the deer family are 
the huemul, a rarely seen inhabitant of the southern An- 
des that is represented on the national coat of arms, and 
the pudu, the smallest known deer. Carnivores are not in 
great abundance. The puma is the largest, and other feline 
predators include the guifia and the colocolo. Among the 
canids are the Andean wolf and the long-tailed fox. The 
avian fauna is relatively more diverse, the country being 
host to wintering migratory birds. Some exotic birds like 
parrots and flamingos appear over northern and central 
Chile. Throughout the Chilean Andes there still lives, 
though reduced in number, the condor, a large scavenger. 
In Chilean Patagonia is found the carancha, a bird of prey 
that attacks lambs. Amphibians abound, the most curious 
being Darwin’s frog, discovered by Charles Darwin in 
south-central Chile. Chile’s geographic isolation accounts 
for the absence of poisonous reptiles and spiders. 
Settlement patterns. Climatic characteristics and his- 

toric events have strongly influenced settlement patterns 
and population distribution in contemporary Chile. 
The early settlement by Spaniards occurred in the tem- 

perate part of the country, known as the Central Nucleus, 
or Zona Central, where the agriculture, industry, and main 

population centres developed. The area’s traditional agri- 
culture developed on the basis of large landed estates, the 
haciendas, which covered about three-quarters of Chile’s 
arable land. The agrarian reform initiated by the Christian 
Democratic president Eduardo Frei Montalva in 1965, 
and continued by the Socialist president Salvador Allende 
Gossens into the early 1970s, resulted in a redistribution 
of the land. Agrarian productivity to boost exports was 
accentuated. 
In the Central Nucleus are the major cities of Chile. San- 

tiago was founded there and grew into the country’s major 
metropolis. Seventy miles west of Santiago is the port city 
of Valparaiso and the neighbouring resort city of Vina del 
Mar, which form the second largest population centre of 
Chile. In the Central Valley, south of the Santiago basin, 
stretches a series of secondary cities, the development of 
which has been tied to the agricultural success of central 
Chile. Among them are Rancagua, Curic6, Talca, Chillan, 
and Los Angeles. All of these cities are connected by rail 
and the Pan-American Highway. 
Most of Chile’s cities were founded during the colonial 

era, and they were arranged around a central square (plaza 
de armas). The original buildings were made of adobe 
(sun-dried brick) and wood, materials that would deteri- 
orate or burn. Most of the colonial buildings fell prey to 
earthquakes and fires; much rebuilding took place and the 
cities of central Chile have become showcases of mod- 
ern urbanization, high population density, and bustling 
commercial and industrial activities. On the coast of the 
southern Central Nucleus lies Concepcion and its port city 
of Talcahuano, both industrial centres. 
Norte Chico, the semiarid north-central part of Chile, 

developed in close association with the Central Nucleus. 
Agricultural production and mining characterize this re- 
gion, of which La Serena, near the coast, and the port 
of Coquimbo are the major centres. The population is 
primarily concentrated in the irrigated valleys of the Copi- 
apo, Huasco, Elqui, and Limari rivers or else dispersed 
in the mountains, where there are mining activities. The 
main cities, somewhat smaller than those of central Chile, 
are located in the valleys: they include Copiapé, in the 
valley of that name, the most important mining centre 
of the country during the 19th century; Vallenar, Ovalle, 
and Vicufia. Agriculture, goat raising, and iron and copper 
mining are the main economic activities. From this region 
come the famous pisco (a white brandy distilled from sun- 
dried grapes), fine wines, and high-quality fruits for export. 
During colonial times, the fringe of territory at the 

southern extreme of the Central Nucleus was bitterly con- 
tested by Spaniards and Araucanians, the original Indian 
population, which gave the northern part of south-central 
Chile its name, La Frontera (“The Border”). After the 
pacification of the Araucanians in the 1880s, the area was 
gradually settled by Chileans and by European colonists 
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who had already begun immigrating there in the 1850s. It 
developed in modern times as a region of grain growing 
and commercial pine forestry for cellulose manufacture. 
The regional capital is Temuco, and in the surrounding 
countryside still live—in rather precarious conditions—a 
concentration of Araucanians, locally called Mapuche. 
Colonization of the Lake District, located south of La 

Frontera, began after 1850 with immigrants from Ger- 
many, Switzerland, and Belgium. Homesteads, rather than 
large haciendas as in the Central Nucleus, became the 
pattern of rural settlement. Although the land has been 
consolidated in recent times, land fragmentation is still 

visible. The largest city of this region is Valdivia, founded 
in early colonial times. This once active industrial centre 
for footwear, textiles, brewing, and shipbuilding declined 

after most of its manufacturing installations were de- 
stroyed by a 1960 earthquake. Osorno and Puerto Montt 
are other regional centres, specializing in dairy and flour 
production. The scenic piedmont lakes and the snow- 
capped volcanoes attract a steady flow of tourists. 
The extreme north and the extreme south could be con- 

sidered the population and resource frontiers. Both are 
sparsely populated and rich in natural resources. Settle- 
ment of the arid Norte Grande in northernmost Chile 
began in the middle of the 19th century in response to the 
exploitation of minerals in the interior. A string of coastal 
cities emerged as export centres for nitrates, borax, and 
copper. Iquique, once an exporter of nitrates, has become 
the capital of Chile’s fish meal industry. Antofagasta, the 
railroad terminus to Oruro, Bolivia, is an active admin- 
istrative and trading centre and an export facility for the 
Chuquicamata copper mine. Arica, which acts as a port 
for Bolivia at the end of the railroad to La Paz, supports 
fish meal plants and oversees the agricultural production 
of the Azapa Valley. Once the automobile assembly centre 
of Chile, Arica has lost its prominence as an industrial city. 
The only city of significance in the interior of the Norte 
Grande is Calama, adjacent to the Chuquicamata copper 
mine, the world’s largest open-pit mine. Still, the rest of 
the area remains picturesque. Old Indian towns, scattered 

oases, and spectacular desert scenery attract tourists. At 
the Shrine of La Tirana, on the Tamarugal Plain, Indian 

and mestizo pilgrims from northern Chile, Bolivia, and 
southern. Peru gather for a colourful festival each July. 
The extreme south encompasses three natural units: the 

Chiloé island group, the Channels region, and Chilean 
Patagonia and Tierra del Fuego. Chiloé and its neighbour- 
ing islands are among the most undeveloped regions of the 
country; rudimentary agriculture and algae (used in mak- 
ing confectionary products) and shellfish gathering are the 
main activities. The small towns of Castro and Ancud are 
the main population centres of the mostly rural habitat. 
The Channels region is characterized by islands, separated 
by glacially carved channels, where colonization has been 
unsuccessfully attempted since the 1920s. Outlying towns 
such Puerto Aisén and Coihaique are the only population 
centres. The region of Magallanes, hinged on the Strait of 
Magellan, is the most developed area of Chilean Patagonia 
and Tierra del Fuego. Sheep raising estancias (ranches), 
which have exported wool since the late 19th century, and 
oil and natural gas, which have been exploited since 1945, 
are the pillars of its economy. These activities, combined 
with meat-packing plants and the trading functions of 
Punta Arenas, have made this one of the more modern- 
ized parts of Chile. 

THE PEOPLE 

The Chileans are racially a mixture of Europeans and 
American Indians. The first miscegenation occurred dur- 
ing the 16th and 17th centuries between the indigenous 
tribes, including the Atacamefios, Diaguitas, Picunches, 
Araucanians (Mapuches), Huilliches, Pehuenches, and 
Cuncos, and the conquistadores from Spain. Basque fam- 
ilies who migrated to Chile in the 18th century vitalized 
the economy and joined the old Castilian aristocracy to 
become the political elite that still dominates the country. 
Few blacks were brought to Chile as slaves during colonial 
times because a tropical plantation economy, common in 
much of the New World, did not develop. 

After independence and during the republican era, En- 
glish, Italian, and French merchants established themselves 
in the growing cities of Chile and incidentally joined the 
political or economic elites of the country. The official 
encouragement of German and Swiss colonization in the 
Lake District during the second half of the 19th century 
was exceptional. The censuses of the late 19th century 
showed that foreigners—principally Spaniards, Argentines, 
French, Germans, and Italians—formed scarcely more 
than 1 percent of the total population. At the turn of 
the century, small numbers of displaced eastern European 
Jews and Christian Syrians and Palestinians fleeing the 
Ottoman Empire arrived in Chile. Today they spearhead 
financial and small manufacturing operations. 
The population displays a strong sense of cultural iden- 

tity, which can be traced to the predominance of the 
Spanish language, the Roman Catholic religion, and the 
comparative isolation of Chile from the rest of South 
America. The Araucanian Indians form the only signifi- 
cant ethnic minority. 
The trend of age-group distribution of Chile’s more than 
12,000,000 people, with increasingly larger numbers in 
the older brackets, reflects a progressive maturing of the 
population. Life expectancy rose from 57 years in 1960 
to about 70 years by the early 1980s. These demographic 
changes reflect both improved health-care conditions and 
modernization of the life-style by the predominantly ur- 
ban population. Also ascribed to the same factors is the 
dramatic decline during the late 20th century in infant 
mortality and in the fertility rate. Chile’s crude death rate is 
lower than that of most of its South American neighbours. 
The large cities and the industrial centres of central Chile 

attract a steady flow of internal migrants. Most of them 
head for the capital city of Santiago, with the rest going 
primarily to Valparaiso—Vina del Mar and to Concepcion- 
Talcahuano. These migrants emanate mostly out of the 
rural regions of the Central Valley and north-central Chile. 
The northern coastal cities receive some migrants from 
Santiago and Valparaiso and also from the small villages 
in the far north. Chiloé has been losing its population to 
Punta Arenas and the agrarian areas of the Lake District, 
and even to Argentina, where Chilotes work on estancias 
or in the mines of Patagonia. After 1973, hundreds of 
thousands of Chileans left the country for political reasons 
to live in exile. 

THE ECONOMY 
The Chilean economy is based on the exploitation of 
agricultural, fishing, forest, and mining resources. Chile 
developed historically on the basis of a few agricultural 
and mineral exports, as was common in Latin America. 

Many manufactured products had to be imported, and 
land, wealth, and power were concentrated in the hands 

of a small aristocracy. Although there have been land re- 
forms and development of manufacturing, many of Chile’s 
economic problems in the 20th century are related to the 
country’s early economic structure. 
During the 19th century the Chilean economy grew on 

the basis of exported agricultural products, copper, and 
nitrates. After the nitrate market dropped during World 
War I, Chile’s economy took a sharp downturn, intensi- 
fying the effect on the country of the Great Depression. 
These events turned Chile toward more socialistic pro- 
grams that featured strong government control of the 
economy. An attempt was made to develop import substi- 
tution industries so as to lessen dependence on imported 
products. Industrial growth was placed in the hands of 
the Corporacioén de Fomento de la Produccién (Corfo; 
the Development Corporation). Agrarian reforms were in- 
stituted, and the government assumed greater control of 
industry, especially during the administrations of Pedro 
Aquirre Cerda (1938-41) and Salvador Allende Gossens 
(1970-73), when many banks, copper mines, and business 
firms were nationalized. The economy at first improved 
under these policies, inflation going down and the gross 
domestic product increasing. The government, however, 
was unable to establish a sound tax base to match the ex- 
panding economy; by 1973 conditions were deteriorating 
rapidly and a military coup overthrew the government. 
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The new regime instituted more conservative, free-market 
programs and reversed many of the previous governments’ 
acts. The country has continued to face severe economic 
problems, reflected in periodic high inflation, fluctuating 
trade policies, unemployment, and heavy dependence on 
a single major export, copper, in an unstable market. 
Resources. A geographically varied country, Chile is 

rich in mineral deposits, natural forests, sea resources, and 

energy sources. 
Mineral resources, noncarboniferous. Mining, histori- 

cally the mainstay of the Chilean economy, has been a 
catalyst for both external commerce and domestic indus- 
trial development. Copper, molybdenum, iron, nitrates, 
and other concentrated minerals make up a large part of 

the total value of national exports. 
Metals account for the highest percentage of mining ex- 

ports, copper being primary. Chile is the world’s largest 
producer and exporter of copper. Copper mines are lo- 
cated in northern Chile (Chuquicamata and El Salvador) 
and along the Andes of north-central Chile (especially El 
Teniente and Andina). Small-scale extractions are carried 

out by individuals, or pirquineros, who operate in the 
uplands of north-central Chile and in the coastal ranges 
of central Chile. Medium-sized activity is conducted by 
companies with larger investment capacities and with their 
own treatment plants. Large-scale mining was developed 
with U.S. capital at the beginning of the 20th century. 
Copper plays the role in the Chilean economy that was 

occupied by nitrates prior to World War I. The large 
U.S. corporations were tranformed into mixed-ownership 

enterprises during the late 1960s and totally national- 
ized during the early 1970s, when mining and sales were 
turned over to the Corporacién Nacional del Cobre de 
Chile (Codelco). A drop in world market prices influences 
production and sales and creates financial hardship. 
Iron-ore mining in El Tofo and El Romeral, both in 

north-central Chile, is significant, and manganese, silver 
and gold, and molybdenum (a metal derived from the 
large copper deposits) are also mined. Among nonmetallic 
minerals, sulfur, gypsum, lithium, and limestone are mod- 
erately exploited. Nitrate deposits occur in the northern 
interior desert. Their economic value, so important during 
the 19th century, has decreased, but the production of 
iodine, a by-product of nitrate, is of major importance. 
Energy resources. Hydroelectric potential and installed 

capabilities, as well as coal and moderate oil and natural 

gas reserves, furnish Chile with good energy resources. 
The steady flow of the Andean rivers has been used by the 
Empresa Nacional de Electricidad (ENDESA; National 
Electric Company) to produce electricity. Hydroelectric 
development has been extended to the coastal mountain 
ranges. Prior to the installation of Chile’s huge hydroelec- 
tric system, most of the country’s energy was obtained 
from soft coal, mined since the 19th century in the Gulf of 
Arauco, south of Concepcion. Oil and natural gas are ex- 
tracted on Tierra del Fuego and along the northern shore 
of the Strait of Magellan and are shipped to refineries in 
central Chile. Production, however, meets only about half 
of the country’s oil needs. 
Forestry resources. South of the Bio-Bio river, climatic 

conditions favour the growth of natural forests. The pri- 
mary species used for lumber and paneling are the coigue, 
oak, rauli, ulmo, tepa (laurel tree), and monkey puzzle 
tree. Pine for the manufacture of paper and pulp is taken 
from forests in central Chile and the Bio-Bio region. 
Fishing resources. Since 1974, after the collapse of the 

Peruvian fishing industry, Chile has become the chief fish- 

ery of South America, and it is one of the foremost fishing 
nations of the world. Sardines, jack mackerel, chub mack- 

erel, hake, and anchovy constitute most of the catch. The 
principal products are fish meal and fish oil, which are 
shipped to Europe and the United States for the produc- 
tion of animal feed and industrial oil. The fish-processing 
plants—all privately owned—are mainly located in the 
northern cities of Iquique, Arica, and Antofagasta. 
Agriculture. While good climatic conditions and abun- 

dant water resources favour Chile’s agriculture, outdated 
land-tenure patterns, managerial ineptitude, and inade- 
quate price policies have combined to make agriculture 

one of the most inefficient sectors of the economy. 
Employing approximately one-sixth of the labour force, 
agriculture generates less than one-tenth of the gross do- 
mestic product. To meet expenditures and credit payments 
abroad, the military government that took over in 1973 
strongly encouraged exports of agricultural commodities 
by private national and international companies. Within 
the framework of this policy, Chile increased remarkably 
the export of fresh fruit, canned vegetables, and wines. 
In temperate central Chile the primary crops are cereals 

(chiefly wheat), followed by grapes, potatoes, corn (maize), 
apples, beans, rice, and a variety of vegetables. Industrial 
crops, such as sugar beets and sunflower seeds for cooking 
oil, are also common. 
Stock raising has been one of the most underdeveloped 

activities in rural areas, partly because of poor technology 
and inefficient breeding. Cattle are the major livestock. 
There has been, however, some expansion in poultry, 
lamb, and pork production, as well as that of beef. 
Industry. An estimated 15 percent of the economically 

active population is employed in the industrial sector, 
which accounts for about one-fifth of the gross domestic 
product. Factories are concentrated in the principal ur- 
ban centres—Santiago, Valparaiso, and Concepcion. Light 
industries produce appliances, chemical products, food 
products, textiles and clothing, and construction materials. 
Larger industrial complexes are located at the San Vicente 

harbour of Concepcion; they include the Huachipato iron 
and steel mill, fish-processing factories, and a petroleum 

refinery associated with a petrochemical complex. An- 
other such refinery is situated in Concon, at the mouth of 
the Aconcagua River. Pulp and paper mills thrive in the 
vicinities of the Bio-Bio and Laja rivers. (C.N.Ca.) 

Trade and finance. Chile’s principal markets for min- 
ing and agricultural commodities are Europe, the United 
States, and East Asia. Most imports are from the United 
States, Brazil, Japan, Argentina, Germany, and France. 
The balance of payments, generally unfavourable since the 
1950s because of increased foreign expenditures and pay- 
ment of external loans, showed occasional improvement 
after 1976 but with considerable fluctuation. 
The Banco Central de Chile, established in 1925, is the 

official bank of the nation; it implements the internal 

banking policies of the government and also conducts 
foreign trade. In 1989 the bank became an autonomous 
institution entirely responsible for the country’s financial 
and exchange-rate policies. The Banco del Estado de Chile 
is also a state entity, but it functions as a private commer- 
cial bank. National private banks as well as international 
banks from Europe, the United States, and Asia operate 
freely in the country. 
Within the Chilean economic system there is collabo- 

ration between the private and public sectors, with the 
private sector contributing an increasing percentage of the 
total annual investment. Private businesses are generally 
organized as joint-stock companies (similar to U.S. corpo- 
rations) that participate in all areas of economic activity. 
Transportation. The country’s length and physical bar- 

riers constrain communication and traffic flow. Only the 
sea offers an expeditious means of transportation, which 
was taken advantage of during the 19th century when 
Chile owned one of the largest merchant fleets in Latin 
America. Chile’s overall economic decline during the early 
20th century and the supplanting of maritime transport 
with overland means resulted in the reduction of the fleet. 
Eventually only international transport was conducted by 
ship. The main port of entry is Valparaiso. San Anto- 
nio, the port for Santiago, exports copper and agricultural 
commodities. Other ports, such as Antofagasta and Arica, 

serve the trade with Bolivia. Chafiaral, Huasco, Guayacan, 

and Tocopilla export minerals. The port of Talcahuano 
serves the industrial complex of Concepcién. 
The development of an overland transportation system 

began with two railway systems initiated about the turn 
of the century: the northern network, between La Calera 
(near Valparaiso) and Iquique, now in disuse, and the 
southern network, between La Calera and Puerto Montt. 

The most traveled sections connect Santiago with Val- 
paraiso and Santiago with Puerto Montt; both sections 
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are electrified, making them more competitive with road 
transportation. The railway system is controlled by the 
Empresa de los Ferrocarriles del Estado (State Railway En- 
terprise). International railroads connect Arica and La Paz 
(Bolivia), Antofagasta and Oruro (Bolivia), and Los Andes 
and Mendoza (Argentina). A railbus transports passengers 
over the short route between Arica and Tacna (Peru). 

Chile’s rapid motorization has brought enhanced highway 
transportation for passengers and goods. The backbone of 
the Chilean road system is the paved Pan-American High- 
way, which connects Arica with Puerto Montt, near Chiloé 
Island, a distance of more than 2,100 miles. From this 
main artery secondary routes connect numerous cities, in- 
cluding Santiago, with the ports of San Antonio and Val- 
paraiso, Bulnes with Concepcién, and Los Lagos with 
Valdivia. The most important international paved road 
connects Santiago with Mendoza (Argentina). All-weather 
roads connect Iquique with Oruro (Bolivia), Antofagasta 
with Salta (Argentina), La Serena with San Juan (Argenti- 
na), Osorno with San Carlos de Bariloche (Argentina), and 
Punta Arenas with Rio Gallegos (Argentina). 
Air transport serves mostly the cities at both extremes of 

the country and some towns of difficult access, such as El 
Salvador and Coihayque. The main airline is Linea Aérea 
Nacional de Chile (LAN; National Airline of Chile). A 
tourist service is maintained by LAN between Santiago 
and Easter Island, in the Pacific, with the flight continuing 
to Papeete, Tahiti. All major South American lines, plus 
others from the United States and Europe, handle the flow 
of international passengers to the Arturo Merino Benitez 
airport near Santiago. 

ADMINISTRATION AND SOCIAL CONDITIONS 

Government. The Republic of Chile, inaugurated in 
1821, has had a long history of representative democracy, 
with only a few short-lived exceptions. Historically, Chile 
has been renowned for its political freedom. From Sep- 
tember 1973 to March 1990, however, a military junta 
headed by Gen. Augusto Pinochet Ugarte presided over 
the longest period of authoritarian dictatorship in Chilean 
history. The country is governed in accordance with the con- 
stitution of 1981, approved by a plebiscite called by Gen- 
eral Pinochet to change the constitution of 1925. The 1981 
document placed the administration of the state into the 

hands of the president and permitted Pinochet to hold of- 
fice until 1990. The president appoints the state ministers. 
Under the 1981 constitution a presidential candidate cho- 

sen by the junta was to be put up for approval in a national 
plebiscite and, if approved, to serve as president until 1997. 
The junta nominated Pinochet, who was rejected in the 
1988 plebiscite, and the first presidential elections since the 
1973 coup were held in December 1989. 
The bicameral National Congress was dissolved at the 

time of the 1973 coup, after which legislative functions 
were carried on by the junta, assisted by legislative com- 
missions. The 1981 constitution allows for a bicameral leg- 
islature consisting of an upper chamber, or Senado, and a 
lower chamber of representatives, or Camara de Diputa- 
dos, to be elected by direct popular vote. These two bodies 
remained in recess until the elections of December 1989. 
The justices and prosecutors of the Supreme Court and 

the Courts of Appeals are appointed by the president from 
a list of nominees proposed by the Supreme Court. Judges 
are career functionaries of the Ministry of Justice. The 
composition of the lower courts is similarly determined. 
Local government is carried on through 12 administrative 

regions and the capital, Santiago. The regions are divided 
into provinces, which in turn are divided into communes. 
The president appoints the intendents (intendentes) who 
head the administrations of the regions and Santiago. The 
intendents govern with the aid of a regional council, which 
may include the governors of the constituent provinces 
and representatives of various other private and public in- 
stitutions within the region. The provincial governors, like 
the intendents, serve at the sole pleasure of the president. 
The communes are administered by a municipal corpora- 
tion (municipalidad) composed of a mayor (alcalde) and a 
communal council. The mayor is appointed by the region- 
al council from a list of three candidates submitted by the 

communal council; in the case of some larger urban cen- 
tres, the mayor is appointed directly by the president. The 
councilmen (regidores) are elected by popular vote for 
four-year terms. 
In September 1973, when the junta suspended all activi- 

ty by political parties and outlawed Marxist parties, the po- 

litical spectrum extended from right through centre to left. 
At the extreme right stood the National Party (Partido 
Nacional)—an alliance formed in 1965 that included the 

former Liberal Party (Partido Liberal) and United Conser- 
vative Party (Partido Conservador Unido)—and the Radi- 
cal Democrats (Democracia Radical)—the right wing of the 
once-populist Radical Party (Partido Radical; see below), 
from which it split in 1969. The centre was occupied by the 
Christian Democratic Party (Partido Demécrata Cris- 
tiano), which, since the congressional elections of 1965, 

had attracted the most voters. With many of its partisans 
coming from the extensive Chilean bureaucracy, the social 
democratic Radical Party had been another important cen- 
trist party, but after 1965 it drifted to the left, where in 
1973 it was reduced to a minority partner. The core of the 
left consisted of the Socialist Party (Partido Socialista) and 

the Soviet-oriented Communist Party of Chile (Partido Co- 
munista Chileno). Several Marxist groups affiliated with 
the two major powers of the left included the Unified 
Movement of Popular Action (Movimiento de Accién 

Popular Unitaria), the Christian Left (Izquierda Cristiana), 
and the extremely militant Movement of the Revolution- 
ary Left (Movimiento de Izquierda Revolucionaria). 
After 1980 General Pinochet eased his severe repression 

of political activism, and in 1981 a few political exiles were 
allowed to return to Chile, but political activity was still 
heavily restricted. The rightist groups rallied in a short- 
lived movement called the National Democratic Accord 
(Acuerdo Democratico Nacional). The parties of the cen- 
tre, led by the Christian Democrats, formed the Democra- 
tic Alliance (Alianza Democratica). The exiled leaders of 
the left split into the Socialist Convergence (Convergencia 
Socialista), which in 1983 merged into the Chilean Social- 
ist Bloc (Bloque Socialista Chileno), and an ephemeral 

movement that was dominated by the Communist Party of 
Chile. Reluctant to join forces with the Socialist Conver- 
gence in opposing the Pinochet government, the Christian 
Democratic Party isolated itself from both the right and the 
left, and this climate of dissension weakened the opposi- 

tion. 
To organize opposition to Pinochet in the 1988 plebiscite, 
16 centrist and leftist parties formed the Command for No 

(Comando por el No), which after Pinochet’s defeat be- 
came the strongest opposition group and was renamed the 
Coalition of Parties for Democracy (Concertacién de los 
Partidos por la Democracia). In July 1989, constitutional 
amendments worked out between the government and the 
opposition were approved in a national referendum; in- 

cluded was the revocation of Article Eight, which banned 
Marxist parties. Two months later the government de- 
clared, with some restrictions, that all political exiles were 
permitted to return to Chile. In December 1989 the Chris- 
tian Democrat Patricio Aylwin Azécar won Chile’s first 
free presidential elections since the 1973 coup, and mod- 
erate and leftist parties won numerous seats in legislative 
elections. Democratic systems continued to strengthen, 
and by 2000 Ricardo Lagos was elected as the nation’s first 
socialist president since Allende. (C.N.Ca./Ed.) 
Education. Chile’s educational system, structured along 

the lines of 19th-century French and German models and 
highly regarded among Latin-American countries, is divid- 
ed into eight years of free and compulsory basic (primary) 
education, four years of optional secondary or vocational 
education, and additional (varying) years of higher educa- 
tion. Education is received by most primary-school-age 
children, accounting for the low illiteracy rate of 4 percent 
for persons 12 years of age and over. Private schools, which 
are run by religious congregations, ethnic groups (such as 
German, French, Italian, and Israeli), and private educa- 
tors have relatively high enrollments and cater to affluent 
families. 
University education in Chile is of considerable renown 

throughout Latin America. The major institution is the 
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University of Chile (originally founded in 1738), with 
campuses in Santiago, Arica, Talca, and Temuco. The 
University of Santiago of Chile and the Federico Santa 
Marta Technical University, in Valparaiso, are technical 
universities patterned after the German model. Private 
universities are the Catholic University of Chile in Santi- 
ago, the Catholic University of Valparaiso, the University 
of the North in Antofagasta, the University of Concep- 
cion, and the Southern University of Chile in Valdivia. 
Health and welfare. Social.welfare and labour legisla- 

tion evolved earlier in Chile than it did in other Latin- 
American countries, and they have reached a high level of 
development. Legislation was passed in the early part of 
the 20th century that regulated labour contracts, workers’ 
health, and accident insurance. In successive years the 

social security system expanded in an attempt to cover 
all labour sectors. All workers were eventually covered 
by the Social Insurance System, maintained through con- 

tributions of employers, employees, and the state. Since 
1973 the military government has changed social security 
into an individual savings scheme in which workers invest 
with private companies. 
Health care also developed remarkably during the first 

half of the 20th century by means of state health plans 
managed by the National Health Service, a subsidiary of 
the Ministry of Public Health. An increasing number of 
facilities, equipment, and qualified personnel have reduced 
morbidity and infant mortality, eradicated tuberculosis, 
and brought infectious diseases under control. A move- 
ment by the Pinochet government to modify the state- 
administered public health system by introducing a profit- 
oriented private health system began in 1980. It offered the 
option of private health care to those who could afford it. 

CULTURAL LIFE 

Language and a common history have promoted cultural 
homogeneity in the country. Even the Araucanians and 
certain Aymara minorities in the north share the values 
of the Chilean identity, while continuing to cherish their 
own cultural heritage. Chileans have always displayed a 
high degree of tolerance toward the customs and traditions 
of minority groups, as well as toward Christian and non- 
Christian religious practices. 
The flavour of local custom and tradition in Chile is 

readily observable in the numerous colourful religious fes- 
tivals that take place at various localities throughout the 
country. Hundreds of thousands of spectators are drawn 
to these processions. 
The arts. Literature, poetry in particular, is the most 

significant of the creative arts in Chile. Two Chilean po- 
ets, Gabriela Mistral and Pablo Neruda, won the Nobel 
Prize for Literature (1945 and 1971, respectively), and the 
poetry of Vicente Huidobro and Nicanor Parra, also of 

the 20th century, is recognized in the world of Hispanic 
literature. Fiction, on the other hand, has not been a suc- 

cessful genre, perhaps because of its marked parochialism. 
Manuel Rojas enjoyed, during the 1950s and 1960s, a 
degree of international popularity, and more recently the 
novels of Isabel Allende have become highly acclaimed 
not only in Latin America but also, in translation, in 
Europe and North America. 
Much of the fine and performing arts of Chile is centred 

in Santiago, and the main season for cultural events is 
between March and November. The most famed Chilean 
musician has long been the pianist Claudio Arrau. Com- 
posers such as Enrique Soro and Juan Orrego are noted 
in the Latin-American world of music, but they never 
achieved world recognition. The Chilean National Sym- 
phony Orchestra and several chamber music ensembles 
keep European musical culture alive in Chile. Dance and 
opera are highlighted by the Municipal Ballet and Opera 
and the National Ballet of the University of Chile. Con- 
temporary folk music, particularly tonadas (poetic tunes 
accompanied by guitar), had its halcyon days in the 1960s 
and early 1970s, when protest and social-content songs 
were fashionable. Violeta Parra, who died in 1969, ex- 
celled in this style. 

Santiago in particular is a hub of art galleries where the 
works of Chile’s artists are displayed and sold. The coun- 

try, however, has produced few artists of high acclaim. 
The painter Roberto Matta Echaurren and the sculptor 
Marta Colvin are among those of significance. 
Cultural institutions. The country, and Santiago in par- 

ticular, is rich in museums of fine arts; modern, folk, colo- 
nial, and pre-Columbian art; natural history; and Chilean 
national history. The Museum of National History is of 
particular note, and others include the Museum of Fine 
Arts, the Museum of Contemporary Art, and the Museum 
of Natural Science, all in Santiago. The main library, the 
National Library of Chile, ranks among the largest in 
Latin America. 
Recreation. There is ample recreational and sports op- 

portunity in Chile; the people can engage in most such ac- 
tivities common to Western cultures. The Pacific beaches 
are notably beautiful, but the cold water encourages more 
sunbathing than swimming. Vina del Mar is a particularly 
well-known summer resort, and the scenery of the Lake 
District to the south attracts many tourists. As in many 
Latin-American countries, football (soccer) arouses a par- 
ticular devotion among the populace, and crowds of up 
to 80,000 attend matches in Santiago. In this mountain- 
ous country skiing is enjoyed by devotees who flock to 
ski resorts, such as those at Portillo and Farellones (near 
Santiago) and those near Chillan to the south. 
Press and broadcasting. The degree of literacy and the 

demand for national and international information keeps 
a large number of journals and magazines in publication. 
Prior to the 1973 military coup, practically all political 
groups published their own daily or weekly journals. Af- 
ter the coup only journals that refrained from criticizing 
the government were allowed and censorship was strict 
and implacable. After 1981, books of political content or 
dissent were allowed to be published, provided the author 
was not suspected of being a Marxist. Radio and television 
stations followed policies of focusing attention away from 
poignant socioeconomic and political problems of the 
country. By tradition the stations have been operated by 
the universities but as commercial, profit-oriented enter- 
prises. In 1967 a government channel was founded, which 

was used by subsequent administrations to disseminate 
propaganda. 

For statistical data on the land and people of Chile, 
see the Britannica World Data section in the BRITANNICA 
BOOK OF THE YEAR. (C.N.Ca.) 

History 

PRECOLONIAL PERIOD 

At the time of the Spanish conquest of Chile in the mid- 
16th century, at least 500,000 Indians inhabited the re- 

gion. Nearly all of the scattered tribes were related in race 
and language, but they lacked any central governmental 
organization. The groups in northern Chile lived by fishing 
and by farming in the oases. In the 15th century they fell 
under the influence of expanding civilizations from Peru, 
first the Chincha and then the Quechua, who formed part 
of the extensive Inca Empire. Those invaders also tried 
unsuccessfully to conquer central and southern Chile. 
The Araucanian Indian groups were dispersed through- 

out southern Chile. These mobile peoples lived in. family 
clusters and small villages. A few engaged in subsistence 
agriculture, but most thrived from hunting, gathering, 
fishing, trading, and warring. The Araucanians resisted the 
Spanish as they had the Incas, but fighting and disease re- 
duced their numbers by two-thirds during the first century 
after the Europeans arrived. 

The Spanish conquest of Chile began in 1536-37, when 
forces under Diego de Almagro, associate and subsequent 
rival of Francisco Pizarro, invaded the region as far south 

as the Maule River in search of an “Otro Peru” (“Another 
Peru”). Finding neither a high civilization nor gold, the 
Spaniards decided to return immediately to Peru. The 
discouraging reports brought back by Almagro’s men fore- 
stalled further attempts at conquest until 1540-41, when 
Pizarro, after the death of Almagro, granted Pedro de Val- 
divia license to conquer and colonize the area. Valdivia, 
with about 150 companions, including his mistress, Inés 
Suarez, the only Spanish woman in the company, entered 
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Chile in late 1540 and founded Santiago (Feb. 12, 1541). 
For the next two decades the settlers lived a precarious 

existence and were constantly threatened by the Indians, 
who resisted enslavement. Before the safety of the colony 
was guaranteed, land was apportioned to the conquerors, 
and thus began the system of large estates. The estates were 
later institutionalized through the mayorazgo, a practice 
of transmitting estates by entail. 
Valdivia did not undertake the conquest of the region 

south of the Bio-Bio River until 1550. In that year Con- 
cepcidn was founded, and preparations were made to 
move southward. During the next two years settlements 
and forts were established in La Frontera, but in 1553 
the Araucanian Indians, under a skilled military chieftain 

named Lautaro, rose in a revolt that led to the capture 
and death of Valdivia and to the beginning of a costly 
struggle. The Araucanians, often referred to as the Apache 
of South America, kept the struggle alive until the 1880s 
by successfully adapting their way of life and military 
tactics to changing conditions. 
Although Concepcidn was destroyed on several occa- 

sions, it remained as the Spanish outpost in the south 
as did La Serena, founded in 1544, in the north. The 
province of Cuyo held the same position east of the Andes 
until 1776, when it was made a part of the newly created 
Viceroyalty of the Rio de la Plata. The conquest of Chile 
was finally consolidated during the late 1550s under Gov. 
Don Garcia Hurtado de Mendoza. Before the end of the 
16th century English pirates and freebooters, including Sir 
Francis Drake and Thomas Cavendish, and later Dutch 

adventurers harassed the coast in search of sudden wealth 
and as part of a prolonged effort to force Spain to permit 
neutral nations to trade with its New World colonies. 

COLONIAL PERIOD 

Because only quite limited amounts of precious metal were 
found in Chile, the settlers early turned their attention to 
agriculture. They grew a wide variety of cereals, vegeta- 
bles, and fruits; raised livestock; and consumed nearly all 
of their production locally. Largely because of the poverty 
of the colony, there were never more than a few thousand 
black slaves; and, because the Indians proved to be an 

unreliable source of labour, the settlers often had to work 
the fields themselves. The lack of mineral wealth also 
made the area unattractive to Spaniards, and at the end of 
the 16th century there were no more than 5,000 Spanish 
settlers in the entire colony. In this regard it should be 
pointed out that, beginning in 1600 and continuing until 
trade restrictions were relaxed in the late colonial period, 
Chile was a “deficit area” in the empire, and the Spanish 
crown had to provide an annual subsidy to meet the ex- 
pense of maintaining officials in Santiago and an army on 
the Araucanian frontier. 
Chile lived under the same administrative and religious 

systems as its neighbours, but because the colony was 
poor, there was until the 18th century a tendency to send 
mediocre officials to preside over its destinies. The Spanish 
crown and the Roman Catholic Church combined to limit 
the colonists’ administrative experience and economic de- 
velopment. The power of the captain-general, the highest 
royal official in the colony, was absolute. Appeals to the 
viceroy in Peru or the king in Spain were always possible, 
at least in theory. Chilean trade was tightly controlled 
from Peru. The influence of the Catholic Church in sec- 
ular affairs was always significant and frequently decisive. 
The most apparent social development after 1600 was 

the rapid growth of a mestizo (mixed Indian and Euro- 
pean) group, which gives present-day Chile its homoge- 
neous ethnic character. By the end of the colonial period, 

when the population reached an estimated 500,000 (not 
including unsubjugated Indians), approximately 300,000 
were mestizos and about 150,000 were Creoles (native- 
born persons of European descent). About 20,000 were 
peninsulares (recently arrived Spaniards), perhaps 15,000 
were blacks, and a handful were recently emancipated 
Indians. Society was highly structured, with peninsulares 
at the top, followed by Creoles, mestizos, Indians, and 
African slaves. At the end of the colonial period, the 
vast majority of the population was concentrated in the 

Aconcagua Valley and the Central Valley (extending from 
Santiago to Concepcion), which together form “the cradle 
of Chilean nationality.” 
Education in colonial Chile was almost a complete 
monopoly of the Catholic clergy and reinforced the so- 
ciety’s strong class differences. In 1758, however, courses 
were opened in the Royal and Pontifical University of San 
Felipe at Santiago and attracted students from the Span- 
ish colonies across the Andes. Nonetheless, intellectual 
life in Chile developed slowly. The colony did not have 
a printing press until shortly before it won independence 
from Spain in 1818, and the paucity of contacts with the 
outside world reinforced its insularity. 

STRUGGLE FOR INDEPENDENCE 

Despite the colony’s isolation, its inhabitants at the start of 
the 19th century were affected by developments elsewhere. 
The most significant of those developments were the win- 
ning of independence by the 13 Anglo-American colonies 
and by Haiti, the French Revolution, and the inability of 
Spain to defend its system in America, as indicated by 
the British invasion of the La Plata region and increased 
contraband trade on the part of British and U‘S. citizens. 
Finally and decisively came the intervention of Napoleon 
in Spain, an act that in 1808 threw Chile and the other 
colonies on their own resources and led them to take the 
first steps toward greater autonomy and self-government. 
In Chile the initial move toward independence was made 
on Sept. 18, 1810, when a cabildo abierto (open town 
meeting) in Santiago, attended by representatives of priv- 
ileged groups whose vaguely defined objectives included 
a change in administration, accepted the resignation of 
the President-Governor and in his place elected a junta 
composed of local leaders. 

From 1810 to 1813 the course of the patriots was rela- 
tively peaceful because they were able to maintain them- 
selves without formal ties to the Viceroyalty of Lima. 
Trade restrictions were relaxed; steps were taken toward 

the eventual abolition of slavery; a newspaper was estab- 
lished to publicize the beliefs of the patriots; and education 
was promoted, including the founding of the National 
Institute. However, the embers of civil strife were also 
fanned. The Creoles were divided over how far the colony 
should go toward self-government. José Miguel Carrera 
and his brothers, whose desire for complete independence 
was equaled if not surpassed by their personal ambition, 
inflamed the issues. Meanwhile, Spain had taken steps 
to reassert its control over the colony. At the Battle of 
Rancagua, on Oct. | and 2, 1814, it reestablished its mil- 
itary supremacy and ended what has been called /a patria 
vieja (“The old fatherland”). 
Following the defeat at Rancagua, patriot leaders, among 

them the Carrera brothers and Bernardo O’Higgins, future 
director-dictator of Chile, migrated to Argentina. There 
O’Higgins won the support of José de San Martin, who, 
with the support of the revolutionary government in 
Buenos Aires, was raising an army to free the southern 
portion of the continent by first liberating Chile and then 
attacking Peru from the sea. The Carreras continued their 
spirited agitation for independence in Buenos Aires and 
the United States. 
Meanwhile, many of those who remained in Chile suf- 

fered from the harsh rule of Spain’s inept representatives 
and became convinced that absolute independence was 
necessary. In January 1817 San Martin’s well-drilled army, 
with O’Higgins as one of its commanders, began its march 
across the Andes; and on Feb. 12, 1817, the patriot forces 
defeated the royalists on the hill of Chacabuco, which 
opened the way to Santiago. O’Higgins was proclaimed 
supreme director of Chile, although the act of declaring 
Chile’s independence was not taken until a year later (Feb. 
12, 1818), on the first anniversary of Chacabuco; and the 
decisive defeat of Spain on the Chilean mainland (Spain 
held the island of Chiloé until 1826) did not come until 
the Battle of Maipa, on April 5, 1818. Before emanci- 
pation was assured, O’Higgins began the creation of the 

Chilean navy, which by late 1818 was in the process of 
clearing the Chilean coast of Spanish vessels. 
Chile was free, but its inherent weaknesses were every- 
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where manifest. The Creoles remained bitterly divided 

between O’Higgins and the Carreras. Two of the Carrera 

brothers had been executed in Mendoza, Arg., in 1818; 

and José Miguel Carrera suffered the same fate in the 

same city in 1821. The elite groups were dedicated to the 
retention of those institutions on which such things as law, 

property, family, and religion were founded. The masses, 
who had been little more than spectators in the conflicts 
between 1810 and 1818, were excluded from government. 

: (J.J.Jo./P.W.D.) 

CHILE FROM 1818 TO 1920 

The Chilean oligarchy had little sympathy with O’ Higgins, 
who favoured reducing their privileges. They accepted 
him, however, because he was supported by the army 
and because of dangers posed by Spaniards still in Peru 
and in parts of Chile (Valdivia and the island of Chiloé) 
and by internal guerrillas loyal to the Spanish monarchy. 
Opposition to O’Higgins began to make itself heard once 
the Chilean-Argentine army expelled the Spaniards from 
Peru; it increased after 1822, when the Chileans succeeded 

in driving the remaining Spaniards from Chile. O’Higgins’ 
attempt, by means of a new constitution, to concede a 

larger political role to the oligarchy did not increase his 
support, and general unrest and poor harvests forced him 

to abdicate in 1823. 
The years 1823-30 were troubled by an internal political 

split between the oligarchy and the army; 30 successive 
governments held office, and a variety of political exper- 
iments were tried. Rivalries developed between federalists 
and centralizers and between authoritarians and liberals. 
To the political chaos were added financial and economic 
disorder and an increase in lawlessness that tended to 
strengthen the authoritarian members of the oligarchy. 
Rival political factions were eliminated in 1829 when au- 
thoritarians, with the help of a part of the army, were 
able to install a junta (collegial government) that nomi- 
nated José Tomas de Ovalle as provisory president. Actual 
power, however, was held by Diego Portales, who, as ei- 
ther a cabinet member or a private citizen, in fact ruled 
as a virtual dictator. 
The conservative hegemony, 1830-61. During the next 

30 years, Chile established its own definitive organization, 
made possible by a compromise among the members of 
the oligarchy. Portales played an important role in the 
compromise, and a new constitution achieved as a result 
(1833) remained the basis of Chilean political life until 
1925. It created a strong central government, responsive 
to the influence of the landowning class, which controlled 
the parliament. 
The establishment of this new political structure united 

the different factions that brought Ovalle and later Joaquin 
Prieto to power. The new government was strengthened 
by a successful war against the Peruvian-Bolivian Confed- 
eration (1836-39), during which it broadened its support 
by reinstating army officers ousted when the conservatives 
had seized power in 1829-30. 
Economic prosperity. The government of Prieto and the 

succeeding governments of Manuel Bulnes and of Manuel 
Montt dedicated themselves to developing the economy. 
Their first and most pressing need was to reestablish the 
state finances, exhausted by the war. To this end, mea- 

sures were taken to expand the principal source of state 
income—foreign trade. A free port was created at Valpa- 
raiso to encourage trade by foreign, especially British, mer- 
chants. These measures, however, would not have worked 
if Chilean products had not found new markets abroad. 
The discovery of gold in California (1848) and in Aus- 
tralia (1853) assured Chilean grain a vast market as the 
populations of those two areas expanded. The production 
of silver and copper increased in response to European 
demand, thereby increasing the wealth of the state and the 
dominant class. The economic development helped over- 
come political disagreements and aided the consolidation 
of internal peace. 
Political stability and economic prosperity opened the 

way to modernization: the construction of the first rail- 
roads began, new roads were opened, and the harbours 
were improved. The government tried also to develop ed- 

ucation, though largely for upper-class children. The Uni- 
versity of Chile was founded, and foreign scholars were 
recruited to foster geologic, botanical, and economic stud- 
ies. The development of commerce attracted numerous 
foreign entrepreneurs (British, French, and North Ameri- 
can), who came to dominate the import-export trade. 
Political diversification. The increase of wealth that 

especially favoured the oligarchy and foreign merchants 
also contributed to a diversification of the ruling class; 
the development of mining production in the north and 
of agriculture in the south created new fortunes, whose 
owners soon made their entry into the political world. An 
attempted coup d’état, the “revolution of 1851,” failed but 
was an indication of the political awakening of these new 
elements. A new development among younger members 
of the traditional oligarchy was the growth of liberalism 
and the appearance of political clubs around the middle 
of the century. 
The impact of these forces was felt inside the political 

establishment, so much so that a minor conflict between 
the state and the church over the right to make ecclesias- 
tical appointments was sufficient to break the unity of the 
dominant political class. The oligarchy was divided into 
two groups: conservatives, who defended the traditional 
privileges of the church; and nationalists, who maintained 
the supremacy of the state. A part of each group, dissatis- 
fied by the authoritarian government of President Montt, 
united and created a separate faction, the liberals. 
The widening of liberal influence, 1861-91. The period 

after 1860, known as the “Liberal Republic,” saw the 

emergence of many rival political groups whose common 
characteristic—following an unsuccessful armed insurrec- 
tion by radicals in 1859—was an attempt to gain power 
by peaceful means. 
Political factions. After 1855 the conservative element, 

supporting the hegemony of the church, had allied with the 
liberals in opposing President Montt. The radicals joined 
the alliance against Montt. José Joaquin Pérez (1861-71), 
though elected with the support of the “nationalists,” gov- 
erned with the help of the liberal-conservative alliance. A 
division in the dominating political classes occurred about 
1872, when the liberals started to draw away from the 
conservatives; the liberals succeeded in ending the Roman 
Catholic Church’s monopoly in religious matters. 
European influences. The fight to secularize the state 

opened the country to European influences in cultural 
activities and civil reforms. Young members of the eco- 
nomic and political oligarchy began to travel and study in 
Europe. They brought back many political, literary, and 
scientific ideas. 
This new political and cultural opening toward Europe 

was linked to closer economic relations, especially with 
Great Britain, Chile’s main trading partner. The British 
began to invest directly in Chile, supplying the capital 
needed to bring about the construction of railroads and 
the modernization of ports and public services. The in- 
crease of imports and the payment of interest from loans 
aggravated an already weak balance of payments and re- 
sulted in a continuing devaluation of the Chilean peso in 
relation to the British pound sterling. 
The War of the Pacific (1879-83). The need to improve 

its balance of payments attracted Chile to saltpetre mines 
situated along the Chilean border in the Bolivian province 
of Antofagasta and in the Peruvian provinces of Tarapaca 
and Arica. Ill-defined borders and oppressive measures 
allegedly taken against the Chilean migrant population in 
these territories furnished Chile with a pretext for invasion. 
Chile defeated the Peruvian-Bolivian army and annexed 
these provinces. 
The War of the Pacific had broad repercussions. France, 

Germany, and especially Britain had strong interests in 
the saltpetre mines, and they threatened to intervene. The 
United States, hoping to restrict European influence, of- 
fered to resolve the conflict by mediation; Chile refused 
the U.S. offer, fearing that it would have to give up its 
territorial gains. German support of the Chilean position 
further impeded European intervention. 
The war weakened Chilean finances, and the economic 

situation continued to worsen. During the presidency of 

Balance-of- 
payments 
crisis 



Organi- 
zation of 
political 
parties 

Deteri- 
orating 
economy 

José Manuel Balmaceda (1886-91) the government tried 
to claim the revenues from the saltpetre mines and thus to 
assert major responsibility in economic matters. Nearly all 
of the oligarchy, however, was looking for a weaker, rather 
than a stronger, central power and objected to this attempt 
to strengthen the executive. The clash was resolved in a 
brief civil war, which ended with Balmaceda’s abdication 
of the presidency. 

Political development, 1891-1920. The coalition that 
overthrew Balmaceda resulted from a large political re- 
grouping of all those who wanted to strengthen the parlia- 
ment; thus, after the civil war Chile’s presidential republic 
was converted into a parliamentary republic. This meant 
that the oligarchy, which had extended itself into com- 
merce and banking, needed only to assure itself of con- 
trol of parliament—and thus of the various ministries— 
to dominate the political life of the country. In order to 
remain in office, governments now had to have the con- 

fidence of the parliament. What emerged was a continual 
struggle for power among the factions, which began to 
organize themselves as real political parties. 
Growth of the middle and lower classes. The period be- 

tween 1891 and 1920 was one of intense political activity 
that saw the formation of new political parties and tenden- 
cies that tried to express the political desires of the middle 
and lower classes. The development of a state bureaucracy 
and the growth of the railroads and of commerce favoured 
the formation of social groups with urban concerns, rarely 
linked to the landed oligarchy, and increasingly aware of 
their possible political roles. 
An active working class developed in the saltpetre mines, 

in the large public utility enterprises (railways, gas, elec- 
tricity), and in the many factories that began to appear in 
the urban centres, especially in Santiago. The first strikes 
to obtain better salaries and working conditions occurred 
during this period. 
Formation of new political parties. The radical political 

faction—born as a dissenting wing of the liberals and striv- 
ing toward the secularization of the country—became the 
Radical Party in 1888 and tended progressively to voice 
the concerns of the growing middle class. 
The Democratic Party (Partido Democratico; formed 
1887) was led by Malaquias Concha, who spoke for the 
needs of the artisans and a part of the urban workers. 
Founded by former radicals, this party differed from the 
Radical Party only in the particular emphasis it gave to 
the labour movement. 
Marxist ideology had begun to spread among Chilean 

workers. The first socialist group, founded in 1897, ad- 
vocated anarchism and a worker-controlled economy. It 
became the Socialist Party in 1901 but had a fleeting life. 
The increase of strikes and dissatisfaction of the miners, 
however, led to the formation (1912) in the mining region 
of a new Worker’s Socialist Party (Partido Obrero Social- 
ista), which influenced workers and university students 
and advocated an international class struggle; it became 
the Communist Party in 1922. 
Decline of the ruling class. The radicalization of the 

parties of the left was caused largely by the ruling class’s 
neglect of Chile’s complex economic and social problems. 
The ruling class, concerned with protecting its own inter- 
ests, failed to introduce needed reforms, and as a result 
the political instability already evident in the late 19th 
century grew worse. The traditional Liberal and Con- 
servative parties were unable to adapt to the country’s 
changing situation. 
Along with the growing political and social problems, the 

economic situation also worsened. Loans obtained from 
Britain and, after 1916, from the United States served 
more to pay the interest on previous debts and to cover 
state expenses than to allow productive investments. The 
country consumed more than it produced, and this was 
translated into an annual inflation rate of more than 10 
percent and to the constant devaluation of the currency 
in relation to the pound sterling and the dollar. Agrarian 
production barely kept pace with home consumption, but 
the large landowners were unable to introduce techniques 
to increase it. Industrial development lagged because of 
insufficient capital. 

CHILE AFTER 1920 

Political uncertainty, 1920-38. In the decade follow- 

ing World War I, falling saltpetre sales and rising infla- 
tion fueled dissatisfaction among the middle and working 
classes. They supported the election of the reformist pres- 
ident Arturo Alessandri Palma in 1920. When the legisla- 
ture blocked his initiatives, discontent spread to middle- 
class army officers. They intervened in 1924 to force 
parliamentary passage of his social reforms. Alessandri 
resigned but the military returned him to power in 1925. 
In that year the army backed Alessandri’s installation of 
a new constitution, which lasted until 1973. It established 
a presidential republic, separated church and state, and 
codified the new labour and welfare legislation. 
In the period between 1924 and 1932, 21 cabinets were 

formed and dissolved. These were years of profound crises, 
marked by attempts to create a new political structure by 
replacing the oligarchy with a new political elite. Under the 
military dictatorship of Carlos Ibafiez del Campo (1927- 
31), new economic reforms were tried: new industrial 
products were developed, the saltpetre mines were par- 
tially nationalized, public works were begun, and public 
education was improved. But these reforms did not touch 
the economic power of the oligarchy, which remained the 
principal political force. 

Effects of the world depression. The world depression 
of the 1930s was difficult for Chile’s economy because 
the international demand and the prices for saltpetre and 
copper plummeted. Chile was forced to reduce imports, 
which in turn reduced national production. Incomes di- 
minished, while public expenditures grew. 
The economic crisis, accompanied by the fall of Ibafiez, 

permitted the traditional political forces to regain power. 
They remained in office only briefly, from July 1931 to 
June 1932, under the presidency of Juan Esteban Mon- 
tero Rodriguez, because the crisis was so strong that every 
attempted improvement failed. Power was then gained 
by a civilian-military coalition that formed the Socialist 
Republic (from June to September 1932), which spawned 
the modern Socialist Party. By the end of 1932, how- 
ever, new elections returned Arturo Alessandri Palma to 
the presidency. 

Return to constitutional normality. Alessandri’s second 
term (1932-38) was characterized by a return to con- 
stitutional normality and by the return to power of the 
old ruling class. Alessandri tried to restore state finances, 
badly weakened by the crisis. His economic measures 
attempted to increase mining and industrial production. 
Public works eased part of the existing unemployment. 
Social discomfort diminished, but it did not disappear. 
The Radical presidencies, 1938-52. The return to con- 

stitutional government did not resolve Chile’s serious 
problems. The discontent of the workers and especially 
of the middle class was manifested in the 1938 presiden- 
tial election. The Radical candidate, Pedro Aguirre Cerda, 
won with the support of a coalition of the left. 
The presidencies of Aguirre Cerda and Rios. The pe- 

riod of Radical presidencies can be divided into two parts, 
separated by 1946. The first part included the presiden- 
cies of Aguirre Cerda (1938-41) and Juan Antonio Rios 
(1942-46). Aguirre Cerda represented the middle class; 
his triumph came through the support of a popular front, 
which included the Radical, Socialist, and Communist 
parties and also the left-inspired Confederation of Chilean 
Workers. 
Aguirre Cerda’s program included measures for in- 

creasing industrial output. The Development Corporation 
(Corporacién de Fomento de la Produccién; Corfo) was 
created in 1939 to reduce imports and thus diminish the 
trade deficit by developing industry, mainly to produce 
consumer and intermediate goods. 
During World War II Chile remained neutral until, in 

1942, in a common action with other Latin-American 
countries, it declared war on Germany, Italy, and Japan. 
World War II and the Korean War of the early 1950s 
benefited Chile’s economy; an increased demand for cop- 
per permitted a rise in incomes, which facilitated the 
expansion of public education and aided industrial devel- 
opment, thus helping to increase production. 
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The presidency of Gabriel Gonzalez Videla. During the 
period from 1946 to 1952, the president was Gabriel 
Gonzalez Videla, also of the Radical Party, who gained 
a plurality with the support of the Communists. The So- 
cialist Party denounced an offer of alliance, however, and 
the popular front could not be reconstituted. Gonzalez 
Videla’s first cabinets, between 1946 and 1948, included 
Communist ministers; but the international Cold War and 
Chile’s internal troubles soon pushed Gonzalez Videla to- 
ward the right. After 1948 he outlawed the Communists 
and ruled with the support of the Liberal Party. 
Economic links with the United States, which had grown 

after the economic crisis of the 1930s, were strengthened 
after World War II; U.S. investments in Chile increased 
from $414,000,000 in 1945 to $540,000,000 in 1950, 

largely in copper production. By 1952 the United States 
had loaned $342,000,000 to the Chilean government. The 
exchange of technicians and professors helped tighten 
technical and cultural links between the two countries. 
The presidency of Gonzalez Videla saw the strong po- 

litical recovery of the right. The Radical presidents had 
failed to transform Chile’s economic and social situations. 
Between 1940 and 1952 Chile’s population rose from 
5,000,000 to 6,350,000, with the strongest increase in ur- 

ban areas, which accounted for 52 percent of the total 

population in 1940 and 60 percent in 1952. Production 
rose during this period by a rate very close to the rise in 
population. But social inequities were not reduced. 
Political stagnation, 1952-64. Various conditions ex- 

plain the victory in 1952 of the former dictator Gen. 
Carlos Ibafiez del Campo. Under Radical rule the middle 
class had affirmed its political importance without injur- 
ing the economic power of the landed oligarchy, but the 
lower classes fell farther behind the middle and upper 
strata. In 1949 the vote was granted to women, and the 
electorate thus expanded from 631,257 in 1946 to about 

1,000,000 in 1952. President Ibafiez was the candidate of 
a heterogeneous front based on his personal charisma, but 

he was not the choice of particular political parties. 
Ibafiez had promised to rule with a strong hand and if 

necessary eliminate the parliament; but during his six years 
as president, he ruled with the support of the traditional 
right, which prevented any attempt at reform. Ibafiez re- 
tained the policy of state intervention in the economy and 
industrial matters inaugurated by the Radical cabinets. 
The presidency of Jorge Alessandri Rodriguez. Ibanez 

was succeeded (1958-64) by the son of Arturo Alessandri 
Palma, Jorge Alessandri Rodriguez, who won the support 
of the Conservative and Liberal parties. To satisfy popular 
demands without altering profoundly the structures of the 
country, he launched a public works program that helped 
absorb the masses of unemployed. At the same time, he 
tried to reduce the high inflation rate (about 60-70 per- 
cent yearly), to augment productivity by reducing taxes on 
business enterprises, and to stimulate industrial growth by 
expanding the home market through public expenditure. 
The government placed restrictions on salary increases; 

salaries thus rose more slowly than prices, which contin- 
ued to increase by about 30 percent yearly. This alienated 
the voters, and the government had to call for the support 
of the Radical Party. 
New political groupings. Popular discontent helped re- 

vive the Marxist-inspired Socialist and Communist parties 
and produced an electoral loss of the parties of the right 
that corresponded with the rise of those of the left. 
The Christian Democratic Party, a centrist reform party 
founded in 1957, enjoyed the biggest increase—from 9 
percent in 1957 to 15 percent in 1961. The Christian 
Democratic Party grew out of the Conservative Party. In 
1938 a group of young conservatives had left their party 
to form the National Falange (Falange Nacional). In 1957 
the National Falange fused with the Social Christian Party 
(which had also seceded from the Conservatives) to form 
the Christian Democratic Party, whose program tended 
toward serious reforms in the archaic economic and social 
structures. The Communist Party regained strength peace- 
fully through an alliance with the Socialist Party, which 
believed that election was not the only way to power and 
which rejected alliances with the non-Marxist left. 

At the end of Alessandri Rodriguez’ rule the nght-wing 
parties were so weakened that their electoral strength was 
practically cut in half in the 1965 elections; in order to 

remain on the political scene, they joined together to form 
the National Party. The centrist Radical Party also lost 
support. A common point existed between the Christian 
Democratic Party and the Marxist parties—the wish to 
weaken the old economic and political oligarchy and to 
try to rescue the country from its chronic underdevelop- 
ment by more decisive action in the agrarian sectors. 
A period of change, 1964-73. In the election of 1964 

the Christian Democratic candidate, Eduardo Frei Mon- 
talva, won 56 percent of the votes. Support from the right- 
wing parties helped him defeat the Marxist coalition. 
The presidency of Frei Montalva. Frei’s program, syn- 

thesized in the slogan “Revolution in Liberty,” promised 
a series of reforms for developing the country by rais- 
ing the incomes of the lower classes. To attain this aim, 
Frei and the Christian Democrats instituted a program 
of “Chileanization,” by which the state took control of 

copper, Chile’s principal resource, acquiring 51 percent of 
the shares of the large U.S. copper companies in Chile. 
They thus intended to increase incomes, with which they 
planned to permit industries to develop; they also planned 
a vast agrarian reform by which to reduce the imports 
of agricultural products. Frei also promised decisive state 
intervention and reform in banking. The Frei adminis- 
tration, at least during its first years, counted on strong 
support from the middle class. But the government alien- 
ated some of the middle class by trying also to obtain the 
support of the peasants and of the urban underemployed, 
until then on the margin of the political scene. 
In 1967, with the support of the Socialist and Communist 

parties, an agrarian reform law was approved that enabled 
the government to expropriate uncultivated land and to 
limit the land that could be conserved by each owner. 
Peasant cooperatives were to be established on these lands, 
and the state was empowered to teach the peasants better 
farming techniques. Agrarian reform, however, proceeded 
slowly because of its costly emphasis on better housing 
and agricultural equipment and on an irrigation system. 
By 1970 about 5,000,000 acres had been expropriated. 
The socialist experiment. The reformist program of the 

Frei government gave poorer people the incentive to take 
an active role in political life. This increase in political 
participation brought about further radicalization not only 
of the Communist and Socialist parties but also of some of 
the Radicals and Christian Democrats. In 1969 this cluster 
of parties and left-wing groups formed the Popular Unity 
(Unidad Popular) coalition, proposing as its presidential 
candidate Salvador Allende Gossens, a Socialist and an 
avowed Marxist; he was elected president in 1970. 
The Popular Unity program envisaged the eventual tran- 

sition to socialism, which was to be accomplished through 
the end of domination of mining and finance by for- 
eign capital, expanded agrarian reform, and more equal 
distribution of income favouring the poorer classes. The 
accomplishments of this program were responsible for the 
advance of Popular Unity in the municipal elections of 
1971 and in the congressional elections of 1973. 
Between 1970 and 1972, however, toleration of the Pop- 

ular Unity government by the middle class declined as 
a consequence of difficulties in the economy, which fea- 
tured a complex and not always consistent reorganization 
resulting from the nationalization of U.S.-owned copper 
mines—the main resource of economic production—and 
of a number of heavy industries. Difficulties in maintain- 
ing production levels were further augmented by boycotts 
on the side of foreign capital, mainly American, and the 
reduction of agricultural production as a consequence of 
agrarian reform. Inflation and stagnation of production 
were propitious to the growth and regrouping of the forces 
that opposed the socialist experiment. The oligarchy, 
the right-wing National Party, and the centre Christian 
Democrats finally joined their efforts and supported the 
antigovernment trends in the armed forces. 
The military dictatorship, from 1973. On Sept. 11, 
1973, the armed forces staged a coup d’état. Allende died 
during an assault on the presidential palace, and a junta 
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composed of three generals and an admiral, with Gen. Au- 
gusto Pinochet Ugarte as president, was installed. At the 
outset the junta received the support of the oligarchy and 
of a sizable part of the middle-class. This support by mod- 
erate political forces, including many Christian Democrats, 
can be explained by their belief that a dictatorship repre- 
sented a transitional stage necessary to restoring the status 
quo as it had been before 1970. Very soon they were to 
concede that the military officers in power had their own 
political objectives, including the repression of all left-wing 
and centre political forces. The Christian Democratic, Na- 
tional, and Radical Democracy parties were declared to be 
in “indefinite recess,” and the Communists, Socialists, and 
Radicals were proscribed. In 1977 the traditional parties 
were dissolved, and a private enterprise economy was in- 
stated. 
The policies of the military government, though encour- 

aging the development of free enterprise and a new entre- 
preneurial class, caused unemployment, a decline of real 
wages, and, as a consequence, a worsening of the standard 
of living of the lower and middle classes. Conditions were 
complicated by a developing international economic crisis. 
In 1981 a new constitution, as well as an eight-year exten- 
sion of Pinochet’s presidential term, was approved after a 
tightly controlled plebiscite was held. The document in- 
cluded specific provisions for a transition to civilian gov- 
ernment over the same eight-year period. 

(M.A.Ca./P.W.D.) 
Pinochet’s economic policies called for a return to a free 

market system. Economic growth did not occur as expect- 
ed; the national debt increased, the price of copper on the 
international market dropped, and inflation and unem- 
ployment rose. Several opposition parties, the Christian 
Democratic Party being the largest, formed a new centre- 
left coalition, the Democratic Alliance (Alianza Demo- 
cratica; AD). Large-scale popular protests erupted after 
1983. The Roman Catholic Church also began openly to 
support the opposition. In August 1984, 11 parties of the 
right and centre signed an accord, worked out by the 
Archbishop of Santiago, Ratil Cardinal Silva Henriquez, 
calling for elections to be scheduled before 1989. Addi- 
tional pressure came from the United States and other 
countries that had supported Chile economically but now 
showed signs of impatience with Pinochet’s rule and with 
the numerous reports of human rights violations attrib- 
uted to his regime. 

The economic and political climate continued to be 

volatile in the late 1980s, with increasing pressure for gov- 
ernmental change. Although Pinochet made occasional 
concessions, he showed little sign of relinquishing his con- 
trol or relaxing his restrictive policies. On Oct. 5, 1988, 
however, in a constitutionally mandated plebiscite, voters 
rejected Pinochet, who had been chosen as the sole candi- 
date for president by the junta in August. The first free 
elections since the 1973 coup were scheduled for Decem- 
ber 1989. 
In the presidential election, Christian Democrat Patricio 

Aylwin Azécar, leader of the Coalition of Parties for 
Democracy, won by a large margin over his closest oppo- 
nent, Hernan Biichi Buc, a former finance minister and 
the government-endorsed candidate. The coalition also 
gained a majority in the lower chamber and nearly half the 
seats in the upper chamber. Aylwin, who took office in 
March 1990, supported Chile’s free-market system but also 
emphasized social and political change. However, prior to 
Aylwin’s election, Pinochet had secured legislation that al- 
lowed him to appoint several new Supreme Court justices 
and claim a lifetime senatorial seat; he also retained signif- 
icant power as commander of the armed forces until his re- 
tirement from the military in 1998. 
During the 1990s Chile had a generally negative balance 

of trade and modest economic growth. Moderate policies 
and increased civil liberties were promoted by Presidents 

Eduardo Frei, Jr., who led the Coalition of Parties for 

Democracy, and Ricardo Lagos, who was elected in 2000 
as Chile’s first socialist president since Allende. 

In 1998 Chile became embroiled in an unprecedented 
controversy. Pinochet was detained while visiting London, 
because a Spanish judge requested his extradition in con- 
nection with the earlier torture of Spanish citizens in Chile. 
The case caused the United States and other countries to 
release documents relating to those who had “disappeared” 
in Chile under Pinochet’s dictatorship; partly as a result, 
similar crimes committed in nearby countries also came to 
light. In January 2000 Pinochet won an appeal on medical 
grounds and returned home, but Chilean authorities con- 
tinued to investigate numerous charges of earlier human 
rights abuses. (Ed.) 
For later developments in the history of Chile, see the 
BRITANNICA BOOK OF THE YEAR. 
For coverage of related topics in the Macropexdia and Mi- 

cropedia, see the Propedia, sections 951, 964, 966, and 
974, and the Index. 
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China 
hina (in full People’s Republic of China, Wade- 

( Giles romanization Chung-hua Jen-min Kung-ho- 
kuo, Pinyin Zhonghua Renmin Gongheguo) is the 

largest of all Asian countries and has the largest population 

of any country in the world. Occupying nearly the entire 
East Asian landmass, it stretches for about 3,100 miles 
(5,000 kilometres) from east to west and 3,400 miles from 

north to south and covers an area of about 3,696,100 
square miles (9,572,900 square kilometres). China is sur- 

passed in area only by Russia and Canada. 
China’s land frontier is about 12,400 miles in length, and 

its coastline extends for some 8,700 miles. The country is 
bounded by Mongolia to the north; Russia and North 
Korea to the northeast; the Yellow Sea and the East China 
Sea to the east; the South China Sea to the southeast; Viet- 
nam, Laos, Myanmar (Burma), India, Bhutan, and Nepal 

to the south; Pakistan to the southwest; and Afghanistan, 
Tajikistan, Kyrgyzstan, and Kazakstan to the west. 
China has 33 administrative units directly under the 

central government; these consist of 22 provinces, five 
autonomous regions, four municipalities (Chungking, 
Peking, Shanghai, and Tientsin), and two special adminis- 
trative regions (Hong Kong and Macau). The island 
province of Taiwan, which has been under separate ad- 
ministration since 1949, is discussed in the article TAIWAN. 
Peking (Beijing), the capital of the People’s Republic, is 
also the major cultural, economic, and communications 
centre of the nation. Shanghai is the main industrial city 
and has rapidy emerging financial and commercial sectors; 
Hong Kong is China’s leading financial and commercial 
centre and port. 
Within China’s boundaries exists a highly diverse and 
complex country. Its topography encompasses the highest 
and one of the lowest places on Earth, and its relief varies 
from nearly impenetrable mountainous terrain to vast 
coastal lowlands. China’s climate ranges from dry, desert- 
like conditions in the northwest to tropical monsoon in the 
southeast, and the country has the greatest contrast in tem- 
perature between its northern and southern borders of any 
nation in the world. 
The diversity of both China’s relief and its climate has re- 

sulted in one of the world’s widest arrays of ecological 
niches, and these niches have been filled by a vast number 
of plant and animal species. Indeed, practically all types of 
Northern Hemisphere plants, except those of the polar 
tundra, are found in China, and, despite the continuous in- 
roads of humans over the millennia, China still is home to 

some of the world’s most exotic animals. 
Probably the single most identifiable characteristic of 

China to the people of the rest of the world is the size of its 
population. More than one-fifth of mankind is of Chinese 
nationality. The great majority of the population is Chi- 
nese (Han), and thus China is often characterized as an 
ethnically homogeneous country; but few countries have as 
wide a variety of indigenous peoples as does China. Even 
among the Han there are cultural and linguistic differences 
between regions; for example, the only point of linguistic 
commonality between two individuals from different parts 
of China may be the written Chinese language. Because 
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China’s population is so enormous, the population density 
is also often thought to be uniformly high, but vast areas 
of China are either uninhabited or sparsely populated. 
With more than 4,000 years of recorded history, China is 

one of the few existing countries that also flourished eco- 
nomically and culturally as one of the world’s earliest civ- 
ilizations. Indeed, despite the political and social upheavals 
that frequently have ravaged the country, China is unique 
among nations in its longevity and resilience as a discrete 
politico-cultural unit. Much of China’s cultural develop- 
ment has been accomplished with relatively little outside 
influence, the introduction of Buddhism from India con- 
stituting a major exception. Even when the country was 

penetrated by such “barbarian” peoples as the Manchus, 
these groups soon became largely absorbed into the fabric 

of Han Chinese culture. 
This relative isolation from the outside world made pos- 

sible over the centuries the flowering and refinement of the 
Chinese culture, but it also left China ill prepared to cope 
with that world when, from the mid-19th century, it was 
confronted by technologically superior foreign nations. 
There followed a century of decline and decrepitude, as 

China found itself relatively helpless in the face of a foreign 
onslaught. The trauma of this external challenge became 
the catalyst for a revolution that began in the early 20th 
century against the old regime and culminated in the es- 
tablishment of a Communist governnfent in 1949. This 
event reshaped global political geography, and China has 

since come to rank among the most influential countries 

in the world. 
Central to China’s administrative, political, cultural, and 

economic character is the province, or sheng. The prov- 
inces are traceable in their current form to the T’ang dy- 
nasty (AD 618-907). Over the centuries, provinces gained 
in importance as centres of political and economic author- 

ity and increasingly became the focus of regional identifi- 
cation and loyalty. Provincial power reached its peak in the 
first two decades of the 20th century, but since the estab- 
lishment of Communist rule in China this power has been 

curtailed by a strong central leadership in Peking. 
Nonetheless, while the Chinese state has remained unitary 
in form, the vast size and population of China’s prov- 

inces—which are comparable to large and midsize na- 

tions—dictate their continuing importance as a level of 
subnational administration. 
This article first discusses the physical and human geog- 

raphy of the country, followed by the history of China 
from prehistory to the present day. Finally, the 33 admin- 
istrative units, organized by region, are treated indivi- 
dually in detail. The province-level municipalities of 
Chungking, Peking, Shanghai, and Tientsin are listed in 
the outline below in their respective regions, but the dis- 
cussions of these cities appear in the Macropexdia articles 
CHUNGKING (CHONGQING), PEKING (BEIJING), SHANGHAI, 
and TIENTSIN (TIANJIN). The Hong Kong and Macau spe- 
cial administrative regions, also listed in the outline, are 
discussed in the articles HONG KONG and (in the Micrope- 
dia) MACAU. 
The article is divided into the following sections: 
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The history of the Chou (1111-255 Bc) 
Social, political, and cultural changes 
The Ch’in Empire (221-206 Bc) 

The Han dynasty 75 
Dynastic authority and the succession 

of emperors 
The administration of the Han Empire 
Relations with other peoples 

Cultural developments 
The Six Dynasties 81 

Political developments 
Intellectual and religious trends 

The Sui dynasty 85 
Wen-ti’s institutional reforms 
Integration of the south 
Foreign affairs under Yang-ti 

The T’ang dynasty 87 
Early T’ang (618-626) 
The period of T’ang power (626-755) 
The late T’ang (755-907) 
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Social change 

The Five Dynasties and the Ten Kingdoms 95 
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The land 

RELIEF 

The relief of China is high in the west and low in the east; 
consequently, the direction of flow of the major rivers is 
generally eastward. The surface may be divided into three 
relief steps, or levels. The first level is represented by the 
Plateau of Tibet, which is located in both the Tibet Au- 
tonomous Region and the province of Tsinghai and which, 
with an average elevation of well over 13,000 feet (4,000 
metres) above sea level, is the loftiest highland area in the 
world. The western part of this region, the Ch’iang-t’ang, 
has an average height of 16,500 feet and is known as the 
“roof of the world.” 
The second step lies to the north of the Kunlun and Ch’i- 

lien mountains and, farther south, to the east of the 
Ch’iung-lai and Ta-liang mountains. There the mountains 
descend sharply to between 6,000 and 3,000 feet, after 
which basins intermingle with plateaus. This step includes 
the Mongolian Plateau, the Tarim Basin, the Loess Plateau 
(loess is wind-deposited yellow-gray dust), the Szechwan 
Basin, and the Yunnan-Kweichow highland region. 
The third step extends from the east of the Ta-lou, T’ai- 

hang, and Wu mountain ranges and from the eastern 

perimeter of the Yunnan-Kweichow highland region to the 
China Sea. Almost all of this area is made up of hills and 

plains lying below 1,500 feet. 
The most remarkable feature of China’s relief is the vast 

extent of its mountain chains; the mountains, indeed, have 
exerted a tremendous influence on the country’s political, 
economic, and cultural development. At a rough estimate, 
about one-third of the total area of China consists of 
mountains. China has the world’s highest mountain and 
the world’s highest and largest plateau, in addition to pos- 
sessing extensive coastal plains. The five major land- 
forms—mountain, plateau, hill, plain, and basin—are all 
well represented. China’s complex natural environment 
and rich natural resources are closely connected with the 
varied nature of its relief. 
The topography of China is marked by many splendours. 

Mount Everest (Chu-mu-lang-ma Feng; 29,035 feet [8,850 
metres] high), on the border between China and Nepal, is 
the highest peak in the world. By contrast, the lowest part 

of the Turfan Depression in the Uighur Autonomous Re- 
gion of Sinkiang—Lake Ai-ting—is 505 feet (154 metres) 

below sea level. The coast of China contrasts greatly be- 
tween South and North. South of the bay of Hang-chou, 
the coast is rocky and indented with many harbours and 
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MAP INDEX 

Entries in this index are transcribed 
from Chinese in the Pinyin romaniza- 

tion system. This system was adopt- 

ed by the Chinese government be- 
ginning in 1956 and since 1979 has 

been the officially prescribed system 

in publishing for English-speaking 

countries. In addition, the index con- 

tains a number of cross-references 

from Pinyin to certain conventional 

English names and spellings used in 
the Britannica. In this index and the 

supplement that follows it, the term 

“local” designates a name used lo- 
cally but not administratively. 

Political subdivisions 
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Aomen Special 

Administrative 

REGION... oy a au 22 10N 113 33 £ 
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Dunhia’. a> aes 43 21N 128 13E 

UNUM, re ae ans 3 26 16N 107 31E£ 

Enshli jenn eae 30 18. N 109 29 E 
Rann abstain 43 45N11202E 

EZWOU wre aes 30 24N 11450 

Fengcheng...... 28 12N11546E 
EUling), 5 c's «eas 29 43.N 107 24E 

FUSHUN Ss arcane 41 52N 12353 Ee 
Fuxian (locally 

Wafangdian) ... . 39 38N 122 00£ 
UX Seger ese 42 06N 121 46E 
FUYAaNG Pa) aes 3254N11549E 

FUZHOU aera 26 05N 119 18 

FUZNOUS cate 2801N11620E 

Ganzhoumeremerset 25 51N 114 56e 

Gejiu, aioe oats 23 23N 103 09 E 
Golmud) fase 36 22N 9455E 

_Guanghua (locally 
Laohekou) ..... 32 22N 111 40 E 

Guangzhou ..... 23 07 N 113 15 
QUINN S ox caine ome 2517N11017E 

Guivangiia mee aes 26 35 N 106 43 
Haicheng....... 40 52 N 123 OOE 

HalkOUliae racine 20 03N 11019 E 

FGM aN Papen 2s. cc qtetee sts 49 12N11942E 

Hailong (locally 

Meichekou) .... 42 32N 125 38 E 
lalmemnl” sip no ce 28 41N 121 27E 

Flelinall: Aeeecetsan cs aust 4248N 9327E 
Hancheng ...... 35 28.N 110 29 
Flandanir asc ssn 36 35.N 114 29E 
Hangzhou ...... 30 15 N 120 10 € 
Hanzhong ...... 33 08 N 107 02 E 
Flarbini, sen cocoon 45 45 N 126 39E 
L519) area eo a7 35 57N 11413 E 
Hechi (locally 

Jinchengjang) . . . 24 42 N 108 02 £ 
clic) Weererereeae a cin 3151 N11717E 

Regang! 22. c...e 47 24N 130 22£ 
Hengshui ....... 37 43N 115 42E 

Hengyang ...... 26 54N 112 36E 

Heshan ls sacs -« 23 42 N 108 48 E 
Heze (locally 

Caozhou) ...... 35 14N 115 27E 

FON Obes). cace eee 40 47N11137E 
FIONGHANGh cance 27 07 N 109 56 E 
Horqin Youyi 

Qiangi (locally 
Ulan Hot) ...... 46 05 N 122 05 € 

FIOUITIAS ceria cgsieciis 35 36N 111 21E 
AIDE! Ts eek a 33 57N 116 45€ 

Huaide (locally 

Gongzhuling) ...43 30 N 124 49 
Huaihua (locally 

Yushuwan) ..... 27 33. N 109 57E 
Huainan ........ 32 40N 117 00E 
Huaiyin (locally 

Wangying) ..... 33 35.N 11902 

Huangshi ....... 30 13N 115 06E 

ElUaIn Gis sacs xrecte 30 14.N 106 40 E 
FIUIZAOUY si. sce a 23 05N 114 24E 
Hunjiang (locally 

Badaojiang) ....4154N 126 26e 

Huzhou (locally 

WVURTIO) ee 30 52 N 120 O6 E 

UISIUSH SS cshhece a 46 50 N 130 21 

Uiahigeeeaee. ses 27 08N 115 00 E 

Jiangmen....... 22 35N 113 05E 
WIEOZUO Ws wrens eee os 35 15N 113 13 € 

FEY alo [oye wsicegi etree 30 46N 120 45€ 
Jiayuguan ...... 3949N 98 18E 

ollllitinestrt ete es aiapee ne 43 51N 126 33 £ 

JIMA ecperte ss as 7 Sinn 36 40N 117 00E 

dinchang! ..... .. 38 24N 102 06 E 
Jincheng!........ 35 30 N 112 50€ 

Jingdezhen ..... QQ16N11711E 

Jinggangshan.... 26 37N11405e 
VINA eta aos 29 07N 119 39E 
HUGIMCP ec dus a 35 24N 116 33 E 

nl fallate lin caee nc testo 40 57N 113 02€ 
Jinshlgaeeamncg sae 29 40N 111 45e 

ITNT saa erecere cn conten 40 45 N 120 50 € 
JINZNOU GE amin © state 41 07 N 121 O6E 

ISHOW Drenthe are 28 19 N 109 43 £ 
UIA Arts ay oo he 29 44N 115 59E 

Jiuquan (locally 
SUZNOUW)) Baia avers 3946N 98 34E 

<x aoe ee 45 18.N 130 58 E 
Kalfengives on a4 «0 3451N11421E 

Kall ere na acetal 26 35 N 107 55 & 
KalyUanieeusachrsaa - 23 42N 1038 14E 
Karamay ....... 4530N 8455€ 
Kasiniemnantitecnva) + 39 29N 7558E 

K@rlauny ream teqsten i vas 4144N 8609E 

KcnaimiiGleaeuers cas 25 04N 102 41E 

UMW) ges ad oe 4425N 8500E 
BGIWUT ns nie cote 36 41N 118 28 Ee 

Lanxi, aaiaetis.:.. 29 13N 119 28E 
Lanzhou™. i056 36 03 N 103 41 E 

Lengshuijiang ....2741N11125E 
Lengshuitan ..... 26 27N11135E 

Leshan ga. 2a. 3: 29 34N 103 44E 

LnaSalp ay Weg <i. 2939N 9106E 

Lianyungang 

(locally Xinpu) .. . 34 86N 119 13 E 

Liaocheng! sa... . 36 26N 115 58 E 
iaOV ANG metered nes 4117N123 11 

BIAOVUCN Ee nete enone 42 55N 125 09E 

ichWarn arate 30 18N 108 51 Ee 

ONES) (arta pesae 3 36 05N 111 31E 
ieee. canes, Aes 40 50 N 107 30 E 
LIN XIeL Shee creed 35 28 N 102 55 E 
UNV a eerie ts 37 05 N 118 20E 
LUSHUD ie se acleseeseies oe 28 27N 119 54E 

LIUZhOUT eS enone 2419N 109 24E 

Longkou) Sieur 37 38.N 120 18 E 

Kongyans age ane 25 11N11700E 
LOUGIN; Ae amar ern 27 45N 111 59E 

[ttn oP Re, chatt 31 45N 116 29E 
Luda (locally 

Dalian) eves, Barats 38 55 N 121 39 E 
Evioyang) ites ais 34 41.N 112 28 
LUZ UR aera ener 28 53.N 105 23 £ 
Manzhouli ...... 49 36.N 117 26 

Maoming!) avenue 21 39N11054E 
Meizhou........ 23 51N 117 18 
Mianyang....... 31 28.N 104 46 — 
Mudanjiang ..... 44 35 N 129 36E 
Nanchang ...... 28 41.N 115 53 e— 
Nanchong ...... 30 48 N 106 04 E 

Nangong ....... 37 22N 115 22E 
Nanjing’ 5 ane a 32 03 N 118 47 £ 
Nanning eee 22 49N 108 19E 

Nanpingnanenenn. 26 38 N 118 10 E 
Nantong)«:aaconta 32 02 N 120 53 E 
Nanyang ....... 33 00 N 112 32 E 

Ningbo. ones. 29 53.N 121 33 £ 
Pingdingshan .... 33 44N 113 18e 
Pinglianguns a. sue 35 32N 106 41 
L2lMepdEVBlOh ea scva 4 oie 22 06 N 106 44E 
Pingxiang....... 27 387N 113 51 
PUCInenr arses 29 43.N 113 53 £ 
Uber Retest. iy eenere 25 26N 119 01 E 
PUYaNg’ ss naen qn 35 42.N 114 59E 

Qingddomraw. a. 36 04N 12019 
Qinhuangdao ... .3956N 119 37E 
Qinzhoul ane 21 57N 108 37E 
Qionghai (locally 
NETS Seon git. 3 19 15N 110 26€ 

QOlolharenm eres 47 22. N 123 57 E 
Qitalhe tease 45 48 N 130 53 € 

Quanzhou ...... 24 54N 118 35 Ee 
QUA enenepcees ae 35 36 N 116 59 E 
QUIING) ee ase ais. ip 25 36 N 103 49 E 
QUZTOU aii ee sina: 28 54N 11848 E 

BIZNAO apes fates 35 26N 119 27E 
Sanmenxia ...... 34 50 N 111 05 

SANITUNG eet wie cteiiene 26 14N11735E 

Shanghai ....... 31 14N 121 28E 
Shangqiu (locally 
ZAM) To ee ass 34 27N 115 39E 

Shangrao ....... 28 26N 117 58 
Shantouligs «acai 23 22N 116 40E 

Shaoguan ...... 24 48N 113 35 
SHAOWU cise qaie s 27 18N 117 30E 

SHAOXING! ah. deere 30 00 N 120 35 £ 

Shaoyang (locally 
Baoqing) ...... 27 15N 111 28E 

‘Shashi sakes. « 3019N11214E 

Shenyang....... 41 48N 123 27 £ 
Shenzhen ....... 22 32N 114 08E 

ShiINCZUE ica shea 4418N 8602E 

Shijiazhuang ..... 38 03. N 114 29 
SHISHOUM an wey eases 29 43.N 112 24E 

ShliVainacassorvos 32 34N 110 47 
Shizuishan ...... 39 10 N 106 45 E 

Shuangyashan ...46 40N 131 215 
Shuicheng ...... 26 36. N 104 51 
SIPING ade eee 43 10 N 124 20e€ 
SulhUawe os ens, ete 46 39 N 126 59E£ 

SENDING austere rey 30 32 N 105 32 £ 

SUZHOU a. wee 31 36.N 113 03 E 
SUZMOU) Face spare 31 18 N 120 37 £ 
MACHO Glee = 4645N 8257E 
Ne ANTE Peopara auecteteye 36 12N.117 07 E 
MEMMVETY cu dure oe 37 52N 112 33 E 

TalZhoul neces 32 29N 119 55 
Tangshan....... 39 38N 118 11e 
UNSUNG Guciehtccemtre.< 39 08N 117 12 

Tianshul) Bean near. 34 35. N 105 43 E 

Tiefaw ict catesaene te 42 30 N 123 25£ 

Melis. wees eee 42 18N 123 49 E 

Tongchuan...... 35 05 N 109 05 E 
WOMS VEY trac d 41 41N12555e 
diongllaciea, are. 43 37 N 122 16 
MONGING Te serdeeeete 30 56. N 117 50£ 

TUNMEN Aces cee « 42 58 N 129 49 — 

RW Meme, Abe 29 43N 118 19 

TUMPAN) noes 4256N 8910E 

Urinal a. eee 43 48N 8735€ 
Wandingzhen ....2405N 9804E 
Wanxian........ 30 49 N 108 24 E 

Weifang ........ 36 43 N 119 O6 E 
Weihal sitisoncca 6 37 30 N 122 O06 E 
Weihiani: es athe 34 30 N 109 30 E 

Wenzhou ....... 28 01 N 120 39E 
Wuhlie cig atiyees 39 47 N 106 52 E 
Wuhianek sate 30 35N 114 16 
AAU since one tee 31 21N 118 22E 
Wuwei (locally 
Liangzhou) ..... 37 58 N 102 48 E 

VVEIXI ee eee 31 35 N 120 18 E 

Wuzhong ....... 38 00 N 106 10 E 

Wuzhoul senna 23 29N 111 19 
Xiaguan ........ 25 34N 100 14E£ 
Xiamen! cee. oe 24 27N 118 05 
9,ANe\DNegoncrecen cme ra 34 16.N 108 54 Ee 
Xiangfan ....... 32 03 N 112 05 £ 
MEMTCIET 25 2c 27 51N 112 54 
Xianyang ....... 34 22 N 108 42 E 
Xichangi=.. sss. 27 53.N 102 18 £ 
XingtalS --F. aero 37 03 N 114 30E 
XipinGhan ase) aes 36 37 N 101 46E 

Xintal.a saucers 35 54N11744E 
Xinxlang!aeee 3 35 19N 113 52 

Xinyang (locally 

Pingqiao) ...... 32 03 N 114 O5€ 
AMY" oss sves, st rae 27 48N 114 56 
AINZHOU) Ghia. see 38 24N11244E 
XUCHANG) seep atees 34 01N 113 49 E 
Xuguit (locally 

Yakeshi) 2)... 49 17N 120 44 Ee 
AUZNOU eer see. 3416N 117 11E 
Vanier «ce ate 36 36 N 109 28 E 
Yancheng ...... 33 23 N 120 08 E 
Yangquan ...... 37 54.N 113 36E 
Yangznoul sa. aves 32 24N 119 26E 
Vanil. sarah eee 42 53.N 129 31€ 
Yantal (omer. as 37 32N 121 24E 

Yaxian (locally 
Sanya) os et: .cet 18 14N 109 29 
NUD csnaya rn ath ae 28 46 N 104 34 E 
Nichangisiy satan 30 42N 111 17E 
SVICHUN Mapa eererceretd 27 50N 114 24E 
VichUnsas. 4 sere 47 42N 128 54E 

} Arc B Waterton eh 36 41. N 118 28 
Ninehtian 2 ae cates 38 28 N 106 19 E 
Yingcheng ...... 30 57N 113 33 
Yingchuan ...... 27 51N 119 22£ 
MiROKOU: mmscenmets 40 40 N 122 17£ 
Wingtan iat 2814N11700E 



Viningins. « <eiset 4354N 8121E 
Yiyang. satmaegat: 28 36N 112 20E 
Yonglanis eres. 25 58N 117 22£ 
Yongzhou aise. 26 14N 111 37E 
Yucca, 37 42N11244E 

Yueyang ....... 29 23 N 113 O6 E 
Yulin’ ease ries. 22 38.N 110 09 E 
Yumen (locally 

Laojunmiao) ....3950N 97 44E 
Yuncheng ...... 35 01. N 110 59 E 

be no ae 24 28 N 104 20E 

YUVA! s..: .ccenreewtt. 30 03 N 121 O9E 

Zaozhuang...... 34 53N 117 34E 

Zhangjiakou ..... 40 50 N 114 56E 

ZHANGYVE eave 38 56 N 100 27 
Zhangzhou...... 24 31N11740E 

Zhanjiang....... 2112N 110 23 
Zhaodong ...... 46 05 N 125 59 E 

Zhaojue ........ 28 02 N 102 52 £ 
Zhaoqging ....... 23 03 N 112 27E£ 

Zhaotong....... 27 19N 103 43 E 
Zhengzhou...... 34 45N 113 40E 

ZNOUKOU crete astent - 33 38. N 114 38 E 

Zhuhai (locally 

Xiangzhou) ..... 2217N 113 34E 

Zhumadian...... 32 58N 11403 E 

ZNUOZNOU Be. 39 30 N 115 58 E 

ZHUZNOU satsiee A: 27 50N 113 09 E 

Zibo (locally 
Zhangdian) ..... 36 48N 118 O38 E 

Zigongiet en wns. 29 24N 104 47E 

ZXinige aera 25 58N 113 24 E 

PART nae ce 8 ey A 27 42. N 106 55 

Physical features 
and points of interest 
Aloj-ivenws cewts.ie. 4242N 8912E 

Altai Mountains ...4800N 9000E 

Altun Mountains ..3800N 88 00€ 

Amur (Heilong), 
VOL dba: 48 26N 135 OOE 

A’nyemaqen 
Mountains ..... 34 30 N 100 OO E 

Argun (Ergun), 
(Vertes . 53 20 N 121 28 

Aydingkol, Lake ..4240N 8915€ 

Baishui River 

Nature Reserve . . 32 36 N 104 45E 

Bayan Har 

Mountains ..... 34 20N 9700E 

Beiwiver .satsaet: 23 02 N 112 58 

Beibu, see Tonkin, 

Gulf of 

Beipan, river ..... 25 07 N 106 01 E 

Black (Lixian), 
MVR ts. camer. 23 30 N 101 OO E 

Bolralc..;, grata: 38 30 N 120 00 E 
Bogda, Mount 

Bosten, Lake . 

...4345N 8832E 

...4200N 8700E 

Brahmaputra 

(Yarlung), river ..2925N 9000E 
Chang Jiang, 
WAVER Cuter . 31 48N 121 10E£ 

Changbai 

Mountains ..... 41 40 N 128 OO E 
Changbai Nature 

Reserve ....... 42 00 N 128 00 E 

Chao, Lake ..... 31 31N 117 33 E£ 

Da Hinggan 
angen isi..c,<5)s 49 00 N 122 OO E 

Da Yunhe, 
see Grand Canal 

Daban 

Mountains ..... 37 00 N 102 10 E 

Dabie Mountains . . 31 15 N 115 OO E 
Dadu, river ...... 29 32.N 103 44 E 

Daguokui, Mount . 45 19N 129 50E 
Daliang Mountains 28 00 N 103 00 & 

Dalou Mountains . . 28 00 N 106 40 E 
Danjiangkou 
Reservoir ...... 32 37 N 111 30E 

Daxue 

Mountains ..... 30 30 N 101 30E 

Diancang, Mount . 25 42 N 100 02 £ 
Di’er Songhua, 

(VG0 2 eenstierety. i 45 26N 124 39E 
Dong, see East 

China Sea 
Dongbei, see 
Manchurian Plain 

Dongliao, river ...43 24N 123 42£ 
Dongting, Lake .. .2918N 112 45e 
East China 

(Dong) Sea ..... 29 00 N 125 OOE 

Ebinur, Lake... . 

Emei, Mount... . 

Ergun, 

see Argun 

Ertix, river... ... 

Everest 

(Qomolangma), 

Mount 

Ren; felts. och 

Fengshui, Mount . 
Gan, river...... 

Gangdise 
Mountains 

Gaxun, Lake 

Gobi Desert . . i 

Godwin-Austen, 
see K2 

Gongga, Mount 
Grand Canal (Da 

MUMRGW. occ Foc 
Guangming, 

Mount 
Gula (Kula, 

Bhutan), 

Mount 

Gyaring, Lake... 
Hailar, river... .. 

Hainan Island ... 

Han, river ...... 

Hanma Nature 

Reserve 

Hantengri, 

Mount 

Heilong, 

see Amur 

Helan Mountains . 

Heng, Mount 

Heng, Mount 

Hengduan 

Mountains 

Herlen, 

see Kerulen 

Himalayas, 

mountains 

Hoh Xil 

Mountains 

Hongshui, river .. . 

Hongze Lake .... 

Hua, Mount 

Huai, river... ... 

Huang, river .... 
Huang, see 

Yellow Sea 

Huang He, river . 

Huang 

Mountains 

Huanggangliang, 
Mount 

Huangtu, see 

Loess Plateau 

Hulun, Lake 

Hutuo, river 
Huzhong Nature 

Reserve ...... 

i; VOTA GN. Ses tent 

Jinsha, river 

Junggar Basin 
K2 (Qogir, Mount; 
Godwin-Austen), 

mountain 
Kaidu, river..... 

Kangrinboge, 

Mount 
Karakax, river... 

Karakoram 
Range 

Keriya, river 
Kerulen (Herlen), 

FIVGKEVE «tte 

Khanka (Xingkai), 

Lake 
Koko Nur 

(Qinghai), fake 
Kongur, Mount . . 

Kondi, river... . . 
Kula, Bhutan, see 

Gula, Mount 
Kunlun Mountains 

Kuruktag 
Mountains 

Lancang, 
see Mekong 

Laoha, river 

Liao, river ...... 

-.4500N 8800E 

-4455N 8255E 

. 29 32N 103 21£ 

-4752N 84 16E 

.2759N 8656E 

. 35 36N11042€ 

. 52 25. N 123 21 £ 

-2912N11600E 

.3100N 8200E 

. 42 25N 101 OOE 

-43 00 N 105 OO E 

. 29 34.N 101 53 

.38954N11644E 

.8009N 118 11E 

.2814N 9036E 

.3452N 9730E 

-49 30N 117 50E 

.19 00 N 109 OOE 

.38034N11417E 

. 49 50 N 123 30E 

.4212N 80156 

. 89 00 N 106 00 E 

.2718N11241€ 

. 39 42N 113 45 

.2730N Q9900E 

-2900N 8300E 

.35 20N 9100E 

23 47 N 109 33 E£ 

33 18N11841E 

. 34 27N 110 05 E 

933 12NME33E 

. 86 05 N 103 20 E 

. 37 32N 118 19E 

-3010N11807E 

.43 33N 117 32E 

.4900N11727E 

. 38 14N 116 05E 

. 52 05 N 123 40 E 
-4524N 7408 E 

. 28 46 N 104 38 E 

. 35 53.N 

.41 55N 

76 30E 
86 38 E 

. 31 04N 
, 38 06 N 

8119E 

80 24E 

. 36 00 N 

. 38 30 N 

76 00E 

8210E 

.4848N11700E 

. 45 00 N 132 24E 

. 37 00N 100 20E 

.3840N 7521€ 

-4148N 8647E 

.3600N 8400E 

-4130N 9000E 

. 43 24N 120 39 E 

. 40 39 N 122 12E 

Liupan 

Mountains ..... 35 40 N 106 15€ 

Lixian, see Black 

Loess (Huangtu) 

Plateauinyiiin tess 37 00 N 108 OO E 

Lop Nur, jake ....4030N 9030€ 

Luan, Verena Js ox 39 20N 119 10£ 

Luliang 

Mountains ..... 37 45N 111 25€ 

Manchurian 

(Dongbei) Plain .. 44 00 N 124 00£ 

Mapam Lake .3040N 8125€ 
Magen, Mount ...3455N 9918E 

Maquan, river ....2936N 8409E 
Mazong, Mount ..4133N 9710E 

Mekong 

(Lancang), river. .2330N 100 15€ 

Min; Ver eee e 2605N 119 32E 

Min, river ....... 28 46 N 104 38 E 

Min Mountains .. . 33 35 N 103 OO £ 

Mu Us Desert ... . 38 45 N 109 10 E 

Mudan, river..... 46 18N 129 31 € 

Muztag, Mount ...3555N 8020E 

Muztag, Mount ...3625N 87 25€ 

Muztagata, Mount .3817N 75 07€E 

Nam, Lake ...... 3042N 9035€E 

Nan, see 

South China Sea 
Nan Mountains ... 25 00 N 112 00 & 

Nandu, river ..... 2004N 110 22E 

.2456N 106 12E 

.51 10 N 125 59 E 

Nanpan, river ... 

Nanweng, river . . 
Nen, river... 2... 45 26N 124 39E£ 

Nganglong 
Mountains ..... 3200N 8300E 

Ngangze, Lake ...3101N 8656E 

Ngoring, Lake ....3455N 9800E 

Nu, see 

Salween 

Nuomin, river ....48 21N 124 32€ 

Nyaingentanglha, 

Mountain rare 3012N 9033E 
Nyaingentanglha 

Mountains ..... 3010N 9000E 
Pamirs, region ...3800N 7300E 

Pobedy, see 

Victory Peak 
Poyang, Lake ....2900N 116 25e 
Qagan, Lake .4514N12417E 

.3700N 9300E 

.3930N 8815E 

.38912N 98 35E 

. 38 30 N 100 00 E 

. 34 00 N 108 OO E 

Qaidam Basin... . 

Qarqan, river ... 

Qilian, Mount ... 

Qilian Mountains . 
Qin Mountains . . 

Qing Zang, see 
Tibet, Plateau of 

Qinghai, 
see Koko Nur 

Qogir, Mount, 
see K2 

Qomolangma, see 

Everest, Mount 

Red (Yuan), river 
Salween (Nu), 

Ver Mae Ra: 2500N 9852E 

Sayram, Lake ....4436N 8107E 

.2317N 104 20E 

Shandong 

Peninsula ...... 37 00 N 121 OO E 
Shengli, see i. 

Victory Peak 
Shule, river ...... 4020N 9250E 

Sichuan Basin ...3000N 105 00 € 

ee am 3150N 8900E Siling, Lake 

Sogo, Lake ..... 42 20 N 101 20 
Song, Mount . 34 31N 113 00E 
Songhua 
Reservoir ...... 43 30 N 126 51 £ 

South China 
(Nan) Sea...... 20 00 N 115 00 E 

Sungari 

(Songhua), 
[VOM casein scape 47 42. N 132 30E 

Tabyn-Bogdo, 
see Youyi, Mount 

Tai, Lakes... 5.3 3115N12010E 

Tai; MOUnINS see 36 30 N 117 20E 

Taibai, Mount ....3357N 107 40E 
Taihang 

Mountains ..... 37 00 N 114 OO£ 

Taiwan Strait ....2400N 119 00E 
Taklimaken 

Desert vrnweiies 3900N 8300E 

Tanggula 

Mountains ..... 33 00N 9200E 

Tao'er, river ..... 45 42N 12405E 

Tarim, river......4105N 8640E 

Tarim Basin ..... 4100N 8400E 

Tavan Bogd, 

see Youyi, Mount 

Tian Shan, 

mountains ..... 4200N 8000E 

Tibet (Qing Zang), 
Plateau of ..... 33 00N 9200E 

Tongtian, river ...3326N 96 36E 
Tonkin (Beibu), 

(GUOl a. Se emer 20 00 N 108 00 E 

Tumen, fiver ..... 4218N 13041 E 

Tuotuo, river ..... 3403N 93 06E 

Turpan 

Depression ..... 4245N 8900E 

Ulansuhai, Lake .. 40 56N 108 49 E 

Ulungur, river ....4658N 87 28e 

Ussuri (Wusuli), 

CORT. 3 eee 48 28N 135 02E 

Victory (Pobedy, 

U.S:S.R; 
Shengli, China) 
ROR sso eae os 4203N 8011E 

Wei, river ....... 34 30N 110 20E 

Wenchuan 

Wolong Nature 

Reserve ....... 31 51N 102 50E 

WURTIVER 60 a tet 29 43N 107 24E 

Wuliang 

Mountains ..... 24 00N 101 00€£ 

Wusuli, 

see Ussuri 

Wutai, Mount ....39 04N 113 28 

Wuyi Mountains . . 27 00 N 117 OO E 
Wuzhi, Mount .. . . 18 54.N 109 40 E 

PMUIRIVOD sac. teucvac abe 0 23 05N 114 23 E 

Xiao Hinggan 

RANG. wieceas 48 45N 127 OOE 

Xiliao, river ...... 43 24N 123 42E 

Xin’anjiang 

Reservoir ...... 29 27N11906E 

Xingkai, see 

Khanka, Lake 

Xixabangma, 

MOUR, acute eur 2821N 8547E 

MUM, VEE. ee as 23 28N11118E 

Yagradagze, 

Mounties’) .5-4es 3509N 95 39E 

Yalong, river..... 26 37N 101 48 E 

Waly Ver =. « ae 39 55 N 124 20E 

AWG MIVEN occ oft 46 56 N 123 30E 

Yarkant, river ....4028N 8052E 

Yarlung, see 

Brahmaputra 

Yellow (Huang) 

Seal eng eeciear 36 00 N 124 00 E 
Yin Mountains ...4130N 109 OO E 

NIMGMPIVER ana, a) sae ere 32 30 N 116 31 
Yongding, river... .39 20N 117 04 E 

Youyi (Tabyn- 
Bogdo, U.S.S.R.; 

Tavan Bogd, 

Mongolia), 
MOUntHE sca. au: 4908N 8745E 

NMQROIVED. te acco ae 22 49 N 108 25E 
WMMOONE oie. 31 40N 120 42E 

Yuan, river ...... 29 35N11258E 

Yuan, see Red 

Yulongxue, Mount . 27 09 N 100 12 £ 
PAOVAyTIVET c+.» 3155N 8858e 
Ziya, river. ...... 3909N11710E 
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42 China 

INDEX SUPPLEMENT 

This index supplement shows Pinyin equivalents 

for geographic names rendered in conventional 

spelling or in the Wade-Giles romanization system. 

Some English-language reference works, including 
the Macropzedia and the Micropeedia, use con- 

ventional spellings for Chinese political subdivi- 
sions and a combination of conventional and 
Wade-Giles spellings for cities and towns as well 
as physical features and points of interest. The 

supplement thus serves as a bridge between this 

usage and the Pinyin on the map. 

Conventional/Wade-Giles Pinyin 

Political subdivisions 

Anhwei (An-hui)...........085 Anhui 

Chekiang (Che-chiang) ........ Zhejiang 

Chungking (Ch'ung-ch'ing) 

Municipality... ..2.sbas . . Chongqing 

Municipality 

Fukien (Fu-chien)............- Fujian 

FIGMahH. Jae ot aie ore ale oma 2 Hainan 

Heilungkiang 

(Hei-lung-chiang) ............ Heilongjiang 

Honan (Ho-nan))........c sa". See Henan 

Hong Kong (Hsiang-kang) Special 

Administrative Region......... Xianggang Special 

Administrative 

Region 

Hopeh:(Ho-pel) . os... cnn ant Hebei 

Flunan (HUAN) 6c ce cs ea Hunan 

Hupeh (Hu-pei) ...........085 Hubei 

Inner Mongolia (Nei-meng-ku) 

Autonomous Region.......... Nei Mongol 

Autonomous 

Region 

Kansti (KanrsU)t SF c ae ae ee Gansu 

Kiangsi (Chiang-hsi)...........- Jiangxi 

Kiangsu (Chiang-su)........... Jiangsu 

KUN GREIAY) Soe Moe seas 5 ane ete Jilin 

Kwangsi (Kuang-hsi), Chuang 

Autonomous Region of........ Guangxi, 

Zhuang 

Autonomous 

Region of 

Kwangtung (Kuang-tung) ....... Guangdong 

Kweichow (Kuei-chou) ......... Guizhou 

Liaoning (Liao-ning) ........... Liaoning 

Macau (Ao-men) Special 

Administrative Region......... Aomen Special 

Administrative 

Region 

Ningsia (Ning-hsia), Hui 

Autonomous Region of........ Ningxia, Hui 

Autonomous 

Region of 

Peking (Pei-ching) 

Manicipallity Wate. «dun seen Beijing 

Municipality 

Shanghai (Shang-hai) 

Municipality: 00.6 a. nae) seem Shanghai 

Municipality 

Shansi (Shan-hsi)............. Shanxi 

Shantung (Shan-tung).......... Shandong 

Shensi (Shen-hsi)............. Shaanxi 

Sinkiang (Hsin-chiang), Uighur 

(Wei-wu-erh) Autonomous 

REGION /GfH, OY Vienne a tna> ote ations Xinjiang, Uygur 

Autonomous 

Region of 

Szechwan (Ssu-ch'uan) ........ Sichuan 

Tibet (Hsi-tsang) Autonomous 

BeGiGn ai hamieh Recaas shear Xizang 

Autonomous 

Region 

Tientsin (T'ien-ching) 

IMUTISIGaNIEY ae sctreumieeres os Gor ay Tianjin 

Municipality 
Tsinghai (Ch'ing-hai)........... Qinghai 

Yunnan (Yn-nan) ..........0. Yunnan 

Cities and towns 

POR sb nic. dres Raub ra ap nie ore Aksu 

RAOAC EN on prattra trations sydd tetas Altay 

Amoy (Hsia-men)............. Xiamen 

ADYON I iosu2 eon oie ig evbaroe eee Anqing 

PASIAN. Ser si aie te cactteei iene she Anshan 

ASTSUUURT « u2fn anual ice Paani tiene te Anshun 

An-yang (locally 

COMA G), - avestie a.afei snouts tee Anyang (locally 

Zhangde) 

Canton (Kuang-chou).......... Guangzhou 

Chan-chiang 

Ch'ang-chi. ‘ 

Chang-chia-k'ou, see Kalgan 

Ch'ang-chih. 

GNANG CHOU, gic she 

Ch'ang-chou...... 

Ch’ang-ch'un. 27. ... 65. 

Ch'ang-sha . 

Chang-te: 2. a: NI «use 

Chang-veli.... Sam Ga he on, caves 

Ch’ao-an (locally 

GMMAO-CHOW) INH at AOI cas os 

(Ot pt Tolye] nile (as Pan cots cu een ec 

haa CHLEH Go sa LB ARs ayn e 

OHARA 4% ABR exh, oar 

Chao-t’ung 

CHP QO-VENG) «ws pated ek an, ee 

Chefoo (Yen-t'alit. i. bei... 

LORS CHOU Rhy 0. Five eau neat 

Ch'i-ch'i-ha-erh, see Tsitsihar 

IPOS gcc waa Rl Preys OE ce 

Chi-lin (conventional Kirin)... .... 

Chi-nan (conventional Tsinan).. . . 

Chiening: MOO ee PAE ee ahs 

RO ASNCUy. a5 eather OES. asia cece 

Chid-hsingvera wettest Ah nts ee 

Chia-mu-ssu 

ChiaryU-kuan.iponiek ewes os cco 

Chiang-men\. sees a cain a, 

ChlaoASO MA i. IS. ce eat cee 

CHT TONG Araki sn gee 

Chin:chianG). <<. Seta. «ae 

GRINCH ONG). ..cete caret ke ects 

CHIR-CMOU! Fares Ge Rees oe 

Chinehuang-ta@ ssw. ae he 

Shilm-shalhh;., Perec ete ee.ce by 

Ch’ing-hua-chen.............. 

Ching-kang-shan ............. 

Ch'ing-tao, see Tsingtao 

Ching:te-chen\s.rap Meta hns . aa 

Chiu-chiangits.; (rem... a ae 

Chiu-ch'Uan (locally 

be 0,0) We eS, 

Ch'iung-hai (locally 

(Chie: chi) Wek sh a Ak ah otk ace 

GHO-CNOU |... Oe 6 rece sc 

Chou oumeh SF PAR oc ne eae 

(ChiG-ching tanya emer tere ae 

ChU-ChOUL + 5.5 ane en ord sue 

ChiChOul die cese ete ace ke 

CRUST) eerie ts. MORE ce 6 cs cca one 
Chu-hai (locally 

Fislang-Ghou)ie eee tees cf te 

Chungking (Ch'ung-ch’ing; 

locally YU-cROU)| APY Ye. ek 

Dairen, see Li-ta 

FERPSHE, « air.< eee es co cy 

Fu-hsien (locally 

Wa-fang-tien)...........0005 

FG ia cee PRP AES cee 

Hai-lung (locally 

Mel-ho-kiou) wee. cas ae 

Halmeny 5. eRe anes siete « 

Hailar (Hai-la-erh) ............. 

Hanr-ch'eng):, ..: 25-acr wane anette 

Flan-chung: .. Sues . wo oes 

Zhanjiang 

Changji 

Changzhi 

Zhangzhou 

Changzhou 

Changchun 

Changsha 

Changde 

Zhangye 

Chao'an (locally 

Chaozhou) 

Zhaoqing 

Zhaojue 

Zhaodong 

Zhaotong 

Chaoyang 

Yantai 

Chenzhou 

Zhengzhou 

Chengde 

Chengdu 

Ji’an 

Jining 

Jishou 

Qitaihe 

Jiaxing 

Jiamusi 

Jiayuguan 

Jiangmen 

Jiaozuo 

Chifeng 

Jinchang 

Jincheng 

Jinzhou 

Jinhua 

Qinhuangdao 

Jinshi 

Huaying 

Jinggangshan 

Jingdezhen 

Jiujiang 

Jiuquan (locally 

Suzhou) 

Qionghai 

(locally Jiaji) 

Zhuozhou 

Zhoukou 

Qujing 

Zhuzhou 

Zhuhai (locally 

Xiangzhou) 

Zhumadian 

Quanzhou 

Chongqing 

(locally 

Yuzhou) 

Erenhot 

Fengcheng 

Fuzhou 

Fuxian (locally 

Wafangdian) 

Fuxin 

Fuling 

Haikou 

Hailong (locally 

Meichekou) 

Haimen 

Hancheng 

Hanzhong 

THAN AM grins core. tal etal 

FARTIG-CHOUR...60.cahsyarmyars 1 Melle ha aie 

Harbin (Ha-erh-pin)..........5. 

FRGN-SHU ... ca Mater ve ole Stes 

FHGTIG-VERIGE oo: atta rel aan 4 Ma nePS aes 

Ho-ch'ih (locally 

Chin-ch'eng-chiang) ... . 

Ho-tse (locally 

FS AOCHOU) «goin Se 6 HS le 

Hsi-an, see Sian 

FASEGHIANGS «an .dattn toon x Toketa bee 

Hsi-kuei-t'u (locally 

Ya:k'ozshih)).. Site cs Shed wer 

FisiTingd saa ne web thts Sik 

FASIEPKUBIAF Ec: ost come ae he ey Pe 

Hsia-men, see Amoy 

FISIARGHAM «Low ciehaPereters Rte eo: cine 

PASIAN GAIN sais Asin Fb oe Pelee crs 

TASIOMVARG) ons. Bitte W oe okie pans 

FIsin-CHOU 2. .claena hy oh Biche cae 

HSWISIANG) vi cscs agate ® carers aunt nig 

Hsin-yang (locally 

Phingchiao).0. Ns ire nate st eee es 

TSIEN os con ceaetmtie Rhee 

FAS HUGE fous cysasya aeaat vvrere abetans 

FASUFCIM AUTO): cas scgzssseneastt) aura rraniels 

Hsti-chou, see Sichow 

Hu-chou (locally Wu-hsing) ...... 

RUehohaot'e, . FAL oes . HAS oe 

Huai-hua (locally Yi-shu-wan) ... . 

FACETED o siscasiga ty ares eee ea a ca 

Rival pel’) «3.5 2 See ee. Po Oe. 

Huai-te (locally 

Kung-chu-ling) .......s.s.04- 

Huai-yin (locally 

Wang-VinG)i cuca ast mee himoie Wer. 

FWaMG:SHiNTs ct evs eee Mette tee, 

FHUIGHOUI 3. c.0, tates reek Ne ne ees 

Hun-chiang (locally 

Rastao:chlamG) |. «are jausks eanexete 

UAVENAS), ccs BRO RR DRME Cae eer Pac 

Kalgan (Chang-chia-k'ou)....... 

IKAIOROUD coc aca aca sgicunueny ates 

Karamai, see K'o-la-ma-i 

Kashgar (K’a-shih)............ 

Kirin, see Chi-lin 

K’o-erh-ch'in-yu-i-ch'ien-ch'l 

(locally Wu-lan-hao-t’e) ........ 

Kuang-chou, see Canton 

Kuang-hua (locally 

Lao-ho-k'ou) 

IGS HA ce clatessualee 20 crenata ree 

KUGEVENG HE sierandciree sacye.ayee teen 
Kuldja, see |-ning 

K GRATING a... Retr ke Oe 

Hangzhou 

Harbin 

Hengshui 

Hengyang 

Hechi (locally 

Jinchengjang) 

Hefei 

Hegang 

Hebi 

Heshan 

Heze (locally 

Caozhou) 

Houma 

Xichang 

Xuguit (locally 

Yakeshi) 

Xining 

Xiaguan 

Xiangfan 

Xiangtan 

Xianyang 

Xinzhou 

Xinxiang ~ 

Xinyang (locally 

Pingqiao) 

Xinyu 

Xingtai 

Xuchang 

Huzhou (locally 

Wuxing) 

Hohhot 

Huaihua (locally 

Yushuwan) 

Huainan 

Huaibei 

Huaide (locally 

Gonzhuling) 

Huaiyin (locally 

Wangying) 

Huangshi 

Huizhou 

Hunjiang 

(locally 

Badaojiang) 

Hongjiang 

Yichang 

Yichun 

Yining 

Yibin 

Yidu 

Yiyang 

Rizhao 

Kaifeng 

Kaili 

Kaiyuan 

Zhiangjiakou 

Ganzhou 

Kashi 

Horqin Youyi 

Qianqi (locally 

Ulan Hot) 

Golmud 

Karamay 

Korla 

Guanghua 

(locally 

Laohekou) 

Guilin 



EXPGT IAI. 5c gitia ie 20a EIEN Oars oe Leshan 

Leng-shui-chiang............. Lengshuijiang 

Leng-shubtiamie cd aie. Lengshuitan 

Laser (Leese ie 2 sion. ease Sielseans Lhasa 

LEE SSEMD PMT cs 55 tess om sop Lichuan 

LESH < WRAPS 0 cates ars 2 cles Lishui 

TIAO-CHIGIS RNG icse soe veces ss Liaocheng 

WlaO-yarig Siete nie cl. ate tte Liaoyang 

iidooylianns awe asetrotrsts «seek Liaoyuan 

Lien-yiin-kang (locally 

PASHAN ele MO oe adept ands spose Lianyungang 

(locally 

Xinpu) 

[artery OOM, cs a Linfen 

Lanett: Sea et La es Linhe 

I eyelyShes cliee ness erted ais tecceaisciin! «0 Linxia 

i eR Ore fa ae ar eee coe re Linyi 

LCE TOOT oxy cian Seu aceon» Liuzhou 

LEVEN i ghee ans tens ear oe Luoyang 

TEQU- TEMES Ey See rites, occ: cs, Seabee ore Loudi 

Linsainireeieee rs. ula. Lu'an 

BURGOS 28 0 ne Sitegtotars. Sane Luzhou 

Lita (conventional Dairen, 

locally, Taiyo os crane ie ee Lida (locally 

Dalian) 

EINE ORNS Cis ve tau Longkou 

(ungpyen kaise. «| soe. dimen ee Longyan 

Man-chouditin hs pe. als S. Manzhouli 

Macarius) nc sacra as 1s Maoming 

MGIGNOE:. IIE. css, areas: Meizhou 

BGT VONNG) ct cptist oe QrnSete sf cade Mianyang 

Mu-tan-chiang ... 2.2... 00.005 Mudanjiang 

Nanchang aeges 28 tote. stassene Nanchang 

Nan-ching, see Nanking 

INSri ST RMIG), cs anda nee OG tema Nanchong 

INSEEKUNG pac onc 3s Se ON Nangong 

NGI IMGER SIGS eer act ce wleneee oe Nanning 

Sr ingQteer tea was beaten es Nanping 

Nandiling: ageen ucts FS Dok Nantong 

NVONG NSN, 2 Bale ag Nanyang 

Nanking (Nan-ching)........... Nanjing 

INDICA, NTI E ire ccs me oe era Ningbo 

OCHGHOROMIM FURY a ee rains eo Ezhou 

Pakoh' engages U Nari ee ees Baicheng 

Pakee'y Redes. eee Bose 

Peis Viiniecee eee orate sts. ote Baiyin 

Pangapel mise wares dees cies Bengbu 

POO CHL ato: Sa ciisJe goes saad 3 Baoji 

PHO-cHanen anaes =. s5 ers ene Baoshan 

Pactingattei) sores oes ae Baoding 

PAOLO SSR eid. aace Baotou 

Pekan Piste eee Chit pene Bei’an 

POA e cater tpeane peed ata apis ts cn Beihai 

PGPNAG faethe a ks 2 Doce uh cus Beipiao 

Peking (Pei-ching) ............ Beijing 

Poe =e TMT coda ke Benxi 

PRRGHORIN natn oti tas RAIS Binzhou 

Piing-hslang. .2.0. «<sjs «)- $8 Pingxiang 

Pa) Maecenas cde Sims Pingliang 

PWG HIN SIAEIE So. ican cis poise cane. Pingdingshan 

PP G-OHOUMG MRR ae isare at ea ya Bozhou 

Pu-t’e-ha-ch’i (locally 

Chaslanstitun)igien 2 Sin 5.). 20s Butha Qi 

(locally 

Zalantun) 

asa Le) a ere Putian 

PUG YORIGRAN GONG Coc gon ga eee Puyang 

Sanenernislasit oss 3 ic so ots Sanmenxia 

SORIA Pave Pl deaths shah n Sanming 

Sha shit). Aa satan. Pei eets Shashi 

Shan-t’ou, see Swatow 

Shang-ch'iu (locally 

CORPO Gena eae Se eat Shangqiu 

(locally Zhuji) 

Shang jah. 2 Ait kl ake AF Shangrao 

Shanghai (Shang-hai).......... Shanghai 

SRAGSING) ebica cts there ta, aera sais (ban Shaoxing 

Snaotgian’..¢ ater’ were = Shaoguan 

SHEGAVGN. S75. wise oases Shaowu 

Shao-yang (locally 

Pad-ching) Sy g3en erties wie Shaoyang 

(locally 

Baoging) 
PERE ONONG sev sc yee ns ee Shenzhen 

Sher-yang J704h. 2). AGRO Re . Shenyang 

Shih-chia-chuang...........-. Shijiazhuang 

Shinthoszur ee! Aaiierysaees ceeteas Shihezi 
SHRShOU 5 ose tote a bucwt Shishou 

STAPASOFSAN ccc acs remands» Shizuishan 

SEMEVON i Sarat tie cee ates cote: Shiyan 
Shuang-ya-shan... 2.2... eee Shuangyashan 

Shubchiengity fa/egt ie. Os eles Shuicheng 
SlaAHeban) 4, Je sets Xi'an 

GUPCHOU, co Me ew a hc areas Suzhou 

Stichow (Hsii-chou) ...........- Xuzhou 

SULSHOU ehlewe are cwur ad ww ome Suizhou 

Supe SIC aie on ache tae Suihua 

Sui-ning...... Ei etree 0 Suining 

Swatow (Shan-t’ou) ........... Shantou 

TBeCh GING es ade ie ss-4 vivre egies Tacheng 

Term ings Bees esa + vce e es Daqing 

TEGETSIOTIW AM So bl eerie & oes Daxian 

TPASRUNG: Gis PRIN +, caer. 3.(>-anpeeeeee Datong 

SCAN Uae sek co, aire fe easels sentov Ree Tai'an 

PROTO csr ss cree a ass ata maa Taizhou 

RGRVORN gts Faget soso x ae Taiyuan 

Tan-hsien (locally 

Navarra insns Gc ctacs aarlaneetens Danxian (locally 

Nada) 

(enue. Ola co naa Dandong 

ike kn, oe eer A Tangshan 

TE-ChOUL-. 5 Bea eee ao cee Dezhou 

TG:Vang) Se ieare avs eee Deyang 

TERA Meee vo aoe ole Zeer Tiefa 

lst, tar ee eck << ore Tieling 

APION=SHUM saa Werte anspes arias Ree Tianshui 

Tientsin (T'ien-chin) ........... Tianjin 

MS'AHG-CHOU sa. a eo vo Cangzhou 

TSAO:CMUANG|: 2/o-e-chec cis: aie eR Zaozhuang 

Tsinan, see Chi-nan 

Tsingtao (Ch'ing-tao).......... Qingdao 

Tsitsihar (Ch’i-ch'i-ha-erh) ....... Qigihar 

TSUN A One es cues Tee oe Zunyi 

TMC OUN Fs Meee ot conc See een Dukou 

T'u-lu-p'an (conventional 

MURR Ra, «tole aios's an cee Turpan 

A AUSIMOM Rie cehs/ eck sat as cro Tumen 

UO RER 0.2, 8S pacar Seton 8c Duyun 

TUMEHIS Rata cokes pists: cart ac te cei Tunxi 

TAAL ees, oe, 9a crac 8 Dunhua 

ACO OMLIGM Sh ave oe sae ele Tongchuan 

Tung-hua era. sees ce ieee Tonghua 

TkinGiaO Bae aia e << ow «elect Tongliao 

iT ANIONS sft tee, aids sas, os areca Tongling 

TG - SHER aie tie me 5:..0:0 2am Dongsheng 

TUE YING Atte «5 Pe Dongying 

Turfan, see T’u-lu-p’an 

pT ZUG Sis. oe Zixing 

PU UG Feo. mise fee ercieao: « RS Zigong 

Tzu-po (locally 

(GiizieniCin) ihc ow eemeoe foo Zibo (locally 

Zhangdian) 

Urumchi, see Wu-lu-mu-ch'i 

Wen-Hsisnipcce vibe «ics Benen Wanxian 

Waning-cheni. ai... ose Wandingzhen 

WGI EUG Wr sc, ccc eto 4 eee oO Weifang 

Witte cade oc etait a ede tian nuasettas Wiehai 

IWEENAMNC a cnettirceny ood 0) :ehne) «eae Weinan 

WOH-CHOLM mitten ose fe ents. ee Wenzhou 

WEECHOU MEME. Sa Sis. arene Wuzhou 

UCR ae TERE eis esses Bes Wuzhong 

MV ANE MRE sob ase) sxohaima Wuhai 

WUT soc: ae 9 5-sim- 0-6 Meme sate Wuhan 

NVUSTIS. RM Wetec ate ee Wuxi 

AVUPE ets ccc toMeeattes is heh cax sone Wuhu 

Wu-lu-mu-ch'i (conventional 

Wruirrichl) ice eRe aia wrchasens Uriimai 
Wu-wei (locally Liang-chou)..... . Wuwei (locally 

Liangzhou) 

Ya-hsien (locally San-ya)........ Yaxian (locally 

Sanya) 

NANG sChMERR PN Rees. slinle cc oes ce Yangzhou 

Vam@:GhiGan yiiritcitidse <-. ois site: Yangquan 

VG AU TEIN ee cine oS eew eee Yan’an 

VGMGN EMC as Grote sachysiis 0 ait Sh nis Yancheng 

I AELIRC Ali eeraen dna ey arin a wy are mene Yanji 

Yen-t'ai, see Chefoo 

DCI o Be Ee nas. cee Yinchuan 

PWC ES tinea c05. 5 + oh as Yingcheng 

MPIC UI Praca cacigians © 6.» creas Yingchuan 

WPT ee sis Ge es a: eae Yingkou 

IPP DEL Agtetok SERENE con care Yingtan 

US eee yrs hs. sae Yuxia 

OO Te ees er ee Yulin 

Yu-men (locally 

Lao-cun-miaO) .......-..+-.. Yumen (locally 

Laojunmiao) 

era es Se ae Yuci 

NELVEOM pee eemars scuster- ta o> sate Yuyao 

NIGEMV ATK een erie. «ct = cau Yueyang 

NEMTCIUOUG ais cis sittin le vie + +S akud Yuncheng 

OCINOR eM Liaet mie (Pease sue.otsl.n. «> Rees Yong’an 

URSIN cits, Bececs se «> sieges Yongzhou 

Physical features and points of interest 

A-erh-chin Mountains .......... Altun Mountains 

A-la-kou, fiver... ...----+200- Alo 

A-ni-ma-ch'ing (conventional 

Amne Machin) Mountains 

Ai-pi, Lake...... 

Ai-ting, Lake ...... 

Altai (A-erh-t'ai) Mountains 

Amur (Hei-lung), river 

Ang-lung Mountains 

Anig+se) Laker ass hein 

Argun (O-erh-ku-na), river. . 

Black (Li-hsien), river... . 

Brahmaputra (Ya-lu-tsang-pu), 

LIN GI es. ata meta ndrel : F —F 

Cha-chia-tsang-pu, fiver........ 

Ghia-kan, Leake oan saa en 

Chasing; akocatnties rye: c-ceey. yout 

Ch'ai-ta-mu, see Tsaidam Basin 

Ch'ang Chiang, see Yangtze 

Ch’ang-pai Mountains 

Ch'ang-pai Nature Reserve...... 

Chao), Lake JERR, pea. senator. 

Ch’e-erh-ch'en, river.......... 

GhiidienMOURBIE casas esas ole 

Ghillelii; ake eet: Pama. sue 

Ch’iao-ko-li, Mount..........5 

Chihli, Gulf of, see Po Hai 

Ch'in, see Tsinling Mountains 

ChineShanniVvennw vs 6... eee eee 

Ch'ing-hai, Lake, see Koko Nor 

Ch'ing-tsang, see Tibet, 

Plateau of 

Chu-mu-lang-ma, see Everest, 

Mount 

Dzungarian (Chun-ko-erh) 

East China (Tung) Sea......... 

Everest (Chu-mu-lang-ma), 

MOU Eiaare rastas ettetrensoostces memes rellsre 

Feri ivVOnert es Rises ne cele ak 

Feng-shui, Mount............. 

GON DOSOLE ie Aiea leh eG irene 8 

Grand Canal (Ta YUn-ho)....... 

Greater Khingan (Ta-hsing-an) 

Hai-la-erh, river... 2... cae 

Tele ISIC efectos ac an ctin tens 

Fai, FIVE PRUE 2s tere ctas ds 

Han-ma Nature Reserve........ 

Han-t’eng-ko-li, Mount.......... 

Hei-lung, see Amur 

THO MOUNIES cider then cane staca 

Heng-tuan Mountains.......... 

Himalayas (Hsi-ma-la-ya), 

TIGUITAINS atre aee Rax-Aien, ¥ Pieye. Fo 

Ho-lan Mountains. ...........5 

LISTS AV Ghmeeee Ta Me. ies 

Hsi-hsia-pang-ma, Mount ....... 

RASHNAOAVGKo. cc et ne cue ee vie > 

Hsiao-hsing-an, see Lesser 

Khingan Range 

Hsin-an-chiang Reservoir ....... 

Hsing-k'ai, see Khanka, Lake 

BISUIAVGR Pas ba. es oe 

Hu-chuang Nature Reserve...... 

FASO Sp LARC oh omediets be aareh seins eae 

1 ACO 2 en dA a iP 

Facies, OUTAGE: SPAR ee nans Rae 

Hoalsriver sr orac: .Raewteores & 

Huang, HVOKa eens <b ere 

Huang, see Yellow Sea 

ERIS IO, VET ox cues os oranee 

Huang-kang-liang Mountain. ... . . 

Fidang Mountains eo. eek 

China 

A'nyemagen 

Mountains 

. Ebinur, Lake 

. Aydingkol, Lake 

Altay Mountains 

Heilong 

Nganglong 

Mountains 

Ngangze, Lake 

. Ergun 

. Lixian 

. Yarlung 

Za'gya 

Qagan, Lake 

Gyaring, Lake 

. Changbai 

Mountains 

Changbai 

Nature 

Reserve 

Chao, Lake 

Qargan 

Qilian, Mount 

Siling, Lake 

Qogir, Mount 

Junggar 

Basin 

Dong Sea 

Qomolangma, 

Mount 

Fen 

Fengshui, 

Mount 

Gobi Desert 
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offshore islands. To the north, except along the Shantung 
and Liaotung peninsulas, the coast is sandy and flat. 
China’s physical relief has dictated its development in 
many respects. The civilization of China originated in the 
southern part of the Loess Plateau, and from there it ex- 
tended outward until it encountered the combined barriers 
of relief and climate. The long, protruding corridor, com- 
monly known as the Kansu, or Hosi, Corridor, illustrates 
this fact. South of the corridor is the Plateau of Tibet, 
which was too high and too cold for the civilization of 
China to gain a foothold. North of the corridor is the Gobi 
Desert, which also formed a barrier. Consequently, Chi- 
nese civilization was forced to spread along the corridor, 
where melting snow and ice in the Ch’i-lien Mountains 
provided water for oasis farming. The westward extremities 
of the corridor became the meeting place of the ancient 
East and West. 
Thus, for a long time the ancient political centre of 

China was located along the lower reaches of the Huang 
Ho (Yellow River). Because of topographical barriers, 
however, it was very difficult for the central government, 
except when represented by an unusually strong dynasty, 
to gain complete control over the entire country. In many 
instances the Szechwan Basin—an isolated region in south- 
western China, about twice the size of Scotland, that is 
well protected by high mountains and is self-sufficient in 
agricultural products—became an independent kingdom. 
A comparable situation often arose in the Tarim Basin 
in the northwest. Linked to the rest of China only by 
the Kansu Corridor, this basin is even remoter than the 
Szechwan, and, when the central government was unable 
to exert its influence, oasis states were established; only 
the three strong dynasties—the Han (206 Bc-ap 220), the 
T’ang (AD 618-907), and the Ch’ing, or Manchu (1644- 
1911/12)—were capable of controlling the region. 
Apart from the three altitudinal zones already men- 
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tioned, it is possible—on the basis of geologic structure, 
climatic conditions, and differences in geomorphologic de- 
velopment—to divide China into three major topograph- 
ical regions: the eastern, northwestern, and southwestern 

zones. The eastern zone is a region shaped by the rivers, 
which have eroded landforms in some parts and have 
deposited alluvial plains in others; its climate is mon- 
soonal (characterized by seasonal rain-bearing winds). The 
northwestern region is arid and eroded by the wind; it 
forms an inland drainage basin. The southwest is a cold, 
lofty, and mountainous region containing intermontane 
plateaus and inland lakes. 
The three basic regions may be further subdivided into 

second-order geographic divisions. The eastern region con- 
tains 10 of these, the southwest contains two, and the 
northwest contains three. Below is a brief description of 
each division. 
The eastern region. The Manchurian Plain. The 
Manchurian Plain (also known as the Northeast Plain 
and the Sung-liao Plain) is located in China’s Northeast, 

the region formerly known as Manchuria. An undulating 
plain split into northern and southern halves by a low 
divide rising from 500 to 850 feet, it is drained in its 

northern part by the Sungari River and tributaries and 
in its southern part by the Liao River. Most of the area 
has an erosional rather than a depositional surface, but 
it is covered with a deep soil. The plain has an area 
of about 135,000 square miles. Its basic landscapes are 
forest-steppe, steppe, meadow-steppe, and cultivated land; 
its soils are rich and black, and it is a famous agricultural 
region. The river valleys are wide and flat with a series 
of terraces formed by deposits of silt. During the flood 
season the rivers inundate extensive areas. 
The Ch’ang-pai Mountains. To the southeast of the 

Manchurian Plain is a series of ranges comprising the 
Ch’ang-pai, Chang-kuang-ts’ai, and Wan-ta mountains, 
which in Chinese are collectively known as the Ch’ang- 
pai Shan, or “Forever White Mountains”; broken by oc- 
casional open valleys, they reach altitudes mostly between 
1,500 and 3,000 feet. In some parts the scenery is charac- 

terized by rugged peaks and precipitous cliffs. The highest 
peak is the volcanic cone of Mt. Pai-t’ou (9,003 feet), 
which has a beautiful crater lake at its snow-covered sum- 
mit. As one of the major forest areas of China, the region 
is the source of many valuable furs and famous medicinal 
herbs. Cultivation is generally limited to the valley floors. 
The North China Plain. Comparable in size to the 

Manchurian Plain, most of this plain lies at heights be- 
low 150 feet, and the relief is monotonously flat. It was 
formed by enormous sedimentary deposits brought down 
by the Huang Ho and Huai River from the Loess Plateau; 
the Quaternary deposits alone (i.e., those from 10,000 to 
2,500,000 years old) reach thicknesses of 2,500 to 3,000 
feet. The river channels, which are higher than the sur- 
rounding locality, form local water divides, and the areas 
between the channels are depressions in which lakes and 
swamps are found. In particularly low and flat areas, the 
underground water table often fluctuates from five to six 
and a half feet, resulting in the formation of meadow 
swamp and, in some places, saline soils. A densely popu- 
lated area that has long been under settlement, the North 
China Plain has the highest proportion of land under cul- 
tivation of any region in China. 
The Loess Plateau. This plateau forms a unique region 

of loess-clad hills and barren mountains situated between 
the North China Plain and the deserts of the west. In the 
north, the Great Wall of China forms the boundary, while 
the southern limit is the Tsinling Mountains, in Shensi 
Province. The average altitude of the surface is between 
4,000 and 5,000 feet, but individual ranges of bedrock 
are higher, reaching 9,285 feet in the Liu-p’an Mountains. 
Most of the plateau is covered with loess to thicknesses of 
150 to 650 feet. In northern Shensi Province and eastern 
Kansu Province the loess may reach a thickness of 800 
feet. The loess is particularly susceptible to erosion by wa- 
ter; ravines and gorges are found crisscrossing the plateau. 
It has been estimated that ravines cover approximately 
one-half of the entire region, with erosion reaching depths 
of 300 to 650 feet. 

The Shantung Hills. These hills are basically composed 
of Archean (Early to Middle Precambrian) crystalline 
shales and granites and of Lower Paleozoic sedimentary 

rocks (i.e., between 395,000,000 and 570,000,000 years 
old). Faults have played a major role in creating the pres- 
ent relief, and, as a result, many hills are horsts (blocks 
of the Earth’s crust uplifted along faults), while the valleys 
have been formed by grabens (blocks of the Earth’s crust 
that have been downthrown along faults). The Chiao-lai 
Plain divides this region into two parts. The eastern part 
is lower, lying at altitudes averaging less than 1,500 feet, 
with only certain peaks and ridges rising to 2,500 feet and 
(rarely) to 3,000 feet, and only one mountain, Mt. Lao, 
reaching a height of 3,707 feet. The western part is slightly 
higher; the highest peak is Mt. T’ai (5,026 feet), which 
is sacred as a symbol of the divine election of the ruling 
house of China. The Shantung Hills meet the sea along a 
bold and rocky shoreline. 
The Tsinling Mountains. The Tsinling Mountains in 

Shensi Province are the greatest chain of mountains east 
of the Plateau of Tibet. The mountain chain consists of a 
high and rugged barrier extending from Kansu to Honan; 
geographers use a line between the chain and the Huai 
River to divide China proper into two parts—North and 
South. The altitude of the mountains varies from 3,000 to 
10,000 feet. The western part is higher, with the highest 
peak, Mt. T’ai-pai, rising to 13,474 feet. The Tsinling 
Mountains consist of a series of parallel ridges, all running 
slightly south of east, separated by a maze of ramifying 
valleys whose canyon walls often rise sheer to a height of 
1,000 feet above the valley streams. 
The Szechwan Basin. This basin (also known as the 

Red Basin) is one of the most attractive geographical re- 
gions of China. The basin is surrounded by mountains, 
which are higher in the west and north. Protected against 
the penetration of cold northern winds, the basin is much 
warmer in the winter than are the more southerly plains 
of southeast China. Except for the Ch’eng-tu Plain, the 
region is very hilly. In the eastern half of the basin are 
numerous folds, forming a series of ridges and valleys 
that trend northeast to southwest. The lack of arable land 
has obliged farmers to cultivate the slopes of the hills, on 
which they have built terraces that frequently cover the 
slopes from top to bottom. The terracing has slowed down 
the process of erosion and has made it possible to culti- 
vate additional areas by using the steeper slopes—some of 
which have grades up to 45° or more. 
The Southeast Mountains. Southeastern China is bor- 

dered by a rocky shoreline backed by picturesque moun- 
tains. In general, there is a distinct structural and topo- 
graphic trend from northeast to southwest. The higher 
peaks may reach altitudes of 5,000 to 6,500 feet. The 
rivers are short and fast-flowing and have cut steep-sided 
valleys. The chief areas of settlement are on narrow strips 
of coastal plain where rice is produced. Along the coast 
there are numerous islands, where the fishing industry is 
well developed. 
Plains of the Middle and Lower Yangtze. East of 

I-ch’ang, in Hupeh Province, a series of plains of un- 
even width are found along the Yangtze River, or Ch’ang 
Chiang. The plains are particularly wide in the delta area 
and in places where the Yangtze receives its major tribu- 
taries—including large areas of lowlands around the lakes 
of Tung-t’ing, P’o-yang, T’ai, and Hung-tse, which are 
hydrologically linked with the Yangtze. The region is an 
alluvial plain, the accumulation of sediment laid down by 
the rivers throughout long ages. There are a few isolated 
hills, but in general the land is level, lying mostly below 
150 feet. Rivers, canals, and lakes form a dense network 
of waterways. The surface of the plain has been converted 
into a system of flat terraces, which descend in steps along 
the slopes of the valleys. 
The Nan Mountains. The Nan Mountains (in Chinese 

Nan Ling) are composed of many ranges of mountains 
running from northeast to southwest. These ranges form 
the watershed between the Yangtze to the north and the 
Pearl River (Chu Chiang) to the south. The main peaks 
along the watershed are above 5,000 feet, and some are 

more than 6,500 feet. But a large part of the land to the 
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south of the Nan Mountains 1s also hilly; flatland does not 
exceed 10 percent of the total area. The Pearl River Delta 

is the only extensive plain in this region and is also the 
richest part of South China. The coastline is rugged and 
irregular, and there are many promontories and protected 

bays, including that of Hong Kong. The principal river 
is the Hsi River, which rises in the highlands of eastern 
Yunnan and southern Kweichow. 
The southwest. The Yunnan—Kweichow highland re- 

gion. This region comprises the northern part of Yunnan 
and the western part of Kweichow; its edge is highly dis- 
sected. Yunnan is more distinctly a plateau and contains 
larger areas of rolling uplands than Kweichow, but both 
parts are distinguished by canyon-like valleys and precip- 
itous mountains. The highest elevations lie in the west, 
where Mt. Tieh-chi’ang rises to 12,080 feet. In the valleys 
of the major rivers, elevations drop to 1,300-1,600 feet. 
Particularly sharp differences in elevation and the greatest 
ruggedness of relief occur in the western part of the re- 
gion, in the gorges of the large rivers. In the eastern part, 
karst processes (creating sinks, ravines, and underground 
streams in the limestone landscape) have developed very 
strongly. Scattered throughout the highlands are small lake 
basins, separated by mountains. 
The Plateau of Tibet. This great massif occupies about 

one-fourth of the whole country. A large part of the 
plateau lies at elevations above 13,000-15,000 feet. The 
border ranges of the plateau are even higher, with indi- 
vidual peaks rising to heights of 23,000-26,000 feet. The 
interior slopes of these border mountains, as a rule, are 
gentle, while the exterior slopes are very steep. In its 
eastern and southern periphery, great rivers—such as the 
Yangtze, Huang, Mekong, Salween, Indus, and Brahma- 

putra—find their sources. Only in the low valleys, chiefly 
along the Brahmaputra Valley, are there centres of hu- 
man settlement. 

The Tsaidam Basin is the largest, as well as the lowest, 
basin in the Plateau of Tibet. The broad northwestern 
part of the basin lies at elevations from approximately 
8,800 to 10,000 feet; the narrow southeastern part lies 
between about 8,500 and 8,800 feet. Within the basin 
there is a predominance of gravel, sandy and clay deserts, 
semideserts, and salt wastes. 

The northwest. The Tarim Basin. North of the Plateau 
of Tibet and at the much lower level of about 3,000 feet 
lies the Tarim Basin. It is hemmed in by great moun- 
tain ranges: the Tien Shan (“Celestial Mountains”) on the 
north, the Pamirs on the west, and the Kunlun Moun- 
tains on the south. From these heights glacier-fed streams 
descend, only to lose themselves in the loose sands and 
gravels of the Takla Makan Desert, which occupies the 
centre of the basin. The Takla Makan is one of the most 
barren of the world’s deserts; only a few of the largest 
rivers, such as the Tarim and Ho-t’ien (Khotan), cross 
the desert, but even their flow is not constant, and they 
have water throughout their entire courses only during 
the flood period. The area of the basin is about 215,000 
square miles, and its elevations are from 2,500 to 4,600 
feet above sea level. Its surface slants to the southeast, 
where the Lop Nor (a salt-encrusted lake bed) is situated. 
The Dzungarian Basin. North of the Tarim Basin is 

another large depression, the Dzungarian. It is enclosed 
by the Tien Shan on the south, while to the northeast it is 
cut off from the Mongolian People’s Republic by the Altai 
Mountains. The surface of the basin is flat, with a gentle 
slope to the southwest. The larger portion of the land lies 
at elevations between 1,000 and 1,500 feet, and in the 
lowest part the elevation drops to 620 feet. In general the 
main part of the basin is covered by a broad desert with 
barchans (crescent-shaped sand dunes that move); only in 
certain parts are dunes retained by vegetation. 
The Tien Shan. The Chinese part of the Tien Shan 

consists of a complex system of ranges and depressions 
in which two major groups of ranges—the northern and 
southern—miay be distinguished. They are separated by 
a strip of intermontane depressions that is broken up by 
the interior ranges. Ancient metamorphic rock (formed 
under heat and pressure) constitutes the larger portion of 
the ranges in the interior zone; Paleozoic (from 225,000,- 

Tien Lake at the foot of the Po-ko-ta Mountains in the eastern 
Tien Shan, Uighur Autonomous Region of Sinkiang. 
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000 to 570,000,000 years old) sedimentary and igneous 
sedimentary beds form its northern and southern chains, 
while Mesozoic (from 65,000,000 to 225,000,000 years 
old) sandstones and conglomerates fill the intermontane 
depressions in the interior zone and constitute the foothill 
ridges. The height of the main chains of the eastern Tien 
Shan is between 13,000 and 15,000 feet, with individual 
peaks exceeding 16,000 feet; the interior chains reach 
14,500 feet. In the western part, where there is adequate 
precipitation, large glaciers are formed, reaching a length 
of more than 20 miles. Large rivers with much water, such 
as the T’e-k’o-ssu River and its tributaries, begin their 
courses there. With predominantly alpine meadow steppe, 
this area is one of the best grazing lands of China. 

DRAINAGE 

China has more than 50,000 rivers with individual drainage 
areas of more than 40 square miles. Of the total annual 
runoff (amount of water they carry away) about 95 percent 
drains directly into the sea (more than 80 percent into 
the Pacific Ocean, 12 percent into the Indian Ocean, and 

less than | percent into the Arctic Ocean) and 5 percent 
disappears inland. 

The three principal rivers of China, all of which flow 
generally from west to east, draining into the China Sea, 
are the Huang, the Yangtze, and the Hsi. The Huang Ho, 
which rises in the Kunlun Mountains, is the northernmost. 
of the three; it drains into the Po Hai (Gulf of Chihli), 
north of the Shantung Peninsula. The Yangtze, the longest 
river in the country, rises in the Tibetan Highlands and 
flows across central China, draining into the East China 
Sea north of Shanghai. The Hsi River, the southernmost 
of the three, rises in the Yunnan—Kweichow highlands 
and empties into the South China Sea via the Pearl River 
Delta, at Canton. 
The distribution of surface water in China is extremely 

uneven. Only a small part of the country has enough wa- 
ter year-round. Much of the country has abundant runoff 
but only during the rainy summer, when enormous sur- 
pluses of water are received. From the southeast to the 
northwest, the surface water decreases as mountainous 
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features increase. A vast area of the northwest lacks water 
throughout the year. North China (north of the Tsin- 
ling Mountains—Huai River line), with its flat relief and 
long history of agriculture, contains almost two-thirds of 
China’s cultivated land; paradoxically, because of scanty 
and erratic precipitation, the average annual runoff in the 
North accounts for only about one-sixth of the total for 
the country as a whole. 
The mountains of the southeast and the mountainous 

Hai-nan Island have the most abundant surface water. 
Over the year they receive more than 60 inches (1,500 

millimetres) of precipitation (in some places even more 
than 80 inches), of which almost two-thirds constitutes the 

runoff, so that a dense drainage network has developed. 
The amount of runoff is highest in the southeast, exceed- 
ing 40 inches. It gradually diminishes toward the west and 
north, so that in the true deserts of the northwest it is 
usually less than 0.4 of an inch. The arid climate of the 
northwest is reflected in the landscape of the dry steppes, 
which is characterized by richer grasses in the east, while 
in the west the landscape gradually changes to bare deserts. 
In the lower reaches of the Yangtze, the Pearl River Delta, 

and the Ch’eng-tu Plain a dense network of waterways 
has been developed. In the North China Plain and the 
Manchurian Plain most of the rivers have a linear flow, 
and tributaries are few and unconnected. In the inland 
drainage area there are very few rivers because of scanty 
precipitation. Extensive areas such as the Tarim Basin and 
northeastern Kansu Province are often completely devoid 
of runoff. In these regions the rivers depend upon melted 
snow and ice; in consequence, they are mostly small and 
are found only in mountains and mountain foothills. As 
they drain farther and farther away from the mountains, 
most of them eventually disappear in the desert, while 
some form inland lakes. Because the northern part of the 

Plateau of Tibet is a cold desert, the rate of evaporation 

is slow, so that a denser network of rivers has developed; 
most of these, however, run into glaciated depressions, 
forming numerous lakes. 

SOILS 

Because of its vast and diverse climatic conditions, China 
has a wide variety of soils. Indeed, all the soils of the 

Eurasian continent, except the soils of the tundra and the 

highly leached podzolic-gley soils of the northern taiga, 
are found in China. As a result of the climatic differences 
between the drier and cooler North and the wetter and 
hotter South, soils may be grouped into two classifica- 
tions. Generally speaking, the soils north of the Tsinling 
Mountains—Huai River line are pedocals (calcareous) and 
are neutral to alkaline in reaction; those south of this 
line are pedalfers (leached noncalcareous soils), which are 
neutral to acid. 
Apart from the great plateaus and high mountains to 

the southwest, marked soil zones are formed in China ac- 
cording to differences in climate, vegetation, and distance 
from the sea. The east and southeast coastal region is 
covered by the forest zone associated with a humid and 
semihumid climate, while the north and northwest inland 
regions belong mostly to the steppe zone, as well as to 
the semidesert and desert zone associated with a semiarid 
and arid climate. Between these two broad soil zones lies 
a transitional zone—the forest-steppe zone, where forest 
soils merge gradually with steppe soils. 
Between the pedocals of the North and the pedalfers 

of the South lie the neutral soils. The floodplain of the 
Yangtze below the Three Gorges, where the river cuts 
through the Wu Mountains to empty onto the Hupeh 
Plain, is overlain with a thick cover of noncalcareous al- 
luvium. These soils, sometimes classified as paddy (rice- 
growing) soils, for the most part are exceedingly fertile 
and of good texture. The paddy soil is a unique type of 
cultivated soil; it has been formed over a long period of 
time under the specific conditions of rice cultivation. 
Along the coast of North China are belts of saline and 

alkaline soil. They are associated with a combination of 
poor drainage and aridity, where the rainfall is insufficient 
either to dissolve or to carry away the salts in solution. 
The adverse effects of nature on the soil have been further 

intensified by centuries of concentrated cultivation, which 

has resulted in an almost universal deficiency of nitrogen 
and of organic matter. The shortage of organic matter 
is due primarily to the habitual use by farmers of crop 
stalks and leaves for livestock feed and fuel. The animal 
manure and night soil used for fertilizer contain too small 
an amount of organic matter to compensate for the loss 
of nutrients in the soil. The soils are also often deficient 
in phosphorus and potassium, but these deficiencies are 
neither so widespread nor so severe as that of nitrogen. 
At one time, half of the territory of China may have 

been covered by forests, but now less than one-tenth of 

the country is forested. Extensive forests in central and 
southern China were cleared for farmlands, resulting in 
the inevitable erosion of soils from the hillsides and their 
deposition in the valleys. Farmers have constructed level 
terraces, supported by walls, in order to hold back water 
for rice fields, thus effectively controlling erosion. Wher- 
ever elaborate terraces have been built, soil erosion is 
virtually absent, and stepped terraces have become one of 

the characteristic features of the rural landscape. 
Excessive grazing and destruction of the grass cover also 

have resulted in soil removal. With the valuable crumb 
structure broken down and porosity lost, the topsoil is 

easily washed away through erosion in the rainy season; 
if the region happens to be a dry one, the wind produces 
the same effect. The Loess Plateau, constantly buffeted 
by rain and wind, is especially vulnerable to soil erosion, 
which results in a distinctive landscape. Steep-sided gullies, 
some of which may be several hundred feet deep, cut the 
plateau into fantastic relief. The damage done by heavy 
rain in summer is caused not only by the loss of topsoil 
but also by the frequent flooding of silt-laden rivers. 

(C.-S.Ch./K.G.L./Ed.) 

CLIMATE 

The air masses. China lies in Asia, the world’s largest 
continent, and faces the Pacific, the world’s largest ocean. 
Between the Pacific and China’s part of Asia, there is a 
seasonal movement of air masses. The polar continental 
air mass, originating in Siberia, dominates a large part 
of China during thé winter, while the tropical Pacific air 
mass exerts its influence during the summer. The sharply 
varied climatic conditions prevailing in summer and in 
winter are a direct result of the interaction of these two 
air masses, which are entirely different in nature. 
The Siberian air mass, which is quite stable, is extremely 

cold and dry and often has marked layers of tempera- 
ture inversion. After crossing the Mongolian Plateau, the 
air mass spreads southward and begins to invade North 
China, where it undergoes a series of rapid changes; its 
temperature rises slightly, and its stability decreases. Dur- 
ing the day it may be quite warm, but at night or in 
shaded places the cold is often unbearable. In general, the 
diurnal (daily) range of temperature is more than 18° F 
(10° C); in extreme cases, it may exceed 45° F (25° C). 
Because North China is affected by this air mass most of 
the time, it is dry, with clear weather and an abundance 

of sunshine during the winter months. 
The prevailing winter wind blows from November 

through March; it changes direction as it moves to the 
south. In northern and northeastern China its direction 
is from the northwest, in eastern China it comes from 
the north, and on the southeastern coasts it is from the 
northeast. The height of the winter wind belt usually does 
not exceed 13,000 feet. As it moves to the south, the 

height decreases; in Nanking it is about 6,500 feet, and 

in South China it is less than 5,000 feet. The Tsinling 
Mountains become an effective barrier to the advance of 
the cold waves to the south, particularly in the western 
section, where the average altitude of the mountains is 
mainly between 6,500 and 9,000 feet. 
In China the tropical Pacific air mass is the chief source 

of the summer rainfall. When it predominates, it may 
cover the eastern half of China and penetrate deep into 
the border areas of the Mongolian Plateau and onto the 
eastern edge of the Plateau of Tibet. In summer the 
Siberian air mass retreats to the western end of Mongolia, 
although it occasionally extends southward and sometimes 
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may reach the Huai River Valley, which constitutes a 
battleground between the tropical Pacific and Siberian air 
masses in summer. 

The movement of the two air masses is of immense 
significance to the climate of central and North China. 
In summer, when the tropical air mass predominates, 
the frontal zone between the two shifts northward; as a 
result, North China receives heavier rainfall. When the 
southeastern monsoon slackens, however, the frontal zone 
moves southward, and central China receives more rain- 
fall, as a result of which floods may occur. The activity 
of the tropical Pacific air mass in winter is confined to 
the southeast coastal areas; during this season, therefore, 
drizzle frequently occurs in the hilly areas south of the 
Nan Mountains, and fog often appears in the morning. 
Besides these two air masses, three other air masses also 

play their parts in the making of the climate of China. 
These are the equatorial continental air mass (a highly un- 
stable southwest monsoon), the polar maritime air mass, 
and the equatorial maritime air mass. Furthermore, be- 
cause China is a vast country with complex topography, 
the interaction between the air masses and relief produces 
many different types of climate. 
Temperature. Temperatures generally decrease from 

south to north. The mean annual temperature is above 
68° F (20° C) in the Pearl River Valley. It decreases to 
between 59° and 68° F (15° and 20° C) in the middle 
and lower reaches of the Yangtze, to about 50° F (10° C) 
in North China and the southern part of Sinkiang, and 

to 41° F (5° ©) in the southern area of the Northeast, 
the northern part of Sinkiang, and places near the Great 
Wall. It drops below 32° F (0° C) in the northern part of 
Heilungkiang. The annual range of temperature between 
the extreme south and north is about 86° F (48° C). With 
few exceptions, January is the coldest month, and July 
is the hottest. 

South of the Tsinling Mountains—Huai River line, the 
mean January temperature increases progressively, rising 
from 32° F to 72° F (22° C) on the southern coast of Hai- 
nan Island. Snow rarely falls, and the rivers do not freeze. 
North of this line, the temperature drops from 32° F to 
—18° F (—28° C) in the northern part of Heilungkiang. 
In April the mean temperature is above 32° F for the 

whole of China with the exception of the extreme north 
of Heilungkiang. During this time the mean temperature 
for the Manchurian Plain is between 36° and 46° F (2° 
and 8° C), and for the extensive plain between Peking 
and Shanghai it is between 54° and 59° F (12° and 15° 
C). South of the Nan Mountains the mean temperature 
is well over 68° F (20° C). Along the coast of southern 
Kwangtung, willows start to bud in late January, but in 
Peking the budding of willows comes as late as early April. 
In summer the range of temperature between North and 

South China is quite small. In July the difference in tem- 
perature between Canton and Peking is only about 5° F 
(3° C), and the isotherms in July are roughly parallel to 
the coastline. In July the isotherm of 82° F (28° C) marks 
an extensive area. The hottest places in China are to be 
found along the valleys of the Middle and Lower Yangtze. 
The mean July temperature of Nan-ch’ang and Ch’ang- 
sha is well over 84° F (29° C), and in many years it is 
above 86° F (30° C). 
In North China autumn is generally cooler than spring; 

the mean October temperature in Peking is about 55° F 
(13° C), and in April the mean temperature is about 57° 
F (14° C). In South China the reverse is true. The mean 
October temperature in Canton is 75° F (24° C); in April 
the mean temperature is only about 70° F (21° GC) 
The middle and lower reaches of the Huang Ho are the 

areas where China’s civilization and agriculture first devel- 
oped. There the seasonal rhythm is well marked, and the 
duration of each season is evenly spaced. In other parts of 
China, however, there are variations among different re- 
gions in the duration, as well as in the starting and closing 
dates, of each season. In northern Heilungkiang summer 
is nonexistent, while in southern Kwangtung there is no 
winter. In K’un-ming, on the Yunnan plateau, the climate 
is mild throughout the year, and summer and winter 
are very brief. 

In general, south of the Tsinling Mountains—Huai River 
line the mean daily temperature seldom falls below freez- 
ing, so that farming can be practiced all through the year. 
In the Yangtze Valley two crops a year are usually grown, 

but north of the Great Wall only one crop a year is grown. 
Rainfall. Rainfall in China generally decreases from the 

southeast to the northwest. The annual precipitation of 
certain places along the southeastern coast amounts to 
more than 80 inches. The Yangtze Valley receives about 
40 inches. Farther north, in the Huai River Valley the an- 

nual rainfall decreases to 30 inches. In the lower reaches of 
the Huang Ho only 20 inches of precipitation are received 
annually. The Northeast obtains much more precipitation 
than the North China Plain, where along the Southeast 
Mountains as much as 40 inches are received. 
The southeast monsoon loses much of its moisture by 

the time it reaches the northern part of the Loess Plateau, 
where the annual precipitation is reduced to between 12 
and 20 inches. Northwest of a line linking the Greater 
Khingan, Yin, Lang, Ch’i-lien, and A-erh-chin ranges the 

annual precipitation is less than 10 inches. This is because 
these regions are far from the sea, and the southern mon- 
soon is prevented from reaching them by high mountains; 
only grasslands, therefore, are found there. In western In- 
ner Mongolia, the Kansu Corridor, and the Tarim Basin, 

the annual precipitation is even less than four inches. 
These are areas of true desert, where sometimes not a 
single drop of rain is received for several years. 
The Dzungarian Basin and the J-li Valley of northern 

Sinkiang are open to the influences of the westerlies; pre- 
cipitation there is heavier. The precipitation of the Plateau 
of Tibet, like that of China as a whole, decreases from 
southeast to northwest. The valleys in the southeastern 
part of the plateau receive more than 40 inches of precip- 
itation, while the eastern edge of the plateau receives 20 
inches annually. But in the enclosed basin in the north— 
the Tsaidam—the annual precipitation is only four to 10 
inches. 

The high variability of rainfall is another characteristic 
of the climate of China. Usually, the less the rainfall, the 

greater the variability; this fact has a close connection with 
the high frequency of drought and flood in China. Spring 
rain is of immense significance to farming in China; unfor- 
tunately, spring is the season with the highest variability. 
In South China the variability exceeds 40 percent, along 
the Yangtze it is about 45 percent, and in North China it is 
more than 50 percent. The variability of a very large area 
in North China exceeds 70 percent in some places; east of 
Peking, for example, the rainfall variability in spring may 
even exceed 80 percent, as it also does in the central parts 
of the Yunnan—Kweichow highlands. 
Rain falls mostly in the summer months, when plants 

need water the most. This is an important asset for farm- 
ers, but the rainfall in summer is usually too intense. 
In July, when the frontal zone shifts northward, cyclones 
(circulation of winds around centres of low atmospheric 
pressure) are much more active in North China than in 
South China, and North China begins to receive heavier 
rainfall. More than half of the North China Plain records 
eight-tenths of an inch of daily rainfall. In some places, as 
much as an inch or more may fall daily. During this time 
areas south of the Yangtze are covered by the tropical 
Pacific air mass, so that the weather becomes compara- 
tively stable, and the amount of rainfall usually decreases, 
while the average rainfall intensity is less than that of 
June; a large area receives less than six-tenths of an inch. 
The intensity of August rainfall is in general less than 
that of July. 
In the southeastern coastal regions, around Fu-chou and 

Swatow, the maximum daily rainfall may even approach 
12 inches. This fact is clearly related to the high frequency 
of typhoons (tropical cyclones) striking this part of the 
coast, usually during the period from May to November; 
July, August, and September are the three months when 
typhoons are the most frequent. 
In May typhoons usually strike the coast south of Swa- 

tow. Later in June they shift northward, arriving between 
Swatow and Wen-chou, and after July they invade areas 
north of Wen-chou. August has the highest frequency 
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of typhoon invasions, when more than one-third of the 
typhoons reaching China arrive. After September the fre- 
quency of typhoons decreases, and the pattern again shifts 
southward. In October typhoons usually land south of 

Wen-chou; the late typhoons arriving in November and 
December strike south of Swatow. 

PLANT AND ANIMAL LIFE 

Plant life. Types of natural vegetation and their floristic 
composition are extremely diverse. The total number of 
seed plants in China is about 30,000 species, representing 
2,700 genera; more than 200 of these genera are restricted 
to China. There are about 2,500 species of forest trees, 
and, among flowering plants, 95 percent of the known 
woody group are to be found. Many of them are trees of 
economic importance, such as tung trees, camphor trees, 
lacquer trees, star anise (which yields an oil used as a 
flavouring additive), and privet. 
Contributing to the variety and intermixture of tropical 

and temperate plants in China are such factors as the 
lack of insurmountable topographic barriers, such as large 
stretches of desert, between the tropical, temperate, and 
semifrigid zones; wind systems that alternate in winter 
and summer; and the frequent occurrence of cyclones. If, 

for example, the vegetation of Heilungkiang province in 
the North and Kwangtung province in the South are com- 
pared, it is hardly possible to find a single common plant 
species, with the exception of certain weeds. In the taiga 
of the northern border of China or in the high mountains, 
on the other hand, there are many plant species that are 
also found in the lands within the Arctic Circle, while in 
the Chinese tropics there are species that also grow south 
of the Equator. From the ecological point of view, the 
tropical forests of South China, however, do not in general 
differ greatly from those of Indonesia and other Southeast 
Asian countries, while the desert and steppe vegetation of 
northwestern China is closely akin to that found in Mon- 
golia or to that in Kazakstan. Furthermore, the Chinese 
taiga terrain of the frontier area adjoining Russia in no 

way differs from that of Siberia. 
Traveling in China, one may encounter practically all 

types of natural vegetation indigenous to the Northern 
Hemisphere, with the exception only of that of the polar 
tundra. There are mangrove swamps along the shores of 
the South China Sea; rain forests on Hai-nan Island and 
in the south of Yunnan; and deserts, steppes, meadows, 
and savannas, as well as regions where tropical and tem- 
perate coniferous, broad-leaved evergreen, and deciduous 

plants prevail. 
In accordance with the character of the vegetation, China 

may be divided—roughly along a diagonal from the south- 
west to the northeast—into two sharply different parts: the 

dry northwest and the humid southeast. The tropical area, 

adjoining the humid southeast, is geographically related 
more to Southeast Asia. 
In the northwest, where desertlike conditions prevail, are 

vast areas of sparse drought-resistant vegetation; within 
these areas in the low-lying land and depressions are 
patches of salt-tolerant plants, notably in the Dzungarian, 
Tsaidam, and Gobi regions. Skirting the southern edge of 
the Gobi is a wide belt of grassland. (C.-S.Ch.) 

Animal life. Profusion of vegetation and a variety of 
relief have fostered the development of a great diversity 
of animal life and have permitted the survival of animals 
that elsewhere are extinct. Notable among such survivals 
are the great paddlefish of the Yangtze, the small species 

of alligator in eastern and central China, and the giant 
salamander (related to the Japanese giant salamander and 
the American hellbender) in western China. The diversity 
of animal life is perhaps greatest in the ranges and valleys 
of Tibet and Szechwan, to which region the giant panda 
is confined. The takin, or goat antelope, numerous species 
of pheasants, and a variety of laughing thrushes are to be 
found in all the Chinese mountains. China seems to be 
one of the chief centres of dispersal of the carp family and 
also of old-world catfishes. 
The regional affinities of Chinese animal life are com- 

plex. In the Northeast there are resemblances to the 
animal life of the Siberian forests. Animals from Central 

(Top) The Mandarin duck of northern China. (Bottom) The 

endangered giant panda, native only to the bamboo forests of 
Tibet and Szechwan. 
(Top) © Gordon Langsbury—Bruce Coleman Inc., (bottom) © George Holton—Photo 
Researchers 

Asia inhabit suitable steppe areas in northern China. The 
life of the great mountain ranges is Palearctic (relating to 
a biogeographic region that includes Europe, Asia north 
of the Himalayas, northern Arabia, and Africa north of 
the Sahara) but with distinctively Chinese species or gen- 
era. To the southeast the lowlands and mountains alike 
permit direct access to the eastern region. This part of 
China presents a complete transition from temperate-zone 

Palearctic life to the wealth of tropical forms distinctive of 

southeastern Asia. Tropical types of reptiles, amphibians, 
birds, and mammals predominate in the southernmost 

Chinese provinces. (K.P.S.) 

SETTLEMENT PATTERNS 

Rural areas. Except in the mountains and hills, an 
overwhelming majority of the rural settlements of China 
consist of sizable compact (nucleated) villages. The for- 
mation of such rural settlements is related not only to the 
increasing population and to a long historical background 
but also to water supply (the practice of drilling deep wells, 

for instance) and to defense (especially, in former days, 
against the attack of bandits). Many of the large villages 
have no urban atmosphere at all, even with populations of 

several thousand. Frequent markets may be held between 

the settlements to enable the peasants to barter their agri- 

cultural produce. 
On the North China Plain, villages are fairly evenly dis- 

tributed and are connected with one another by footpaths 
and cart tracks. Houses are built close together and are 

mostly made of sun-dried brick or pounded earth. Many 
of the market towns or even large villages are surrounded 
by walls. The number and length of the streets depend on 
the town’s size and the nature of the terrain; some streets 

are merely narrow lanes. 
Rural landscapes of central and southern China are 

dominated by rice fields. The Yangtze River delta has 
almost every type of human settlement, from the single 
farmstead to the fairly large market town. Villages to the 
south and east of Lake T’ai in Kiangsu province are lo- 
cated one to two miles apart. Villages in central China, 
particularly on the lower Yangtze, are larger than those 
of North China; many have a few shops that serve not 
only the villagers but also the dispersed residents nearby. 
In the centre of dozens of such villages is a market town, 
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which collects rural produce and distributes manufactured 

goods. Communication among the villages is mainly by 
boat, along the dense net of waterways. The most elegant 

structures in the landscape are the numerous stone bridges 

that span streams and canals. In the Ch’eng-tu Plain of 
the Szechwan Basin, a large part of the population lives 
in isolated farmsteads or scattered hamlets, surrounded by 

thickets of bamboo and broad-leaved trees. 

Cave dwellings are another distinctive feature of the 
Chinese rural landscape. They are common on the Loess 
Plateau and particularly in northern Shensi, western 
Shansi, and southeastern Kansu, where the loess is thick 

and timber is scarce. The cave dwelling has the advantage 

of being naturally insulated, making it cooler in summer 
and warmer in winter. 

Urban areas. Urbanization and industrialization are of- 
ten closely related. Urbanization in China accelerated after 
1953 as the government intensified its efforts to convert 
the country into an industrial power. 
The dramatic change in the urban landscape is the re- 

sult of the rapid development of modern manufacturing 
industries and of communications. Many new towns and 
cities have been built around manufacturing and mining 
centres. In the remoter areas of China the first appearance 
of railways and highways contributed to the rapid growth 
of some entirely new towns, such as Karmo, Shih-ho-tzu, 
and Sze-chuan-ho. For larger cities, Wu-lu-mu-ch’i (capi- 
tal of the Uighur Autonomous Region of Sinkiang), Lan- 
chou (capital of Kansu), and Pao-t’ou (in Inner Mongolia 
Autonomous Region) provide examples of extremely rapid 

expansion. Lan-chou lies midway between southeast and 
northwest China. Pao-t’ou, formerly a bleak frontier town 
of traders, artisans, and immigrant farmers, has become 
one of the largest steel centres in China. 

The people 

ETHNIC AND LINGUISTIC GROUPS 

China is a multinational country, with a population com- 
posed of a large number of ethnic and linguistic groups. 
Thus, the basic classification of the population is not so 
much ethnic as linguistic. The Han (Chinese), the largest 
group, outnumber the minority groups or minority na- 
tionalities in every province or autonomous region except 

Tibet and Sinkiang. The Han, therefore, form the great 
homogeneous mass of the Chinese people, sharing the 
same culture, the same traditions, and the same written 
language. Some 55 minority groups are spread over ap- 

proximately three-fifths of the total area of the country. 
Where these minority groups are found in large numbers, 
they have been given some semblance of autonomy and 
self-government; autonomous regions of several types have 

been established on the basis of the geographic distribu- 
tion of nationalities. 
The government takes great credit for its treatment of 

these minorities, including care for their economic well- 
being, the raising of their living standards, the provision 
of educational facilities, the promotion of their national 
languages and cultures, and the raising of their levels of lit- 
eracy, as well as for the introduction of a written language 
where none existed previously. It must be noted, however, 

that some minorities, Tibetans in particular, have been 
subject to varying degrees of repression. Still, of the 50-odd 
minority languages, only 20 had written forms before the 
coming of the Communists; and only relatively few writ- 
ten languages—for example, Mongolian, Tibetan, Uighur, 
Kazak, Thai, and Korean—were in everyday use. Other 
written languages were used chiefly for religious purposes 
and by a limited number of persons. Educational institu- 
tions for national minorities are a feature of many large 
cities, notably Peking, Wu-han, Ch’eng-tu, and Lan-chou. 
Four major language families are represented in China: 

the Sino-Tibetan, Altaic, Indo-European, and Austro- 
asiatic. The Sino-Tibetan family, both numerically and 
in the extent of its distribution, is the most important; 
within this family, Han Chinese is the most widely spoken 
language. Although unified by their tradition, the written 
characters of their language, and many cultural traits, 
the Han speak several mutually unintelligible dialects and 

display marked regional differences. By far the most im- 
portant Chinese tongue is the Mandarin, or p’u-t’ung hua, 

meaning “ordinary language” or “common language.” 

There are three variants of Mandarin. The first of these 
is the northern variant, of which the Peking dialect, or 
Peking Awa, is typical and which is spoken to the north 
of the Tsinling Mountains—Huai River line; as the most 
widespread Chinese tongue, it has officially been adopted 
as the basis for a national language. The second is the 
western variant, also known as the Ch’eng-tu or Upper 

Yangtze variant; this is spoken in the Szechwan Basin and 

in adjoining parts of southwestern China. The third is the 
southern variant, also known as the Nanking or Lower 
Yangtze variant, which is spoken in northern Kiangsu 
and in southern and central Anhwei. Related to Mandarin 
are the Hunan, or Hsiang, dialect, spoken by people in 
central and southern Hunan, and the Kan dialect. The 
Hui-chou dialect, spoken in southern Anhwei, forms an 
enclave within the southern Mandarin area. 
Less intelligible to Mandarin speakers are the dialects of 

the southeast coastal region, stretching from Shanghai to 
Canton. The most important of these is the Wu dialect, 
spoken in southern Kiangsu and in Chekiang. This is 

followed, to the south, by the Fu-chou, or Northern Min, 
dialect of northern and central Fukien and by the Amoy- 
Swatow, or Southern Min, dialect of southern Fukien and 
easternmost Kwangtung. The Hakka dialect of southern- 
most Kiangsi and northeastern Kwangtung has a rather 
scattered pattern of distribution. Probably the best known 
of these southern dialects is Yiieh, particularly Cantonese, 
which is spoken in central and western Kwangtung, Hong 
Kong, and in southern Kwangsi—a dialect area in which 
a large proportion of overseas Chinese originated. 
In addition to the Han, the Manchu and the Hui (Chinese 

Muslims) also speak Mandarin and use Chinese characters. 
The Hui are descendants of Chinese who adopted Islam 

when it penetrated into China in the 7th century. They 
are intermingled with the Han throughout much of the 
country and are distinguished as Hui only in the area of 
their heaviest concentration, the Hui Autonomous Region 
of Ningsia. Other Hui communities are organized as au- 
tonomous prefectures (tzu-chih-chou) in Sinkiang and as 
autonomous counties (tzu-chih-hsien) in Tsinghai, Hopeh, 
Kweichow, and Yunnan. Increasingly, the Hui have been 
moving from their scattered settlements into the area of 
major concentration, possibly, as firm adherents of Islam, 
in order to facilitate intermarriage with other Muslims. 
The Manchu declare themselves to be descendants of the 
Manchu warriors who invaded China in the 17th century 

and founded the Ch’ing dynasty (1644-1911/12). Ancient 
Manchu is virtually a dead language, and the Manchu 
have been completely assimilated into Han Chinese cul- 
ture. They are found mainly in North China and the 
Northeast, but they form no separate autonomous areas 

above the commune level. Some say the Koreans of the 
Northeast, who form an autonomous prefecture in eastern 
Kirin, cannot be assigned with certainty to any of the 
standard language classifications. 
The Chuang (Chuang-chia) are China’s largest minority 

group. Most of them live in the Chuang Autonomous 
Region of Kwangsi. They are also represented in national 
autonomous areas in neighbouring Yunnan and Kwang- 
tung. They depend mainly on the cultivation of rice for 
their livelihood. In religion they are animists, worship- 
ing particularly the spirits of their ancestors. The Puyi 
(Chung-chia) group are concentrated in southern Kwei- 
chow, where they share an autonomous prefecture with 
the Miao (Hmong) group. The T’ung group are settled in 
small communities in Kwangsi and Kweichow; they share 
with the Miao group an autonomous prefecture set up in 
southeast Kweichow in 1956. The Tai speakers are con- 
centrated in southern Yunnan and were established in two 
autonomous prefectures—one whose population is related 
most closely to the Tai of northern Thailand and another 
whose Tai are related to the Shan people of Myanmar 
(Burma). The Li of Hai-nan Island form a separate group 
of the Chinese-Tai language branch. They share with the 
Miao people a district in southern Hai-nan. 
Tibetans are distributed over the entire Tsinghai-Tibetan 
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plateau. Outside Tibet, Tibetan minorities constitute au- 
tonomous prefectures and autonomous counties. There 

are five Tibetan autonomous prefectures in Tsinghai, two 
in Szechwan, and one each in Yunnan and Kansu. The 
Tibetans still keep their tribal characteristics, but few of 
them are nomadic. Though essentially farmers, they also 
raise livestock and, as with other tribal peoples in the Chi- 
nese far west, also hunt to supplement their food supply. 
The major religion of Tibet has been Tibetan Buddhism 
since about the 17th century; before 1959 the social and 
political institutions of this region were still based largely 
on this faith. Many of the Yi (Lolo) were concentrated in 
two autonomous prefectures—one in southern Szechwan 
and another in northern Yunnan. They raise crops and 
sometimes keep flocks and herds. 
The Miao-Yao (Hmong-Mien) branch, with their major 

concentration in Kweichow, are distributed throughout 
the central south and southwestern provinces and are 

found also in some small areas in eastern China. They are 
subdivided into many rather distinct groupings. Most of 
them have now lost their traditional tribal traits through 
the influence of the Han, and it is only their language that 
serves to distinguish them as tribal peoples. Two-thirds of 
the Miao are settled in Kweichow, where they share two 
autonomous prefectures with the T’ung and Puyi groups. 
The Yao people are concentrated in the Kwangsi-K wang- 

tung-Hunan border area. _ 
In some areas of China, especially in the southwest, there 

are many different ethnic groups that are geographically 
intermixed. Because of language barriers and different 
economic structures, these peoples all maintain their own 

cultural traits and live in relative isolation from one an- 
other. In some places the Han are active in the towns 

and in the fertile river valleys, while the minority peoples 
depend for their livelihood on more primitive forms of 
agriculture or on grazing their livestock on hillsides and 
mountains. The vertical distribution of these peoples is 
in zones—usually the higher they live, the less complex 
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their way of life. In former times they did not mix well 
with one another, but now, with highways penetrating 
deep into their settlements, they have better opportunities 
to communicate with other groups and are also enjoying 

better living conditions. 
While the minorities of the Sino-Tibetan language fam- 

ily are thus concentrated in the south and southwest, the The Altaic 
second major language family—the Altaic—is represented language 
entirely by minorities in northwestern and northern China. family 
The Altaic family falls into three branches: Turkic, Mon- 
golian, and Manchu-Tungus. The Turkic language branch 
is by far the most numerous of the three Altaic branches. 
The Uighur, who are Muslims, form the largest Turkic 
minority. They are distributed over chains of oases in the 
Tarim Basin and in the Dzungarian Basin of Sinkiang. 
They mainly depend on irrigation agriculture for a liveli- 
hood. Other Turkic’ minorities in Sinkiang are splinter 
groups of nationalities living in neighbouring nations of 
Central Asia, including the Kazaks and Kyrgyz. All these 
groups are adherents of Islam. The Kazaks and Kyrgyz 
are pastoral nomadic peoples, still showing traces of tribal 
organization. The Kazaks live mainly in northwestern and 
northeastern Sinkiang as herders, retiring to their camps 
in the valleys when winter comes; they are established in 
the I-li-ha-sa-k’o (Ili Kazak) Autonomous Prefecture. The 
Kyrgyz are high-mountain pastoralists and are concen- 
trated mainly in the westernmost part of Sinkiang. 
The Mongolians, who are by nature a nomadic people, 

are the most widely dispersed of the minority nationalities 
of China. Most of them are inhabitants of the Inner Mon- 
golia Autonomous Region. Small Mongolian and Mongo- 
lian-related groups of people are scattered throughout the 
vast area from Sinkiang through Tsinghai and Kansu and 
into the provinces of the Northeast (Kirin, Heilungkiang, 
and Liaoning). In addition to the Inner Mongolia Au- 
tonomous Region, the Mongolians are established in two 
autonomous prefectures in Sinkiang, a joint autonomous 
prefecture with Tibetans and Kazaks in Tsinghai, and 
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several autonomous counties in the western area of the 
Northeast. Some of them retain their tribal divisions and 
are pastoralists, but large numbers of Mongolians engage 
in sedentary agriculture, and some of them combine the 
growing of crops with herding. The tribes, who are de- 
pendent upon animal husbandry, travel each year around 
the pastureland—grazing sheep, goats, horses, cattle, and 

camels—and then return to their point of departure. A 
few take up hunting and fur trapping in order to supple- 

ment their income. The Mongolian language consists of 
several dialects, but in religion it is a unifying force; most 
Mongolians are believers in Tibetan Buddhism. 
A few linguistic minorities in China belong to neither the 

Sino-Tibetan nor the Altaic language family. The Tajik 
of westernmost Sinkiang are related to the population of 
Tajikistan and belong to the Iranian branch of the Indo- 
European family. The Kawa people of the China—Burma 
border area belong to the Mon-Khmer branch of the 
Austro-Asiatic family. 

POPULATION GROWTH 

Historical records show that, as long ago as 800 Bc, in 
the early years of the Chou dynasty, China was already 
inhabited by about 13,700,000 people. Until the last years 
of the Hsi (Western) Han dynasty, about AD 2, compara- 
tively accurate and complete registers of population were 
kept, and the total population in that year was given as 
59,600,000. This first Chinese census was intended mainly 

as a preparatory step toward the levy of a poll tax. Many 
members of the population, aware that a census might 
work to their disadvantage, managed to avoid reporting; 
this explains why all subsequent population figures were 
unreliable until 1712. In that year the Emperor declared 
that an increased population would not be subject to 
tax; population figures thereafter gradually became more 
accurate. 
During the later years of the Pei (Northern) Sung dy- 

nasty, in the early 12th century, when China was already 
in the heyday of its economic and cultural development, 
the total population began to exceed 100,000,000. Later, 
uninterrupted and large-scale invasions from the north 
reduced the country’s population. When national unifica- 
tion returned with the advent of the Ming dynasty, the 
census was at first strictly conducted. The population of 
China, according to a registration compiled in 1381, was 
quite close to the one registered in AD 2. 
From the 15th century onward, the population increased 

steadily; this increase was interrupted by wars and natu- 
ral disasters in the mid-17th century and slowed by the 
internal strife and foreign invasions in the century that 
preceded the Communist takeover in 1949. During the 
18th century China enjoyed a lengthy period of peace 
and prosperity, characterized by continual territorial ex- 
pansion and an accelerating population increase. In 1762 
China had a population of more than 200,000,000, and 
by 1834 the population had doubled. It should be noted 
that during this period there was no concomitant increase 
in the amount of cultivable land; from this time on, land 
hunger became a growing problem. 
After 1949 sanitation and medical care greatly improved, 

epidemics were brought under control, and the younger 
generation became much healthier. Public hygiene also 
improved, resulting in a death rate that declined faster 
than the birth rate and a rate of population growth that 
speeded up again. Population reached 1,000,000,000 in 
the early 1980s. 
The continually growing population poses major prob- 

lems for the government. Faced with difficulties in ob- 
taining an adequate food supply and in combating the 
generally low standard of living, the authorities sponsored 
a drive for birth control in 1955-58. A second attempt at 
population control began in 1962, when advocacy of late 
marriages and the use of contraceptives became promi- 
nent parts of the program. The outbreak of the Cultural 
Revolution interrupted this second family-planning drive, 
but in 1970 a third and much stricter program was initi- 
ated. This program attempted to make late marriage and 
family limitation obligatory, and it culminated in 1979 in 
efforts to implement a policy of one child per family. 

Other developments affected the rate of population 
growth more than the first two official family-planning 
campaigns. For example, although family planning had 
been rejected by Chinese Communist Party Chairman 
Mao Zedong (Mao Tse-tung) in 1958, the Great Leap 
Forward that he initiated in that year (see below The 
economy) caused a massive famine that resulted in more 
deaths than births and a reduction of population in 1960. 
By 1963 recovery from the famine produced the highest 
rate of population increase since 1949, at more than 3 
percent, although the second birth-control campaign had 
already begun. 
Since the initiation of the third family-planning program 

in 1970, however, state efforts have been much more ef- 
fective. China’s population growth rate is now unusually 
low for a developing country, although the huge size of 
its population still results in a large annual net popula- 
tion growth. 

POPULATION DISTRIBUTION 

Because of complex natural conditions, the population of 
China is quite unevenly distributed. Population density 
varies strikingly, with the greatest contrast occurring be- 
tween the eastern half of China and the lands of the west 
and the northwest. Exceptionally high population densities 
occur in the Yangtze Delta, in the Pearl River Delta, and 
on the Ch’eng-tu Plain of the western Szechwan Basin. 
Most of the high-density areas are coterminous with the 
alluvial plains on which intensive agriculture is centred. 
In contrast, the isolated, extensive western and frontier 

regions, which are much larger than any European na- 
tion, are sparsely populated. Extensive uninhabited areas 
include the extremely high northern part of Tibet, the 
sandy wastes of the central Tarim and eastern Dzungarian 
basins in Sinkiang, and the barren desert and mountains 
east of Lop Nor. 

In the 1950s the government became increasingly aware 
of the importance of the frontier regions and initiated a 
drive for former members of the military and young intel- 
lectuals to settle there. Consequently, the population has 
increased, following the construction of new railways and 
highways that traverse the wasteland; a number of small 
mining and industrial towns have also sprung up. 

INTERNAL MIGRATION 

Migrations have occurred often throughout the history of 
China. Sometimes they took place because a famine or 
political disturbance would cause the depopulation of an 
area already intensively cultivated, after which people in 
adjacent crowded regions would move in to occupy the 
deserted land. Sometime between 1640 and 1646 a peas- 
ant rebellion broke out in Szechwan, and there was a great 
loss of life. People from Hupeh and Shensi then entered 
Szechwan to fill the vacuum, and the movement contin- 

ued until the 19th century. Again, during the middle of 
the 19th century, the Taiping Rebellion caused another 
large-scale disruption of population. Many people in the 
Lower Yangtze were massacred by the opposing armies, 
and the survivors suffered from starvation. After the defeat 
of the rebellion, people from Hupeh, Hunan, and Honan 
moved into the depopulated areas of Kiangsu, Anhwei, 
and Chekiang, where farmland was lying uncultivated for 
want of labour. Similar examples are provided by the 
Nien Rebellion in the Huai River region in the 1850s and 
60s, the Muslim rebellions in Shensi and Kansu in the 
1860s and ’70s, and the great Shensi and Shansi famine 
of 1877-78. 
In modern history the domestic movement of the Han 

to Manchuria (now known as the Northeast) is the most 
significant. Even before the establishment of the Ch’ing 
dynasty in 1644, Manchu soldiers launched raids into 
North China and captured Han labourers, who were then 
obliged to settle in Manchuria. In 1668 the area was closed 
to further Han migration by an Imperial decree, but this 
ban was never effectively enforced. By 1850, Han settlers 
had secured a position of dominance in their colonization 
of Manchuria. The ban was later partially lifted, partly 
because the Manchu rulers were harassed by disturbances 
among the teeming population of China proper and partly 
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because the Russian Empire time and again tried to in- 
vade sparsely populated and thus weakly defended 
Manchuria. The ban was finally removed altogether in 
1878, but settlement was encouraged only after 1900. 
The influx of people into Manchuria was especially pro- 
nounced after 1923, and incoming farmers rapidly brought 
a vast area of virgin prairie under cultivation. About two- 
thirds of the immigrants entered Manchuria by sea, and 
one-third came overland. Because of the severity of the 
winter weather, migration in the early stage was highly sea- 
sonal, usually starting in February and continuing through 
the spring. After the autumn harvest a large proportion of 
the farmers returned south. As Manchuria developed into 
the principal industrial region of China, however, large 
urban centres arose, and the nature of the migration 
changed. No longer was the movement primarily one of 
agricultural resettlement; instead it became essentially a 
rural-to-urban movement of interregional magnitude. 
After 1949 the government’s efforts to foster planned 

migration into interior and border regions produced no- 
ticeable results. Although the total number of people in- 
volved in such migrations is not known, it has been 
estimated that by 1980 about 25 to 35 percent of the 
population of such regions and provinces as Inner Mon- 
golia, Sinkiang, Heilungkiang, and Tsinghai consisted of 
recent migrants, and migration had raised the percentage 
of Han in Sinkiang from about 10 to 40 percent of the 
total. Efforts to control the growth of large cities led to the 
resettlement of 20,000,000 urbanites in the countryside 
after the failure of the Great Leap Forward and of 
17,000,000 urban-educated youths in the decade after 
1968. Within the next decade, however, the majority of 
these “rusticated youths” were allowed to return to the 
cities, and new migration from rural areas pushed urban 
population totals upward once again. (C.-S.Ch./K.G.L.) 
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The economy 

Despite China’s size, the wealth of its resources, and the 
fact that about one-fifth of the world’s population lives 
within its borders, its role in the world economy tradi- 
tionally has been relatively small. Since the late 1970s, 
however, when China decided to increase its interaction 
with the international economy, its role in world trade has 
steadily grown and its importance to the international 
economy has also increased apace. China’s foreign trade 
has since grown faster than its gross national product 
(GNP). The government’s decision to permit China to be 
used by Western firms as an export platform is making the 
country a competitive threat to its neighbours South 
Korea, Singapore, Malaysia, Thailand, and Indonesia. 
The Chinese economy thus has been in a state of transi- 

tion since the late 1970s as the country has moved away 
from a Soviet-type economic system. Agriculture has been 
decollectivized, the nonagricultural private sector has 
grown rapidly, and government priorities have shifted to- 
ward light and hi-tech, rather than heavy, industries. Nev- 
ertheless, key bottlenecks continue to constrain growth. 

Available energy is insufficient to run installed industrial 
capacity; the transport system is inadequate to move suf- 

ficient quantities of such critical items as coal; and the 

communications system cannot meet the needs of a cen- 
trally planned economy of China’s size and complexity. 
China’s underdeveloped transport system—combined 

with important differences in the availability of natural 

and human resources and in industrial infrastructure—has 
produced significant variations in the regional economies 
of China. The three wealthiest regions are along the south- 
east coast, centred on the Pearl River Delta; along the east 
coast, centred on the Lower Yangtze River; and near the 
Po Hai (Gulf of Chihli), in the Peking—Tientsin—Liaoning 
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region. It is the rapid development of these areas that is 

expected to have the most significant effect on the Asian 
regional economy as a whole, and Chinese government 
policy is designed to remove the obstacles to accelerated 

growth in these wealthier regions. At the same time, a 
major priority of the government is the economic devel- 
opment of the interior of the country to help it catch up 
with the more prosperous coastal areas. 

China is the world’s largest producer of rice and is among 

the principal sources of wheat, corn (maize), tobacco, soy- 

beans, peanuts (groundnuts), and cotton. The country is 
one of the world’s largest producers of a number of in- 

dustrial and mineral products—including cotton cloth, 
tungsten, and antimony—and is an important producer of 
cotton yarn, coal, crude oil, and a number of other prod- 

ucts. Its mineral resources are probably among the richest 
in the world but are only partially developed. China has 
acquired some highly sophisticated production facilities 

through foreign investment and joint ventures with for- 

eign partners. The technological level and quality stan- 
dards of many of its industries are rapidly improving. 
Other major problems concern the labour force and the 

pricing system. Underemployment is common in both 

urban and rural areas, and the fear of the disruptive effects 
of widespread unemployment is strong. The prices of 
some key commodities, especially of industrial raw mate- 
rials and major industrial products, are still determined by 
the state. In most cases, basic price ratios were set in the 
1950s and are often irrational in terms of current produc- 
tion capabilities and demands. China’s increasing contact 
with the international economy and its growing use of 
market forces to govern the domestic allocation of goods 
have exacerbated this problem. Over the years, large sub- 
sidies were built into the price structure, and these subsi- 
dies grew substantially after the late 1970s. 

RESOURCES 

Mineral resources. China is well endowed with mineral 
resources, the most important of which is coal. Although 
deposits are widely scattered (some coal is found in every 
province), most of the total is located in the northern part 
of the country. The province of Shansi, in fact, is thought 
to contain about half of the total; other important coal- 
bearing provinces include Heilungkiang, Liaoning, Kirin, 
Hopeh, and Shantung. Apart from these northern 
provinces, significant quantities of coal are present in 
Szechwan, and there are some deposits of importance in 
Kwangtung, Kwangsi, Yunnan, and Kweichow. A large 
part of the country’s reserves consists of good bituminous 
coal, but there are also large deposits of lignite. Anthracite 
is present in several places (especially Liaoning, Kwei- 
chow, and Honan), but overall it is not very significant. 
In order to ensure a more even distribution of coal sup- 

plies and to reduce the strain on the less than adequate 
transport network, the authorities have pressed for the de- 
velopment of a large number of small, locally run mines 
throughout the country. This campaign was energetically 
pursued after the 1960s, with the result that thousands of 
small pits have been established, and they produce more 
than half the country’s coal. This output, however, is typ- 
ically expensive and is used for local consumption. 
China’s onshore oil resources are located in the Northeast 

and in Sinkiang, Kansu, Tsinghai, Szechwan, Shantung, 
and Honan provinces. Shale oil is found in a number of 
places, especially at Fu-shun in Liaoning, where the de- 
posits overlie the coal reserves, and in Kwangtung. Light 
oil of high quality has been found in the Pearl River 
estuary of the South China Sea, the Tsaidam Basin in 
Tsinghai, and the Tarim Basin in Sinkiang. China contract- 
ed with Western oil companies to jointly explore and de- 
velop oil deposits in the China Sea, the Yellow Sea, the Gulf 
of Tonkin, and the Po Hai. The country consumes most of 
its oil output but exports some crude oil and oil products. 
The extent of China’s natural gas reserves is unknown, as 

relatively little exploration for natural gas has been done. 
Szechwan Province accounts for almost half of the known 
natural gas reserves and production. Most of the rest of 
China’s natural gas is associated gas produced in the 
Northeast’s major oil fields, especially Ta-ch’ing. Other 

gas deposits have been found in the Tsaidam Basin, 

Hopeh, Kiangsu, Shanghai, and Chekiang, and offshore to 
the southwest of Hai-nan Island. 
Iron ore is found in most provinces, and there are re- 

serves on Hai-nan Island. Kansu, Kweichow, southern 
Szechwan, and Kwangtung provinces have rich deposits. 
The largest mined reserves are located north of the 
Yangtze River and supply neighbouring iron and steel en- 
terprises. With the exception of nickel, chromium, and 
cobalt, China is well supplied with ferroalloys and man- 
ganese. Reserves of tungsten are also known to be fairly 
large. Copper resources are moderate, and high-quality ore 
is present only in a few deposits. Discoveries have been re- 
ported from the Hui Autonomous Region of Ningsia. 
Lead and zinc are available, and bauxite resources are 
thought to be plentiful. China’s antimony reserves are the 
largest in the world. Tin resources are plentiful, and there 
are fairly rich deposits of gold. There are important de- 
posits of phosphate rock in a number of areas. Pyrites 
occur in several places; Liaoning, Hopeh, Shantung, and 
Shansi have the most important deposits. China also has 

large resources of fluorite (fluorspar), gypsum, asbestos, 
and cement. 

China also produces a fairly wide range of nonmetallic 
minerals. One of the most important of these is salt, which 
is derived from coastal evaporation sites in Kiangsu, 
Hopeh, Shantung, and Liaoning, as well as from extensive 
salt fields in Szechwan, Ningsia, and the Tsaidam Basin. 
Hydroelectric resources. In view of China’s extensive 

river network and mountainous terrain, there is ample po- 
tential for the production of hydroelectric power. Most of 

the total hydroelectric capacity is in the southwest, where 
coal supplies are poor but demand for energy is rapidly 
growing. The potential in the Northeast is fairly small, but 
it was there that the first hydroelectrig stations were built 
(by the Japanese). As a result of considerable seasonal fluc- 
tuations in rainfall, the flow of rivers tends to drop during 
the winter, forcing many power stations to operate at less 
than normal capacity, while in the summer, on the other 
hand, floods often interfere with production. 
Thus, while China has rich overall energy potential, most 

remains to be developed. In addition, the geographical 
distribution of energy places most of these resources far 
from their major industrial users. Basically the Northeast 
is rich in coal and oil, the central part of North China has 
abundant coal, and the southwest has great hydroelectric 
potential. But the industrialized regions around Canton 
and the Lower Yangtze region around Shanghai have too 
little energy, while there is little industry located near 
major energy resource areas other than in the southern 
part of the Northeast. 

AGRICULTURE 

Farming and forestry. As a result of topographic and 
climatic features, the area suitable for cultivation is small: 
only about 10 percent of China’s total land area. Of this, 
slightly more than half is unirrigated, and the remainder is 
divided roughly equally between paddy fields and other ir- 
rigated areas. Nevertheless, about 70 percent of the popu- 
lation lives in the countryside, and until the 1980s a high 
percentage of them made their living directly from farm- 
ing. Since then, many have been encouraged to leave the 
fields and pursue other activities, such as handicrafts, 
commerce, and transport; and by the mid-1980s farming 
accounted for less than half of the value of rural output. 
The quality of the soil varies. Environmental problems 

such as floods, drought, and erosion pose serious threats in 
many parts of the country. The wholesale destruction of 
forests gave way to an energetic reforestation program that 
proved inadequate, and forest resources are still fairly 
meagre. The principal forests are found in the Tsinling 
Mountains and the central mountains and on the Szech- 
wan-Yunnan plateau. Because they are inaccessible, the 
Tsinling forests are not worked extensively, and much of 
the country’s timber comes from Heilungkiang, Kirin, 
Szechwan, and Yunnan. 
Western China, comprising Tibet, Sinkiang, and Tsing- 

hai, has little agricultural significance except for areas of 
oasis farming and cattle raising. Rice, China’s most im- 
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portant crop, is dominant in the southern provinces, many 
of which yield two harvests a year. In the North wheat is 
of the greatest importance, while in central China wheat 
and rice vie with each other for the top place. Millet and 

kaoliang (a variety of grain sorghum) are grown mainly in 
the Northeast and some central provinces, which—togeth- 
er with some northern areas—also provide considerable 

quantities of barley. Most of the soybean crop is derived 
from the North and the Northeast; corn (maize) is grown 
in the centre and the North, while tea comes mainly from 
the hilly areas of the southeast. Cotton is grown exten- 
sively in the central provinces, but it is also found to a less- 
er extent in the southeast and in the North. Tobacco 
comes from the centre and parts of the South. Other im- 
portant crops are potatoes, sugar beets, and oilseeds. 
Although the use of farm machinery has been increasing, 

for the most part the Chinese peasant depends on simple, 

nonmechanized farming implements. Good progress has 
been made in improving water conservancy, and about 
half the cultivated land is under irrigation. 
Livestock and fishing. Animal husbandry constitutes 

the second most important component of agricultural pro- 
duction. China is the world’s leading producer of pigs, 
chickens, and eggs, and it also has sizable herds of sheep 
and cattle. Since the mid-1970s, greater emphasis has been 
placed on increasing the livestock output. 
China has a long tradition of ocean and freshwater fish- 

ing and of aquaculture. Pond raising has always been im- 
portant and has been increasingly emphasized to 
supplement coastal and inland fisheries threatened by 
overfishing and to provide such valuable export com- 
modities as prawns. 

INDUSTRY 

The development of industry has been given considerable 
attention since the advent of the Communist regime. 
Overall industrial output often has grown at a rate of more 
than 10 percent per year, and China’s industrial workforce 
probably exceeds the combined total for all other devel- 
oping countries. Industry has surpassed all other sectors in 
economic growth and degree of modernization. 
Among the various industrial branches the metallurgical 

and machine-building industries have received a high pri- 

ority. These two branches alone now account for about 
two-fifths of the total gross value of industrial output. In 
these, as in most other state-owned industry, however, in- 

novation has generally suffered at the hands of a system 
that has rewarded increases in gross output rather than im- 
provements in variety and quality. China, therefore, still 
imports significant quantities of specialized steels. Much of 
the country’s steel output comes from a small number of 
producing centres, the largest being An-shan in Liaoning. 
The principal preoccupation of authorities in the chemi- 

cal industry is to expand the output of chemical fertiliz- 
ers, plastics, and synthetic fibres. The growth of this 
industry has placed China among the world’s leading pro- 
ducers of nitrogenous fertilizers. In the consumer goods 
sector the main emphasis is on textiles, clothing, shoes, 
processed foods, and toys, which also form an important 
part of China’s exports. Textiles, a rapidly growing pro- 

portion of which consists of synthetics, continue to be im- 
portant, but less so than before. The industry tends to be 

scattered throughout the country, but there are a number 
of important textile centres, including Shanghai, Canton, 
and Harbin. 
Energy production has increased rapidly, but it still falls 

considerably short of demand. This is partly because en- 

ergy prices for a long time were held so low that industries 
had few incentives to conserve. Coal provides more than 
half of China’s energy consumption. Petroleum produc- 
tion, which began growing rapidly from an extremely low 
base in the early 1960s, has basically remained at the same 
level since the late 1970s. There are large petroleum re- 
serves in the inaccessible northwest and potentially signif- 
icant offshore petroleum deposits, but about half of the 
country’s oil production still comes from the major Ta- 
ch’ing oil field in the Northeast. China has much, and 
mostly untapped, hydroelectric power potential and natu- 

ral gas reserves of unknown extent. The massive Three 
Gorges Dam project on the Yangtze River east of Chung- 
king, under construction since 1994, will vastly increase 
hydroelectric production. Nuclear power plants are locat- 
ed near Shanghai and Canton. 
Overall, the distribution of industry remains very un- 

even, despite serious efforts from the mid-1950s to the 
late 1970s to build up industry in the interior at the cost 
of the major cities on the east coast. While percentage 
growth of industry in the interior provinces generally 
greatly exceeded that of the coastal areas, the far larger 
initial industrial base of the latter meant that a few coastal 
regions continued to dominate China’s industrial econo- 
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Rolling mill at an iron and steel works in An-shan, 
Liaoning Province. 
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my. Thus, Shanghai alone produces about 10 percent of 

China’s gross value of industrial output, and the east coast 

accounts for about 60 percent of the national industrial 

output. 

FINANCE 

China’s financial institutions are owned by the state. The 

principal instruments of fiscal and financial control are 

the People’s Bank of China and the Ministry of Finance, 
both subject to the authority of the State Council. The 

People’s Bank, which replaced the Central Bank of China 
in 1950 and gradually took over private banks, fulfills 

many of the functions of Western central and commercial 

banks. It issues the currency, controls circulation, and 

plays an important role in disbursing budgetary expendi- 
tures. Furthermore, it handles the accounts, payments, 

and receipts of government organizations and other bod- 
ies, which enables it to exercise detailed supervision over 
their financial and general performance in the light of the 

state’s economic plans. 
The People’s Bank is also responsible for foreign trade 

and other overseas transactions (including remittances by 

overseas Chinese), but these functions are exercised 
through the Bank of China, which maintains branch of- 

fices in a number of European and Asian countries. 
Other important financial institutions include the Peo- 

ple’s Construction Bank of China, responsible for capital- 

izing a portion of overall investment and for providing 
capital funds for certain industrial and construction enter- 
prises; the Industrial and Commercial Bank of China, 
which conducts ordinary commercial transactions and 
acts as a savings bank for the public; the Agricultural Bank 

of China, which serves the agricultural sector; and the 
China Investment Bank, which handles foreign invest- 
ment. Many foreign banks maintain offices in China’s 
larger cities and the special economic zones. 
China’s economic reforms greatly increased the econom- 

ic role of the banking system. Whereas virtually all invest- 
ment capital was previously provided on a grant basis in 
the state plan, policy has shifted to a loan basis through 
the various state financial institutions. More generally, in- 
creasing amounts of funds are made available through the 
banks for economic purposes. Enterprises and individuals 
can go to the banks to obtain loans outside the state plan, 
and this has proved to be a major source of financing both 
for new firms and for the expansion and modernization of 
older enterprises. 

Foreign sources of capital also have become increasingly 
important. China has received loans from the World Bank 
and several United Nations programs, as well as from 

countries (particularly Japan) and commercial banks. 
Hong Kong and Taiwan have become major conduits for, 
as well as sources of, this investment. 

TRADE 

Trade has become an increasingly important part of 
China’s overall economy. The direction of China’s foreign 
trade has undergone marked changes since the early 
1950s. In 1950 more than 70 percent of the total was ac- 
counted for by trade with non-Communist countries, but 
by 1954—the year after the end of the Korean War—the 
situation was completely reversed, and Communist coun- 
tries accounted for about 74 percent. During the next few 
years, the Communist world lost some of its former im- 
portance, but it was only after the Sino-Soviet breach of 
1960, which resulted in the cancellation of Soviet credits 
and the withdrawal of Soviet technicians, that the non- 
Communist world began to see a rapid improvement in its 
position. In 1965 China’s trade with other socialist coun- 
tries made up only some 30 percent of the total. 
A significant part of China’s trade with the developing 

countries has been financed through credits, grants, and 
other forms of assistance. At first, from 1953 to 1955, aid 
went mainly to North Korea and North Vietnam and 
some other Communist states; but from the mid-1950s 

large amounts—mainly grants and long-term, interest-free 
loans—were promised to politically uncommitted devel- 

oping countries. The principal efforts were made in Asia— 
especially to Indonesia, Burma (now Myanmar), Pakistan, 

and Ceylon (now Sri Lanka)—but large loans were also 
granted in Africa (Ghana, Algeria, Tanzania) and in the 
Middle East (Egypt). After Mao Zedong’s (Mao Tse- 
tung’s) death in 1976, however, the Chinese scaled back 
their efforts. 
During the 1980s and ’90s, China’s foreign trade came 

full cycle. Trade with all Communist countries diminished 
to insignificance, especially with the demise of most so- 
cialist states. By contrast, trade with non-Communist de- 
veloped and developing countries became predominant. 
In general, China has run a significant trade surplus with 
developing countries and a trade deficit with developed 

countries. Hong Kong became one of China’s major trad- 
ing partners prior to its reincorporation into the country; 
it remains prominent in domestic trade, notably in its re- 
liance on the mainland for agricultural products. Taiwan 
also has become an important trading partner. 
Most of China’s imports consist of industrial supplies and 

capital goods, notably machinery and motor vehicles. The 
majority of each category of these goods comes from the 
developed countries, primarily Japan and the United 
States and, to a lesser extent, the European Union. Re- 
gionally, almost half of China’s imports come from East 
and Southeast Asia, and about one-fourth of China’s ex- 
ports go to the same destinations. 
About 70 percent of China’s exports consist of manufac- 

tured goods, of which machinery and transport equip- 
ment, textiles, and rubber and metal products are by far 
the most important. Agricultural products, coal, and oil 
are also significant exports. 

ADMINISTRATION OF THE ECONOMY 

The role of the government. China is a socialist country, 
and the government plays a predominant role in the econ- 

omy. In the industrial sector, for example, the state owns 
outright firms that produce a large proportion of the gross 
value of industrial output, and most of the remainder is 
owned collectively. In the urban sector the government 
has set the prices for key commodities, determined the 
level and general distribution of investment funds, pre- 
scribed output targets for major enterprises and branches, 
allocated energy resources, set wage levels and employ- 
ment targets, run the wholesale and retail networks, and 
controlled financial policy and the banking system. The 
foreign trade system became a government monopoly in 
the early 1950s. In the countryside, from the mid-1950s, 
the government prescribed cropping patterns, set the level 
of prices, and fixed output targets for all major crops. 
By the early 21st century much of the above system was 

in the process of changing, as the role of the central gov- 
ernment in managing the economy was reduced and the 
role of both private initiative and market forces increased. 

Nevertheless, the government continued to play a domi- 
nant role in the urban economy, and its policies on such 
issues as agricultural procurement still exerted a major in- 
fluence on performance in the rural sector. 
The effective exercise of control over the economy re- 

quires an army of bureaucrats and a highly complicated 
chain of command, stretching from the top down to the 
level of individual enterprise. The Communist Party re- 
serves the right to make broad decisions on economic pri- 
orities and policies, but the government apparatus headed 
by the State Council assumes the major burden of running 
the economy. The State Planning Commission and the 
Ministry of Finance also are concerned with the function- 
ing of virtually the entire economy. 
The entire planning process involves a great deal of con- 

sultation and negotiation. The great advantage of includ- 
ing a project in an annual plan is that the raw materials, 
labour, financial resources, and markets are guaranteed by 
directives that have the force of law. In fact, however, a 
great deal of economic activity goes on outside of the 

scope of the detailed plan, and the tendency has been for 
the plan to become narrower rather than broader in scope. 
There are three types of economic activity in China— 

those stipulated by mandatory planning, those done ac- 

cording to indicative planning (in which central planning 
of economic outcomes is indirectly implemented), and 
those governed by market forces. The second and third 
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categories have grown at the expense of the first, but goods 
of national importance and almost all large-scale construc- 
tion come under the mandatory planning system. The 
market economy generally involves small-scale or highly 
perishable items that circulate within local market areas 
only. Almost every year brings additional changes in the 
lists of goods that fall under each of the three categories. 
Operational supervision over economic projects has de- 

volved primarily to provincial, municipal, and county 
governments. In addition, enterprises themselves are gain- 
ing increased independence in a range of activity. Overall, 
therefore, the Chinese industrial system contains a com- 
plex mixture of relationships. In general, the State Council 
exercises relatively tight control over resources deemed to 
be of core importance for the performance of the entire 
economy. Less key aspects of the system are devolved to 
lower levels for detailed decisions and management. In all 
spheres, moreover, the need to coordinate units that are 

in different bureaucratic hierarchies produces a great deal 
of informal bargaining and the building of consensus. 
Although the state controlled agriculture in the 1950s 

and ’60s, rapid changes were made in the system from the 
late 1970s. The major vehicles for dictating state priori- 
ties—the people’s communes and their subordinate teams 
and brigades—have been either abolished or vastly weak- 
ened. Peasant incentives have been raised both by price 
increases for state-purchased agricultural products and by 
permission to sell excess production on a free market. 
Greater freedom is permitted in the choice of what crops 
to grow, and peasants are allowed to contract for land that 
they will work, rather than simply working most of the 
land collectively. The system of procurement quotas (fixed 
in the form of contracts) is being phased out, although the 
state can still buy farm products and control surpluses in 
order to affect market conditions. 
From the 1950s to the *80s the central government’s 

revenues derived chiefly from the profits of the state en- 
terprises, which were remitted to the state. Some govern- 
ment revenues also came from taxes, of which the most 
important was the general industrial and commercial tax. 
The trend, however, has been for remitted profits of the 
state enterprises to be replaced with taxes on those profits. 
Initially, this tax system was adjusted so as to allow for 
differences in the capitalization and pricing situations of 
various firms, but eventually more uniform tax schedules 
were to be enforced. 
Trade unions. Chinese trade unions are organized on 

a broad industrial basis. Membership is open to those 
who rely on wages for the whole or a large part of their 
income—a qualification that excludes most agricultural 
workers. In theory, membership is not compulsory, but in 
view of the unions’ role in the distribution of social ben- 
efits, the economic pressure to join is considerable. The 
lowest unit is the enterprise union committee. Individual 
trade unions also operate at the provincial level, and there 
are trade union councils that coordinate all union activities 
within a particular area and operate at county, municipal, 
and provincial levels. At the top of the movement is the 
All-China Federation of Trade Unions, which discharges 
its functions through a number of regional federations. 
In theory, the appropriate trade union organizations are 

consulted on the level of wages as well as on wage dif- 
ferentials, but in practice their role in these and similar 
matters is insignificant. They do not engage in collec- 
tive bargaining—not at all surprising, since their principal 
duties include assisting the party and promoting produc- 
tion. In fulfilling these tasks, they have a role in enforcing 
labour discipline. From the point of view of the mem- 
bership, the most important activities concern the social 
and welfare services. Thus, it is the unions that look after 
industrial safety; organize social and cultural activities; 
provide services such as clinics, rest and holiday homes, 
hostels, libraries, and clubs; and administer old-age pen- 
sions, workers’ insurance, disability benefits, and other 
welfare schemes. 
Economic policies. In the 1950s and ’60s a number of 

far-reaching changes occurred in China’s economic poli- 
cies and priorities. During the First Five-Year Plan period 
(1953-57), emphasis was placed on rapid industrial de- 

velopment, partly at the expense of other sectors of the 
economy. The bulk of the state’s investment was chan- 
neled into the industrial sector, while agriculture, which 
occupied more than 80 percent of the economically active 
population, was forced to rely on its own meagre capital 
resources for a substantial part of its fund requirements. 
Within industry, iron and steel, electric power, coal, heavy 
engineering, building materials, and basic chemicals were 
given first priority; in accordance with Soviet practice, 
the aim was to construct large, sophisticated, and highly 
capital-intensive plants. 
This program could not be financed out of domestic 

resources, and a large number of the new plants were built 
with Soviet technical and financial assistance. The policy 
led to a rapid growth in heavy industry, but a few months 
after the introduction of the Second Five-Year Plan in 
1958—which was to be on the same lines as its predeces- 
sor—the policy of the Great Leap Forward was announced. 
In agriculture, this involved the formation of communes, 
the abolition of private plots, and the increasing of output 
through greater cooperation and greater physical effort. In 
industry, the construction of large plants was to continue; 
but it was to be supplemented by a huge small-industry 
drive, making use of a large number of small, simple, lo- 
cally built and run plants. The Chinese peasant, however, 
was not ready for the communes, and a spectacular drop 
in agricultural production ensued. Meanwhile, the indis- 
criminate backyard production drive failed to achieve the 
desired effects and yielded large quantities of expensively 
produced, substandard goods. These difficulties were ag- 
gravated by the withdrawal of Soviet aid and technicians, 
who made a point of taking their blueprints with them. In 
consequence, by late 1960 the country faced an economic 
crisis of the first order. 
The response of the authorities was a complete about- 

face in policy. Private plots were restored, the size of the 
communes was reduced, and greater independence was 
given to the production team. There was also a mass trans- 

fer of the unemployed from industry to the countryside, 
and industrial investment was temporarily slashed in order 
to free resources for farm production. This policy, which 
led to an immediate improvement in the agricultural sit- 
uation, was maintained until 1963, when it again became 

possible to redirect some resources to the capital goods in- 
dustry. As a result, industrial production and construction 
gathered some momentum, but care was taken to avoid 

the earlier mistake of sacrificing food production to iron 
and steel and similar industries. Then, in 1966 the “Great 
Proletarian Cultural Revolution” began. Unlike the Great 
Leap, the Cultural Revolution did not have an explicit 
economic philosophy. Nevertheless, industrial production 
was badly affected by the ensuing confusion and strife. 
The Cultural Revolution left some difficult legacies for 

the Chinese economy. In industry, wages had been frozen 
and bonuses canceled. Combined with the policies of 
employing more workers than necessary to soak up un- 
employment and of never firing workers once hired, this 
action essentially eliminated incentives to work hard. In 
addition, technicians and many managers lost their author- 
ity and could not play an effective role in production in the 
wake of the movement. The entire urban system, more- 
over, provided less than minimal incentives to achieve 
efficiency in production. While overall output continued 
to grow, capital—output ratios declined. In agriculture, per 
capita output in 1977 was no higher than in 1957. 
Post-Mao rural economic reform began with major price 

increases for agricultural products in 1979. By 1981 the 
emphasis had shifted to breaking up collectively tilled 
fields into land that was contracted out to private families 
to work. During this time, the size of private plots (land 
actually owned by individuals) was increased, and most 
restrictions on selling agricultural products in free markets 
were lifted. In 1984 much longer-term contracts for land 
were encouraged (generally 15 years or more), and the 
concentration of land through subleasing of parcels was 
made legal. In 1985 the government announced that it 
would dismantle the system of planned procurements with 
state-allocated production quotas in agriculture. Peasants 
who had stopped working the land were encouraged to 
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find private employment in the countryside or in small 

towns. They did not obtain permission to move to major 

cities, however. 
The basic thrusts of urban economic reform have been to- 

ward integrating China more fully with the international 
economy; making enterprises responsible for their profits 

and losses; reducing the state’s role in directing, as opposed 
to guiding, the allocation of resources; shifting investment 
away from the metallurgical and machine-building indus- 
tries and toward light and high-technology industries, 
while retaining an emphasis on resolving the energy, trans- 

portation, and communications bottlenecks; creating ma- 
terial incentives for individual effort and a consumer ethos 
to spur people to work harder; rationalizing the pricing 
structure; and putting individuals into jobs for which they 
have specialized training, skills, or talents. At the same 

time, the state has permitted a private sector to develop 

and has allowed it to compete with state firms in a num- 
ber of service areas and, increasingly, in such larger-scale 
operations as construction. 

A number of related measures were established to en- 
hance the incentives for enterprise managers to increase 
the efficiency of their firms. Replacement of the profit- 
remission system with tax and contracting systems was de- 
signed to reward managers by permitting firms to retain a 
significant portion of increases in production. Managerial 
authority within firms has been strengthened, and bonuses 
have been restored and allowed to grow to substantial pro- 
portions. Managers have also been given enhanced au- 
thority to hire, fire, and promote workers. Reductions in 
central-government planning have been accompanied by 
permission for enterprises to buy and sell surplus goods on 
essentially a free-market basis. In many cases the prices 
thus obtained are far higher than for goods produced to 
meet plan quotas. The state plan has also been used to 

redirect some resources into the light industrial sector. The 
state, for example, gives priority in energy consumption to 
some light industrial enterprises that produce high-quality 
goods. 

The reduction in the scope of mandatory planning is 
based on the assumption that market forces can more effi- 

ciently allocate many resources. This assumption, in turn, 
requires a rational pricing system that takes into account 
any and all extant technologies and scarcities. Because ex- 
tensive subsidies were built into the economic system, 
however, price reform became an extremely sensitive issue. 
The fear of inflation also served as a constraint on price re- 

form. Nevertheless, the fact that products produced in ex- 

cess of amounts targeted in the plan can be sold, in most 

cases, at essentially free-market prices has created a two- 
tiered price system that is designed to wean the economy 
from the administratively fixed prices of an earlier era. 
Efforts to create a freer labour market are also part of the 

overall stress on achieving greater efficiency. As with price 
reform, tampering with a system that keeps many citizens 
living more comfortably and securely than would an eco- 
nomically more rational system risks serious repercussions 
in relations with the public. Changes have proceeded slow- 
ly in this sensitive area. 
A decision was made in 1978 to permit direct foreign in- 

vestment in several small “special economic zones” along 
the coast. The country lacked the legal infrastructure and 
knowledge of international practices to make this prospect 
attractive for many foreign businesses, however. In later 
years steps were taken to expand the number of areas that 

could accept foreign investment with a minimum of red 
tape, and related efforts were made to develop the legal and 
other infrastructures necessary to make this work well. 
This additional effort resulted in making 14 coastal cities 

and three coastal regions “open” areas for foreign invest- 
ment. All of these places provide favoured tax treatment 

and other advantages for the foreign investor. Laws on 
contracts, patents, and other matters of concern to foreign 
businesses were also passed in an effort to attract interna- 
tional capital to aid China’s development. The largely bu- 
reaucratic nature of China’s economy, however, poses 
inherent problems for foreign firms that want to operate in 
the Chinese environment, and thus the policies to attract 
foreign capital have had to evolve continually in the direc- 

tion of presenting more incentives for the foreigner to in- 
vest in China. 
The common threads of these reforms are the search for 

efficiency and an assumption that management of the 
economy by large governmental bureaucracies is unlikely 
to produce this result. The changes in China's economic 
thinking and strategy since 1978 have been so great—with 
the potential repercussions for important vested interests 
so strong—that actual practice inevitably has lagged con- 
siderably behind declaratory policy. Notable during this 
period have been the swings in economic policy between 

an emphasis on market-oriented reforms and a return to at 

least partial reliance on centralized planning. 
(E.1.U./K.G.L.) 

TRANSPORTATION AND COMMUNICATION 

Great emphasis has been placed on the development of 

transport, because it is closely related to the development 
of the national economy, the consolidation of the national 
defense system, and the strengthening of national unifica- 
tion. Nevertheless, China’s domestic transport system con- 
tinues to constitute a major constraint on economic 
growth and the efficient movement of goods and people. 
Railroads, some still employing steam locomotives, pro- 
vide the major means for freight haulage, but their capac- 
ity cannot meet demand for the shipment of coal and other 
goods. 
Since 1949 China’s transport and communications poli- 

cies, influenced by political, military, and economic con- 

siderations, have experienced changes of emphasis in 
different periods. Thus, from 1949 to 1952 the primary 
concern was to repair existing lines of communication, to 
give priority to military transport needs, and to strengthen 
political control. During the First Five-Year Plan new lines 
were built, while at the same time old lfnes were improved. 
During the Great Leap Forward (1958-60) much of the 
improvement of regional transportation became the re- 
sponsibility of the general population, and during that time 
many small railways were constructed. After 1963 empha- 
sis was placed on developing transportation in rural, 
mountainous, and especially forested areas, in order to 
help promote agricultural production; simultaneously the 
development of international communications was ener- 

getically pursued, and the scope of ocean transport was 
broadened considerably. 
Initially, as China’s railways and highways were mostly 

concentrated in the coastal regions, access to the interior 
was difficult. This situation has been partly rectified, as 
railways and highways have been built in the remote bor- 
der areas of the northwest and southwest. All of China ex- 
cept for certain counties in Tibet is accessible by rail, road, 
water, or air. 
Railways. Railway construction began in China in 
1876. Because railways can conveniently carry a large vol- 
ume of goods over long distances, they are of especial im- 
portance in China’s transportation system. All trunk 
railways in China are under the administration of the Min- 
istry of Railways. The central government operates a major 
rail network in the Northeast built on a base constructed 
by the Russians and Japanese during the decades before 
1949 and an additional large system inside (that is, to the 
south or east of) the Great Wall. The framework for the 
railways inside the wall consists of several north-south and 
east-west lines. 
Apart from those operated by the central government, 

there is also a network of small, state-owned local railways 
that link mines, factories, farms, and forested areas. The 
construction of these smaller railways is encouraged by the 
central government, and technical assistance is provided by 
the state railway system when it is thought that the small- 
er railways can stimulate regional economic development. 
Coal has long been the principal railway cargo. The rather 

uneven distribution of coalfields in China makes it neces- 
sary to transport coal over long distances, especially be- 
tween the North and South. The increase in the production 
of oil and natural gas has made necessary the construction 
of both pipelines and additional railways. 
Since the late 1950s, there has been a change in railway- 

construction policy. Prior to that time, most attention was 
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paid to the needs of the eastern half of China, where 
most of the coal network is found: but since then, more 
emphasis has been given to extending the rail system into 
the western provinces and improving the original railway 
system, including such measures as building bridges, lay- 
ing double tracks, and using continuous welded rail. In 
addition, certain important rail links have been electrified. 
Since 1960 hundreds of thousands of workers have been 

mobilized to construct major lines in the northwest and 
southwest. In the 1970s new lines were extended into pre- 
viously unopened parts of the country. In the 1980s new 
regions in the northwest were linked to the national mar- 
ket and opened up for development. The best example was 
the line built from Lan-chou in Kansu Province westward 
into the oil fields of the Tsaidam Basin. These projects, 
which were coordinated on a national level, contrast to 
the pattern prevailing before World War II, when foreign- 
financed railroads were built in different places without 
any attempt at coordination or at standardization of the 
transport and communications system. 
Road networks. The first modern highway in China 

was built in 1913 in Hunan Province. The highways of 
China may be divided into three categories: (1) state, 
provincial, or regional highways of political, economic, or 
military importance; (2) local highways of secondary im- 
portance, operated by counties or communes; (3) special- 
purpose highways, mostly managed by factories, mines, 
state farms, forestry units, or the military forces. 

The most striking achievement in highway construction 
has been the road system built on the cold and high Tsing- 
hai-Tibetan plateau. Workers, after overcoming various 
physical obstacles, within a few years built three of the 
highest and longest highways in the world, thus markedly 
changing the transport pattern in the western border re- 
gions of China and strengthening the national defense 
system. Of the three highways, one runs across Szechwan 

into Tibet; another runs from Tsinghai to Tibet; and the 
third runs from Sinkiang to Tibet. 
A rural road-building program has aimed at the opening 

up of commercial routes to the villages to facilitate the 
transport of locally produced goods. The wide dispersion 
and seasonal and variable nature of agricultural produc- 
tion, as well as the large numbers of relatively small 
shipments involved, explain the preferability of trucks for 
shipping. Similarly, trucks best bring consumer goods, fer- 
tilizers, and farm machinery and equipment to rural areas. 
When large-scale highway construction was in progress, 

China also began to develop its petroleum and motor 
vehicle industries. The first motor vehicle manufacturing 
plant began to operate during the First Five-Year Plan. 
By 1970, apart from Tibet and the Hui Autonomous Re- 
gion of Ningsia, all the provinces and autonomous regions 
could make their own motor vehicles. 
The basis of the local motor vehicle industry is generally 

simple, usually an extension of motor vehicle repair shops 
in which vehicles of various types are produced to serve 
the needs of the locality. Vehicles produced by the large 
state automotive factories are distributed by the central 
government to state enterprises and military units. Special 
vehicles may also be built by the state at these plants. 
During the 1980s many motor vehicles, especially for pas- 
senger transportation, were imported. 

Waterways. The high cost of construction prevents 
railways from being built extensively, and rail transport 
conditions are often congested. Freight volume carried by 
highways is limited, and highways are not suitable for 
moving bulky goods. China’s water transport potential 
is great, but it is still far from being fully developed. 
Nonetheless, there are more than 68,000 miles of inland 
waterways open to navigation in China, with many more 
used for the transport of timber and bamboo. The distri- 
bution of waterways is chiefly within central and South 
China, except for a few navigable streams in the Northeast. 
One of the first goals of the Communist government, 

upon taking power in 1949, was to establish a national 
network of waterways. A program of building and refur- 
bishing-harbour and port facilities and of dredging river 
channels was initiated. By 1961 some 15 principal water- 
ways had been opened to navigation, of which the Yangtze, 

Pearl River, Huai River, Huang Ho (Yellow River), Han 

River, and Grand Canal had received the most attention. 
Water transport development continues to receive con- 
siderable emphasis. Dredging and improvement of inland 
waterways have proved an important aid to economic 
reconstruction, while capital and maintenance costs for 
water transport are much lower than for railway transport. 
The Yangtze, the most important artery in China’s wa- 

terway network, is also one of the most economically im- 
portant rivers in the world. Together with its tributaries, it 
accounts for almost half of the nation’s waterways, while 
the volume of the freight it carries represents about one- 
third of the total volume carried by river transport. Work 
undertaken in the mid-1950s to improve the middle course 
of the Yangtze allowed it to become navigable throughout 
the year from its mouth to I-pin in Szechwan. When the 
Yangtze is high in summer, it is navigable from its mouth 
to as far as Chungking for ships of up to 5,000 tons. By the 
early 1970s many cable-hauling stations had been estab- 
lished at rapids on the upper course of the Yangtze and of 
its major tributaries, such as the Wu River. Boats sailing 
against the current are hauled over the rapids with strong 
steel cables attached to fixed winches, thus augmenting 
their loading capacity, increasing speed, and saving time. 
Such improvements have permitted regular passenger and 
cargo services to be operated on the Yangtze. 
The Hsi River is second in importance only to the 

Yangtze, being the major water transport artery in South 
China. Ships of 1,000 tons can sail up the Hsi River 
to Wu-chou, while shallow-water steamships and wooden 
boats can sail up the middle and upper courses of the Hsi, 
Pei, and Tung rivers and their tributaries. The Yangtze 
and the Hsi are not icebound in winter. Although the 
Sungari River, flowing across the Manchurian Plain, is 
navigable for half of its course, it is icebound from 
November through March; traffic is, however, very busy 

from April to October. The Amur, Sungari, and Ussuri 
rivers with their tributaries form a network of waterways 
totaling about 12,500 miles in length. In the past the 
Huang Ho was little navigated, especially on its middle 
and lower courses, but mechanized junks now navigate 
along the middle course in Honan. 
The Grand Canal, the only major Chinese waterway run- 

ning from north to south, passes through the basins of the 

Hai, Huang, Huai, Yangtze, and Ch’ien-t’ang rivers in its 
1,100-mile length from Peking to Hang-chou. One of the 
greatest engineering projects in China, equal in fame to 
the Great Wall, it is the world’s longest artificial waterway; 
some of its sections follow the natural course of a river, 

Pp. Pierre: 

Cargo barges on the Grand Canal at Suchow, 
Kiangsu Province. 
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while other sections have been dug by hand. Work on the 
canal began as early as the 4th century Bc and was com- 

pleted by the end of the 13th century AD. It forms a north- 
to-south communications and transport link between the 

most densely populated areas in China. From the latter 

part of the 19th century, however, because of political cor- 

ruption, mismanagement, and flooding from the Huang 
Ho, it gradually became silted up, and the higher section 

in Shantung became blocked. The Grand Canal has since 
been opened to navigation by larger modern craft. The 
canal is important in the north-south transport of bulky 

goods, thus facilitating the nationwide distribution of coal 
and foodstuffs. 

Port facilities and shipping. China’s 8,700-mile-long 
coastline is indented by some 100 large and small bays and 
has some 20 deepwater harbours, most of which are ice- 
free throughout the year. Coastal shipping is divided into 
two principal navigation zones, the northern and southern 
marine districts. The northern district extends north from 
Amoy to the North Korean border, with Shanghai as its 

administrative centre. The southern district extends south 

from Amoy to the Vietnamese border, with Canton as the 

administrative centre. Most of the oceangoing routes begin 
from the ports of Lii-ta, Ch’in-huang-tao, T’ang-ku, Tsing- 
tao, Shanghai, Huang-p’u, Chan-chiang, or Hong Kong. 
Shanghai, the leading port of China from the early 19th 
century, was eclipsed by Hong Kong when the latter was 
reincorporated into the country in 1997. 
In 1961 China established an Ocean Shipping Company 

and subsequently signed ocean-shipping agreements with 
many countries; this laid the foundation for the develop- 
ment of ocean transport. Both before and after that year 
the Chinese government invested heavily in water trans- 
port construction. In addition to new port construction, 

older ports have been rebuilt and extended. A major effort 
has also been made to increase mechanization and con- 
tainerization at major international ports. 
Aviation. Aviation development is particularly suited to 

China, with its extensive territory and varied terrain. Chi- 
nese civil aviation has two major categories: air transport, 
which mainly handles passengers, cargoes, and mail, trav- 
eling on both scheduled and nonscheduled routes; and spe- 
cial-purpose aviation, which mainly serves industrial and 
agricultural production, national defense, and scientific 
and technological research. 
The aims of civil aviation in China have been primarily 

to extend air routes; to strengthen the link between Peking 
and other important cities, as well as remote border and in- 
terior areas; to develop special-purpose flights serving the 
needs of agriculture, forestry, and geologic prospecting; 
and to increase the number of large transport airplanes. 
With Peking, Shanghai, Canton, and Wu-lu-mu-ch’i as re- 
gional centres, an aviation-coordinating agency was 
formed to link major and local air routes. 
In the 1950s international aviation depended mainly on 

Soviet support; originally all principal international air 
routes passed through Moscow, where transit was made by 
Soviet planes. With the deterioration of the Sino-Soviet re- 
lationship in the late 1950s, China began to open direct air 
routes to other places as well. Thus, in addition to the orig- 
inal routes between China and the Soviet Union, North 
Korea, Mongolia, Vietnam, and Burma (Myanman), air 
transport routes were opened to several of China’s neigh- 
bouring countries, the United States, western Asia, Europe, 
and Africa. After 1980 the number of air routes grew 
markedly; the addition of Hong Kong’s international air 
traffic constituted another significant increase. 
Airport construction has increased greatly since Peking’s 

first modern civilian airport was built in 1958. That airport 
was replaced in 1980 by the Capital Airport in Peking, and 
a new international terminal building was completed at the 
airport in 1999. New international airports were opened in 
Hong Kong in 1998 and in Shanghai in 1999, and con- 
struction on a new international airport in Canton began 
in 1998. Airplanes, including various types of military air- 
craft, have long been made by China. Civil airliners for 
long-distance flights, however, are still mostly purchased 
abroad. 

Chinese civil air efforts were carried out solely by the Civil 

Aviation Administration of China from 1949 until the 
mid-1980s. To improve efficiency and service, regional air- 
lines were then introduced to compete with the airlines op- 
erated by the national administration. The Chinese Air 
Force controls many airfields, and retired Air Force per- 

sonnel have been the major source of civilian pilots. 
Posts and telecommunications. Posts and telecommuni- 

cations were established rapidly in the 1950s and ’60s. By 
1952 the posts and telecommunications network centred 
on Peking, with links to all large cities. Progress was made 
in improving the postal service under the First Five-Year 
Plan. Postal service was also developed in rural areas. 

From 1954 a system of mail delivery by rural postal work- 
ers was tried in agricultural cooperatives, and in 1956 this 
system was extended throughout the country. By 1959 the 
national postal network was complete. 

From 1956 telecommunications routes were extended 
more rapidly. To increase the efficiency of the communi- 

cation system, the same lines are used for both telegraphic 
and telephone service, while Teletype and television serv- 
ices also have been added. By 1963 telephone wire had 

been laid from Peking to the capitals of all provinces, au- 
tonomous regions, and large cities, while capitals of all 
provinces and autonomous regions were connected to the 

administrative seats of the counties and smaller munici- 
palities and to larger market towns. 
Immediately following 1949, telecommunications—by 

telegraph or telephone—mainly used wire; by the 1970s, 
however, radio telecommunications were increasingly 
used. Microwave and satellite transmissions have now be- 
come common. In 1956 the first automatic speed Teletype 

was installed on the Peking-Lhasa line; by 1964 such ma- 
chines had been installed in most of China’s major cities. 

Radio-television service also was installed in major cities, 
and radio teleprinters became widely used. Teletype and 
radio teleprinter technology is being supplanted by in- 
creasing access to the Internet. Overall, China’s telecom- 
munications services have improved enormously and were 

enhanced considerably with the acquisition of Hong 
Kong’s highly advanced systems. (C.-S.Ch./K.G.L.) 

Administration and social conditions 

GOVERNMENT AND PARTY 

Despite its size, the People’s Republic of China is orga- 
nized along unitary rather than federal principles. Both the 
government and the Chinese Communist Party (CCP; 
Pinyin: Zhongguo Gongchan Dang; Wade-Giles roman- 
ization: Chung-kuo Kung-ch’an Tang), moreover, operate 
“from the top down,” arrogating to the “Centre” all pow- 
ers that are not explicitly delegated to lower levels. To run 
the country, the government and the CCP have established 
roughly parallel national bureaucracies extending from 
Peking down to local levels. These bureaucracies are as- 
sisted by various “mass organizations’—trade unions, a 
youth league, women’s associations, writers’ and other pro- 
fessional associations, and so forth—that encompass key 
sectors of the population. These organizations, with their 
extremely high memberships, have generally served as 
transmission lines for communicating and uniformly im- 
plementing policies affecting their members. No voluntary 
associations are permitted to function that are wholly in- 
dependent of CCP and government leadership. 
The CCP and government bureaucracies are organized 

along territorial and functional lines. The territorial organ- 
ization is based on a number of administrative divisions, 
with both a CCP committee and a “people’s government” 
in charge of each. These territorial divisions include the na- 
tional level in Peking (the Centre), 33 provincial-level units 
(four directly administered cities, five autonomous regions, 
Hong Kong, Macau, and 22 provinces, excluding Taiwan), 
more than 150 prefectural bodies, more than 2,000 coun- 

ties, and numerous cities, towns, and townships. Some 
larger cities are divided into urban wards and counties. 
This territorial basis of organization is intended to coordi- 
nate and lend coherence to the myriad policies from the 
Centre that may affect any given locale. 
The functionally based political organization is led by, on 

the government side, ministries and commissions under 
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the State Council and, on the CCP side, Central Commit- 

tee departments. These central-level functional bodies sit 
atop hierarchies of subordinate units that have responsibil- 
ity for the sector or issue area under concern. Subordinate 
functional units typically are attached to each of the terri- 
torial bodies. 

This complex structure is designed to coordinate national 
policy (such as that toward the metallurgical industry), 
assure some coordination of policy on a territorial basis, 
and enable the CCP to keep control over the government 
at all levels of the national hierarchy. One unintended re- 
sult of this organizational approach is that China employs 
more than 10,000,000 officials—more officials than some 
countries have citizens. 

There are tensions among these different goals, and thus 
a great deal of shifting has occurred since 1949. Dur- 
ing the early and mid-1950s the government’s functional 
ministries and commissions at the Centre were especially 
powerful. The Great Leap Forward, starting in 1958, 
shifted authority toward the provincial- and lower-level 
territorial CCP bodies. During the Cultural Revolution, 
starting in 1966, much of the political system became so 
disrupted that the People’s Liberation Army (PLA) was 

called in and assumed control. When the PLA fell under 
a political cloud, the situation became remarkably fluid 
and confused for much of the 1970s. 
Since then, the general thrust has been toward less de- 

tailed CCP supervision of the government and greater 
decentralization of government authority where possible. 
But the division of authority between CCP and govern- 
ment and between territorial and functional bodies has 
remained in a state of flux, as demonstrated by the trend 

again toward centralization at the end of the 1980s. The 
Chinese Communist political system still has not become 
institutionalized enough for the distribution of power 
among important bodies to be fixed and predictable. 
The fourth constitution of the People’s Republic of China 

was adopted in 1982. It vests all national legislative power 

in the hands of the National People’s Congress and its 
Standing Committee. The State Council and its Standing 
Committee, by contrast, are made responsible for exe- 
cuting rather than enacting the laws. This basic division 
of power is also specified for each of the territorial divi- 
sions—province, county, and so forth—with the proviso 
in each instance that the latitude available to authorities 
is limited to that specified by law. 

All citizens over 18 years of age who have not been 
deprived of their political rights are permitted to vote, and 
direct popular suffrage is used to choose People’s Congress 
members up to the county level. Above the counties, 
delegates at each level elect those who will serve at the 
People’s Congress of the next higher level. Were this con- 
stitution an accurate reflection of the real workings of the 
system, the People’s Congresses and their various com- 
mittees would be critical organs in the Chinese political 
system. In reality, though, they are not. 
Actual decision-making authority in China resides in the 

state’s executive organs and in the CCP. At the national 
level the top government executive organ is the State 
Council, which is led by the premier. The constitution 
permits the appointment of vice-premiers, a secretary- 
general, and an unspecified number of councillors of state 
and heads of ministries and commissions. The premier, 
vice-premiers, state councillors, and secretary-general meet 
regularly as a kind of standing committee, in which the 
premier has the final decision-making power. This Stand- 
ing Committee of the State Council exercises major day- 
to-day decision-making authority, and its decisions de 
facto have the force of law. 
While it is not so stipulated in the constitution, each 

vice-premier and councillor assumes responsibility for the 
work of one or more given sectors or issues, such as 
education, energy policy, or foreign affairs. The leader 
concerned then remains in contact with the ministries 
and the commissions of the State Council that implement 
policy in that area. This division of responsibility permits 
a relatively small body such as the Standing Committee of 

the State Council (consisting of fewer than 20 people) to 
monitor and guide the work of a vast array of major bu- 

reaucratic entities. When necessary, of course, the Stand- 
ing Committee may call directly on additional expertise 
in its deliberations. The National People’s Congress meets 
roughly annually and does only a little more than to ratify 
the decisions already made by the State Council. 
Parallel to the State Council system is the central lead- 

ership of the CCP. The distribution of power among the 
various organs at the top of the CCP—the Standing Com- 

mittee of the Political Bureau (Politburo), the Political 
Bureau itself, and the Secretariat—has varied a great deal, 
and from 1966 until the late 1970s the Secretariat did not 
function at all. There is, in any case, a partial overlap 
of membership among these organs and between these 
top CCP bodies and the Standing Committee of the State 
Council. In addition, formally retired elder members of 
the party have often exercised decisive influence on CCP 
decision making. 
According to the CCP constitution of 1982, the National 

Party Congress is the highest decision-making body. Since 
the Party Congress typically convenes only once in five 
years, the Central Committee is empowered to act when 
the Congress is not in session. Further, the Political Bu- 
reau can act in the name of the Central Committee when 
the latter is not in session, and the Standing Committee 
of the Political Bureau guides the work of the Political 
Bureau. The Secretariat is charged with the daily work 
of the Central Committee and the Political Bureau. The 
general secretary presides over the Secretariat and also is 
responsible for convening the meetings of the Political Bu- 

reau and its Standing Committee. The Secretariat works 
when necessary through several departments (the depart- 

ment for organization, for example, or the department for 
propaganda) under the Central Committee. 

Until 1982 the Chinese Communist Party had a chair- 
manship that was unique among ruling Communist 
parties. Mao Zedong (Mao Tse-tung) held this office until 
his death in 1976, and Hua Guofeng (Hua Kuo-feng) was 
chairman until his removal from office in June 1981. Hu 
Yaobang (Hu Yao-pang) then served as party chairman 
until the post was abolished in September 1982. The de- 
cision to redefine the position was part of the effort to 
reduce the chances of any one leader’s again rising to a 
position above the party, as Mao had done. China’s gov- 
ernment still has a chairmanship, but the office has very 
limited power and is largely ceremonial. 
The division of power among the leading CCP organs and 

between them and the State Council is constantly shifting. 
The Standing Committee of the Political Bureau and the 
Political Bureau as a whole have the authority to decide 
on any issue they wish to take up. The Secretariat has also 
at times played an extremely powerful and active role, 
meeting more frequently than either the Political Bureau 

or its Standing Committee and making many important 
decisions on its own authority. Similarly, the State Coun- 
cil has made many important decisions, but its power is 
always exercised at the pleasure of the CCP leadership. 
Since the late 1970s China has taken a number of ini- 

tiatives to move toward a more institutionalized system 
in which the office basically determines the power of its 
incumbent rather than vice versa, as has often been the 
case. Thus, for example, the CCP and state constitutions 

adopted in 1982 (and subsequently amended somewhat) 
for the first time stipulated a number of positions that 
confer membership status on the Standing Committee of 

the Political Bureau. These positions are the head of the 
Party Military Affairs Commission, the Secretary General 
of the CCP, the head of the Central Advisory Committee, 
and the head of the Central Discipline Commission. In ad- 
dition, for the first time under the stipulations of the con- 
stitution, limits of two consecutive terms were placed on 
the government offices of premier, vice-premier, and state 
councillor. There were no similar constitutional restric- 
tions on the tenure of incumbents to top CCP positions. 
In theory, the Chinese Communist Party sets major pol- 

icy directions and broadly supervises the implementation 
of policy to ensure that its will is not thwarted by the state 
and military bureaucracies. The CCP also assumes major 

responsibility for instilling proper values in the populace. 
The government, according to the theory, is responsible 
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for carrying out CCP policy, making the necessary deci- 

sions as matters arise. Of course, this clear division of 
labour quickly becomes blurred for a number of reasons. 
For example, only since the late 1970s has a concerted 

effort been made to appoint different people to the key 
executive positions in the CCP and the government. Prior 

to that time, the same individual would head both the 
CCP committee and the government body in charge of 

any given area. At the highest levels the premier of the 
government and the chairman of the party continue to sit 
on the CCP Political Bureau. 
More fundamentally, it is often impossible to clearly 

separate policy formation and implementation in a huge, 
complex set of organizations charged with a multiplicity 

of tasks. The tendency has been for CCP cadres to be- 
come increasingly involved in day-to-day operations of 
the government, until some major initiative was taken by 
the top national leadership to reverse the trend. While 
the distinction between the CCP and the government is 
of considerable significance, therefore, the ruling structure 
in China can also be viewed from the functional point of 
view mentioned above. The careers of individual officials 
may shift among posts in both the CCP and the gov- 
ernment, but for most officials all posts are held within 
one area of concern, such as economics, organization or 
personnel, security, propaganda, or culture. 

ADMINISTRATION 

A hierarchy of organization and personnel has been em- 
bedded in virtually all CCP and government bodies. Even 
on the government side, all officials in these personnel 
departments are members of the CCP, and they follow 
rules and regulations that are not subject to control by the 
particular bodies of which they are formally a part. This 
system has been used to assure higher-level CCP control 

over the appointments to all key positions in the CCP, 
government, and other major organizations (enterprises, 
universities, and so forth). 

For much of the period between 1958 and 1978, these 
personnel departments applied primarily political criteria 
in making appointments. They systematically discrimi- 
nated against intellectuals, specialists, and those with any 
ties or prior experience abroad. From 1978 to 1989, how- 

ever, official policy was largely the reverse, with ties abroad 
being valued because of China’s stress on “opening the 
door” to the international community. A good education 
became an important asset in promoting careers, while a 
history of political activism counted for less or could even 
hinder upward mobility. A partial reversion to pre-1978 
criteria was decreed in 1989. 
Two important initiatives have been taken to reduce the 

scope of the personnel bureaucracies. First, during 1984 
the leaders of various CCP and government bodies ac- 
quired far greater power to appoint their own staffs and 
to promote from among their staffs on their own initia- 
tive. The leaders themselves still must be appointed via 

the personnel system, but most others are no longer fully 

subject to those dictates. Second, a free labour market 
has been encouraged for intellectuals and individuals with 
specialized skills, a policy that could further reduce the 
power of the personnel bodies. 

ARMED FORCES 

The People’s Liberation Army (PLA) is the unified or- 
ganization of all Chinese land, sea, and air forces. The 
history of the PLA is officially traced to the Nan-ch’ang 
Uprising of Aug. 1, 1927, which is celebrated annually as 
PLA Day. The PLA is one of the world’s largest military 
forces, with approximately 3,000,000 members. Military 
service is compulsory for all men who attain the age of 18; 
women may register for duty in the medical, veterinary, 
and other technical services. Demobilized servicemen are 
carried in a ready reserve, which is reinforced by a standby 
reserve of veterans and by the militia. 
The PLA is formally under the command of the central 

Military Commission of the CCP; there is also an iden- 
tical commission in the government, but it has no clear 
independent functions. The CCP commission is far more 
powerful than the Ministry of National Defense, which 

operates under the State Council, and it assures continuing 
CCP control over the armed forces. The political leader- 
ship has made a concerted effort to create a professional 
military force restricted to national defense and to the 
provision of assistance in domestic economic construction 

and emergency relief. This conception of the role of the 
PLA requires the promotion of specialized officers who 
can understand modern weaponry and handle combined 

arms operations. Troops around the country are stationed 

in seven military regions and more than 20 military dis- 

tricts. Despite the drive to modernize the PLA, limited 
military budgets and other constraints have caused the 
sophistication of conventional military armaments and of 
logistics and command-and-control systems to lag behind 
that of other major military powers. 

The role of the Public Security forces of China began to 
change in the late 1970s. The definition and designation 
of what poses a threat to security, for example, were nar- 
rowed, and there was a decline in the scope of activities 
of the security forces. The practice of political suppres- 

sion, the victims of which once numbered in the tens of 
millions, was reduced, and in the late 1970s a large (but 
unknown) number of people were released from labour or 

other camps run by the Public Security forces. Also, dur- 
ing the 1980s the “open-door” policy toward the outside 
world led to the adoption of a more relaxed attitude by 

the Public Security forces regarding their efforts to control 
and restrict the activities of foreigners in China. By 1990, 
however, the trend was again toward a stricter policy and 
tighter controls. 

Specific organizational and policy initiatives also have 
affected the role of the Public Security forces. The trend 
toward creating a body of codified law and toward estab- 
lishing a legal system that operates according to that law 
has in itself reduced the arbitrary power that had been ex- 
ercised by the Public Security system. (By the 1970s that 

system had effectively acquired the power to arrest, con- 
vict, sentence, and detain any individual without interfer- 
ence from any other “outside” body.) The Public Security 
Ministry also has relinquished administrative control over 
counterespionage and economic crimes, which was trans- 
ferred to a newly organized Ministry of State Security. 

JUSTICE 

The legal apparatus that existed before the changes made 
during the Cultural Revolution has been resurrected. The 
State Council again has a Ministry of Justice, and procu- 
ratorial organs and a court system have been reestablished. 
The legal framework for this system has been provided 
through the adoption of various laws and legal codes. 

For the first time, the law provides that there should be 
no discrimination among defendants based on their class 
origin. China has also reestablished a system of lawyers. 
The actual functioning of this legal apparatus, however, 

continues to be adversely affected by a shortage of qual- 
ified personnel and by deeply ingrained perspectives that 
do not accord the law priority over the desires of political 
leaders. Thus, for example, when the top CCP leader- 
ship ordered a severe crackdown on criminal activity in 
1983, thousands were arrested and executed without fully 
meeting the requirements of the newly passed law on 
criminal procedures. That law was subsequently amended 
to conform more closely with the actual practices adopted 
during the crackdown. 

HEALTH AND WELFARE 

The Chinese government faces a mammoth task in try- 
ing to provide medical and welfare services adequate to 
meet the basic needs of the immense number of Chinese 
people whose per capita income and caloric intake are far 
below the world’s average. The medical system, moreover, 
labours under the tension of whether to stress quality 
of care or to spread scarce medical resources as widely 
as possible. In addition, there has been repeated debate 
over the relative balance that should be struck between 
the use of Western and traditional Chinese medicine. 
While the Cultural Revolution pushed the balance toward 
widespread minimum care with great attention paid to 
traditional medicine, policy after the late 1970s moved in 
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the other direction on both issues. The Ministry of Public 
Health of the State Council oversees the health-services 
system, which includes a substantial rural collective sector 
but almost no private sector. All the major medical facili- 
ties are run by the government. 
The health of the Chinese populace has improved con- 

siderably since 1949. Average life expectancy has gone up 
about three decades and now ranks nearly at the level of 

that in advanced industrial societies. Many communicable 

diseases, such as plague, smallpox, cholera, and typhus, 
have either been wiped out or brought under control. Chi- 
nese statistics also indicate that the incidences of malaria 
and schistosomiasis have declined by 90 percent and 80 
percent, respectively, since 1949. 
As evaluated on a per capita basis, China’s health fa- 

cilities remain unevenly distributed. Only slightly more 
than half of the country’s medical and health personnel 
work in rural areas, where approximately four-fifths of the 

population resides. The doctors of Western medicine, who 
constitute about one-sixth of the total medical personnel, 
are even more concentrated in urban areas. Similarly, 

close to two-thirds of the country’s hospital beds are lo- 
cated in the cities. 
China has a health insurance system that provides vir- 

tually free coverage for people employed in urban state 
enterprises and relatively inexpensive coverage for their 
families. The situation for workers in the rural areas or 
in urban employment outside the state sector is far more 
varied. There are some cooperative health-care programs, 
but their voluntary nature produced a decline in member- 
ship from the late 1970s. 
The severest limitation on the availability of health ser- 

vices, however, appears to be an absolute lack of resources, 
rather than discrimination in access based on the ability 
of individuals to pay. An extensive system of paramedi- 

cal care has been fostered as the major medical resource 
available to most of the rural population, but the care 
thus provided has been found to be of quite uneven qual- 

ity. The paramedical system feeds patients into the more 
sophisticated commune-level and county-level hospitals 
when they are available. 
Changes in the leading causes of death reflect the longer 

life span and improved living conditions that have devel- 
oped in China since 1949. By the mid-1990s the major 
causes had become pulmonary and cerebrovascular dis- 
eases, malignant tumours, and cardiac disease. Severe en- 
vironmental pollution has become a major health hazard 
in several parts of the country. 
Because a large percentage of what in the West would 

be considered public welfare obligations is in China the 
responsibility of factories, offices, and rural collectives 
and families, the real level of “welfare” spending and the 
strengths and weaknesses of the welfare system are dif- 
ficult to gauge. Little statistical information is available 
that could help clarify the situation. The state provides 
pensions for retirees from state enterprises and official ser- 
vice, but this includes only a small percentage of the total 
workforce. The state’s welfare resources are heavily con- 
centrated in the urban areas, where they include subsidies 
for housing, medical care, education, and some foods. In 
the cities the level of subsidized services, though, depends 
largely on the nature and conditions of the unit in which a 
person works. Unemployed individuals are typically taken 
care of by their working relatives, and all Chinese citizens 
have a legal obligation to care for their elderly parents. 
There is a small number of old-age homes for the elderly 
who have no children or other relatives to support them. 
In the rural areas much of the responsibility for wel- 

fare is left to the local collective units, the resources of 
which have declined since the late 1970s. China’s rural 
collectives are supposed to provide for their poor, but the 
actual level of services varies greatly depending on both 
the financial standing of the locality and the inclinations 
of the villagers. The Chinese government does allocate 
emergency relief to areas that have suffered from natural 
disasters (including crop failures). Generally, the Ministry 
of Civil Affairs of the State Council assumes primary re- 
sponsibility for administering the government’s portion of 
China’s welfare system. = 

EDUCATION 

The educational system in China is a major vehicle for 

both inculcating values in and teaching needed skills to 
its people. Traditional Chinese culture attached great im- 
portance to education as a means of enhancing a person’s 
worth and career. In the early 1950s the Chinese Commu- 

nists worked hard to increase the country’s rate of literacy, 
an effort that won them considerable support from the 
population. By the end of that decade, however, the gov- 
ernment could no longer provide jobs adequate to meet 

the expectations of those who had acquired some formal 

schooling. Other pressing priorities squeezed educational 
budgets, and, of course, the anti-intellectualism inherent in 

the more radical mass campaign periods affected the sta- 
tus and quality of the educational effort. These conflicting 

pressures made educational policy a sensitive barometer 
of larger political trends and priorities. The shift to rapid 
and pragmatic economic development as the overriding 
national goal in the late 1970s quickly affected China’s 
educational system. 
The Chinese educational structure provides for six years 

of primary school, three years each of lower middle school 
and upper middle school, and four years in the standard 
university curriculum. All urban schools are financed by 
the state, while rural schools depend far more heavily 
on their own financial resources. Official policy stresses 
scholastic achievement, with particular emphasis on the 
natural sciences. A significant effort is made to enhance 
vocational training opportunities for students who do not 
attend a university. The quality of education that is avail- 
able in the cities is generally far higher than that in the 
countryside, where relatively few students acquire even a 
secondary education. 
The overall trend in Chinese education is toward fewer 

students and higher scholastic standards, resulting in a 
steeply hierarchical educational system. Only about one- 
third of the nation’s primary school students gain access 
to some secondary education, while less than 2 percent 
ever attend a regular university. Only the best students go 
beyond a primary school, and many secondary schools are 
closed because of a lack of students. For the overwhelming 
majority of students, admission to a university since 1977 
has been based on competitive nationwide examinations, 
and attendance at a university is usually paid for by the 
government. In return, a university student has had to 
accept the job provided by the state upon graduation. 
The system developed in the 1950s of setting up “key” 

urban schools that were given the best teachers, equip- 
ment, and students was reestablished in the late 1970s. The 
inherently elitist values of such a system put enormous 
pressure on secondary-school administrators to improve 

the rate at which their graduates passed tests for admission 
into universities. 
Six universities, all administered directly by the State 

Education Commission in Peking, are the flagships of the 
Chinese higher educational system. They are Peking Uni- 
versity, the leading nontechnical university; Ch’ing-hua 
University, an institution that is oriented primarily toward 
engineering; People’s University of China, the only ma- 

jor university founded after 1949; Nan-k’ai University in 
Tientsin, which is especially strong in the social sciences; 
Fu-tan University, a comprehensive institution in Shang- 
hai; and Sun Yat-sen (Chung-shan) University in Canton, 
the principal university of South China. In addition, ey- 
ery province has a key provincial university, and there 
are hundreds of other technical and comprehensive higher 
educational institutions. The University of Hong Kong is 
the oldest school in Hong Kong. 
The damage done to China’s human capital by the rav- 

ages of the Great Leap Forward and, especially, by the 
Cultural Revolution was so great that it has taken years 
to make up the loss. After the 1970s, however, Chi- 
na’s educational system increasingly trained individuals in 
technical skills so that they could fulfill the needs of the 
advanced, modern sector of the economy. The social sci- 
ences and humanities also receive more attention than in 
earlier years, but the base in those disciplines is relatively 

weak—many leaders still view them with suspicion—and 
the resources devoted to them are thin. (K.G.L.) 
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Cultural life 

Chinese culture is remarkable for its duration and diversi- 

ty. Skeletal remains and stone implements date to the Pa- 

leolithic stage of cultural development, from the 29th to 
the 17th millennium sc. Decorated artifacts, primarily 

marked pottery vessels, have been found in dozens of In- 

cipient Neolithic and Neolithic sites, dating from the 12th 

to the 2nd millennium Bc. 
Chinese Neolithic pottery shapes and types are mostly 

classified into two families—the earlier Yang-shao ware 
from the central Chung-yiian region, characterized by geo- 

metric painted decorations, and the later Lung-shan ware, 
primarily from the Northeast but also found in the 

Chung-yiian area. Lung-shan ware is unpainted and is el- 

evated from the ground on a circular foot or tripod legs. 
The Bronze Age includes the first historically verified 

dynasty, the Shang (18th-12th century Bc), and China’s 
first written records. The Late Shang is well known from 
oracle bones recovered from the site of the last Shang 
capital near An-yang. The bones are turtle plastrons and 

ox scapulae with inscribed texts, used by the Shang kings 
in a highly regularized system of ritual divination and 
sacrifice aimed at securing the support of the ruler’s de- 

ceased ancestors. Through their use, writing became 
linked to authority in a way that endured throughout pre- 

modern Chinese history. During the Shang and Chou 
(1111-255 Bc) dynasties the art of bronze casting became 
highly developed. Finely cast and richly decorated pieces 
included cooking and serving vessels, bells, drums, 
weapons, and door fittings. 
The written language is central to China’s culture. Ideo- 

graphic inscriptions have been found on pottery dating to 
about 4000 Bc, and written Chinese has developed con- 
tinuously since the Late Shang period. Chinese culture is 
inextricably bound up with the writing system in three 
ways. First, writing is the medium for preserving and dis- 
seminating culture. China’s word for culture (wen-hua) 

means “to become literate.” Second, command of the 
writing system distinguishes the Chinese and their culture, 
seen as the centre of the world, from all non-Chinese peo- 
ples, categorized by the Chinese as “barbarians.” Third, 
culture and the writing system are inseparably linked to 
statecraft: a command of writing and knowledge of the 
written tradition were requisite skills for holding office. 
Thus, from the Shang oracle bones to the products of the 
modern printing press, culture in the form of written 
works has been instrumental in developing political 
thought and governance. 
The oldest art forms in China are music and dance. A 

5,000-year-old pottery bowl from Tsinghai Province is 
painted with a ring of 15 dancers, adorned in headdress- 
es and sashes and stepping in unison. Music played an 
important role in early Chinese ritual and _ statecraft. 
Bronze bells were instruments of investiture and reward. 
A bronze bell set from the ancient state of Tseng in 
Hupeh, interred c. 430 Bc, contains 64 bells, each of 
which produces two distinct, tuned strike notes. More 
than 120 instruments were unearthed from the same 
tomb, including stringed zithers, mouth organs, flutes, 
drums, and stone chimes. Music and related rituals 
helped to provide a structure for activities in the courts of 
rulers at all levels in the feudal hierarchy. 
The Shih Ching (“Classic of Poetry”), an anthology of 

poetry given definitive form in about 500 Bc, is one of 
China’s oldest classics and contains 305 folk songs and rit- 
ual psalms. Although the T’ang dynasty (Ap 618-907) is 
called the Golden Age of Chinese poetry, having produced 

the poets Tu Fu and Li Po, there are poets of renown 
from every dynasty, and the writing of poetry was prac- 
ticed by most well-educated Chinese for both personal 
and social reasons. 

China’s tradition of historical narrative is also unsur- 
passed in the world. Twenty-five dynastic histories pre- 
serve a unique record from the unverified Hsia dynasty 
(22nd-19th/18th century Bc) to the Ch’ing (ap 
1644-1911/12), and sprawling historical romances have 
been a mainstay in the reading of the educated since the 
spread of printing in the 11th and 12th centuries ap. 

The May Fourth Movement (1917-21) attacked much of 

this great literary and cultural tradition, viewing it as a 
source of China’s weakness. Students and faculty at 
Peking University abandoned the more demanding liter- 
ary language and created a new popular fiction, written in 

a more accessible colloquial language on themes from or- 

dinary life. Literary culture continued to be a subject of 
intense debate. Mao Zedong, who composed poetry in 

both contemporary and traditional styles, proclaimed in 
his talks at Yen-an in 1942 that art must serve politics. 
Throughout the following decades, writers received both 
admiration and ridicule. Indeed, the fate of most impor- 
tant writers was closely linked to the vicissitudes of na- 
tional politics from the 1950s onward. Only in the 
mid-1980s did writers again begin to enjoy some official 
tolerance of “art for art’s sake.” 
Painting and calligraphy, like poetry, were the domain of 

the elite, and most educated Chinese traditionally boasted 
of some competence in them. There are early anonymous 
and folk-oriented paintings on tomb and cave walls, and 

many works are known from the Han dynasty (206 
BC-AD 220). Fine-art painters are known by name from 
as early as the 6th century AD from historical records and 

serially copied versions of their works. Chinese painting is 
predominantly of landscapes, done in black pine-soot ink 
on fine paper or silk, occasionally with the addition of 
faint colour washes. The most vigorous period for land- 
scape painting spanned the years from the Sung dynasty 
(960-1279) to the Ming (1368-1644). 
Calligraphy rivals painting as a fine art in China, and 

paintings are often captioned with artfully written poems. 
Calligraphy reveals the great fondness the Chinese have 
for their written characters, and it ranges in style from 
meticulously and laboriously scribed “seal” characters to 
flamboyant and unconstrained “grass* ‘characters. Callig- 
raphy, as painting, is prized for a number of abstract aes- 
thetic qualities, described by such terms as “balance,” 
“vitality,” “energy,” “bones,” “wind,” and “strength.” 
Painting has undergone numerous style changes in the 

20th century. Before 1949 painters such as Ch’i Pai-shih 
(1863-1957) developed distinct new styles that interna- 
tionalized traditional Chinese aesthetics. After 1949 pres- 
sure for socialist realism made painters shift their focus to 
such subjects as factory scenes, peasant villages, and con- 
voys of tour buses. But with the liberalization of the arts 
that followed Mao’s death in 1976, more traditional val- 
ues reasserted themselves. 
Sculpture and carving date to the Chou dynasty (c. 

1111-255 Bc) or earlier. Tombs frequently contained bur- 
ial dolls, said to have been made to replace live sacrificial 
victims, and many early jade carvings are related to bur- 
ial practices and include body orifice stoppers and bangle 

bracelets. Of all the arts, sculpture received the greatest 
boost from the introduction of Buddhism to China during 
the Han dynasty and from the spread of Buddhism dur- 

ing the Six Dynasties (AD 220-589) and T’ang periods. 
Statues and carved reliefs of Buddhas and bodhisattvas 
were made by the thousands and, along with cave paint- 
ings at prominent sites like Tun-huang, Kansu Province, 
represent the pinnacle of Chinese religious art. 
Chinese art and artifacts have found their way into vari- 

ous collections around the world. The most important 
collection of fine arts is in the National Palace Museum 
in Taipei, Taiwan, the bulk of the superb traditional 
palace collection having been ferried across the Taiwan 
Strait during the Nationalist retreat in 1948-49. Excellent 
collections of Chinese painting, calligraphy, and bronzes 
are found in such museums as the Freer Gallery of Art of 
the Smithsonian Institution in Washington, D.C.; the 
Fogg Art Museum at Harvard University; and the Muse- 
um of Fine Arts, Boston. Significant collections remain in 
major museums in Peking, Shanghai, Nanking, and Wu- 
han. Since the 1950s, new archaeological discoveries have 
filled China’s provincial and local museums with fabulous 
treasures, and new facilities have been constructed for the 
study and display of these artifacts. Especially notable is 
the life-size terra-cotta army of the first Ch’in emperor, 
Shih huang-ti. The army, complete with soldiers, horses, 
and chariots, was discovered in an enormous under- 
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ground vault near Sian, in Shensi Province. Many of its 

figures have been painstakingly removed and placed on 
public display. 

Theatre is the most important popular art in China. It 

originated in early religious dances, performed at festivals 
to exorcise demons, reenact important historical events, 

or prepare for harvest, hunting, or warfare. Urban story- 

telling and theatrical genres are well documented from the 
Sung dynasty but are known to have matured during the 
Yuan dynasty (1206-1368). Yiian dramas, or operas as 
they are more accurately called, consisted of virtuoso song 
and dance organized around plots on historical or con- 
temporary themes. The operas were performed in special 

theatres, with elegant costumes and decorated stages. 
From Yiian drama later forms developed, including con- 
temporary Cantonese and Peking operas, that feature song 

and dance, elaborate costumes and props, and displays of 
martial arts and acrobatics. 
During the Cultural Revolution, an enormous number of 

cultural treasures of inestimable value were seriously dam- 

aged or destroyed and the practice of many arts and crafts 
was prohibited. Since the early 1980s, however, official re- 
pudiation of those policies has been complemented by 
vigorous efforts to renew China’s remarkable cultural tra- 
ditions. The loosening of many restrictions has also reju- 
venated many art forms previously devoted almost 
exclusively to propaganda. China’s “Fifth Generation Cin- 
ema,” for example, is known for such outstanding young 
film directors as Chang Yi-mou, who have highlighted 
themes of social and political oppression. (K.J.DeW.) 
Chinese culture can also be understood through the ve- 

hicle of food. Chinese cuisine, like Chinese philosophy, is 
organized along Taoist principles of opposition and 

change: hot is balanced by cold, spicy by mild, fresh by 
cured. The cooking of Szechwan in southwestern China is 
distinguished by the use of hot peppers, which are indige- 

nous to the region. The lush southern interior of the coun- 
try prizes fresh ingredients; Cantonese cuisine in 
particular is a symphony of subtle flavors from just-picked 

vegetables and lightly cooked meats. No matter what the 
region, foods of all kinds are viewed as an accompaniment 
to grains, the staple of the Chinese diet. 
Physical exercise is also a staple of Chinese culture. Mil- 

lions gather daily at dawn to practice martial arts (notably 
T’ai Chi ch’uan), wield swords in a graceful ballet, or 

(among women) perform a synchronized dance of pliés 

and turns. Acrobatics are especially popular and have en- 

joyed a new surge of interest since 1950, when the China 
Acrobatic Troupe was organized in Peking. From it have 
grown satellite companies in Shanghai, Chungking, Shen- 

yang, Wu-han, and Li-ta. Imported sports such as bas- 

ketball, baseball, and football (soccer) have become hugely 

popular, drawing millions of participants and spectators. 
Of China’s indigenous forms of sport, the martial arts 
have the longest history by far, originating some two thou- 
sand years ago when contending warlords, bandits, and 
foreign invaders controlled large portions of China and 
forbade the populace to own weapons. 
China has become one of the dominant nations in inter- 

national sports competitions. It began regular participa- 
tion in the Olympic Games at the 1980 Winter Games 
and has had particular success at the Summer Games in 

such sports as gymnastics, swimming, and diving. _(Ed.) 
For statistical data on the land and people of China, see 

the Britannica World Data section in the BRITANNICA 
BOOK OF THE YEAR. 

HISTORY 

Prehistory 

ARCHAEOLOGY IN CHINA 

The practice of archaeology in China has been strongly in- 
fluenced by China’s modern history. The intellectual and 
political reformers of the 1920s challenged the historicity of 
the legendary inventors of Chinese culture, such as Shen 
Nung, the divine farmer, and Huang Ti, the Yellow Em- 
peror. At the same time, scientific study of the prehistoric 
period was being sponsored by archaeologists and paleoan- 
thropologists from western Europe and North America. 
The establishment of the Academia Sinica (Chinese Acad- 
emy of Sciences) in 1928 enabled Chinese scholars to study 
Chinese archaeology for themselves, but the eruption of the 
Sino-Japanese War in 1937 made excavation difficult. That 
some researchers found themselves, with their collections, 
in Taiwan after 1949 and that much archaeology in the 
People’s Republic of China was conducted within a Marx- 
ist framework further demonstrate archaeology’s links to 
politics. The waning of the Cultural Revolution in the 
1970s permitted the resumption of archaeological excava- 
tion and publication. A modernizing nation began to pro- 
duce scholarship, increasingly informed by scientific 
analysis, in a quantity and quality commensurate with its 
size and its traditions of learning. 

EARLY HUMANS 

The fossil record in China promises fundamental contri- 
butions to the understanding of human origins. There is 
considerable evidence of Homo erectus by the time of the 
Lower Paleolithic (the Paleolithic Period began c. 
2,500,000 years ago and ended 10,000 years ago) at sites 
such as Lan-t’ien, Shensi; Ho-hsien, Anhwei; Yiian-mou, 
Yunnan; and, the most famous, that of so-called Peking 
man at Chou-k’ou-tien, Peking Municipality. The Lower 
Cave at the last site has yielded evidence of intermittent 
human use from c. 460,000 to 230,000 years ago. Many 
caves and other sites in Anhwei, Hopeh, Honan, Liao- 
ning, Shantung, Shansi, and Shensi in North China and 
in Kweichow and Hupeh in the South suggest that HZ. 
erectus achieved wide distribution in China. Whether H. 

erectus pekinensis intentionally used fire and practiced 
ritual cannibalism are matters under debate. 
Significant Homo sapiens cranial and dental fragments 

have been found together with Middle Paleolithic artifacts 
at Ting-ts’'un, Shansi; Ch’ang-yang, Hupeh; Ta-li, Shensi; 
Hsii-chia-yao, Shansi; and Ma-pa, Kwangtung. Morpho- 
logical characteristics such as the shovel-shaped incisor, 
broad nose, and mandibular torus link these remains to 
the modern Chinese. Few archaeological sites have been 
identified in the South. 
A number of widely distributed H. erectus sites dating 

from the upper Pleistocene manifest considerable regional 
and temporal diversity. Upper Paleolithic sites are numer- 
ous in North China. Thousands of stone artifacts, most of 
them small (called microliths), have been found, for ex- 
ample, at Hsiao-nan-hai, near An-yang, Honan; Shuo- 
hsien and Ch’in-shui, Shansi; and Yang-yiian, Hopeh. 
These findings suggest an extensive microlith culture in 
North China. Hematite, a common iron oxide ore used for 
colouring, was found scattered around skeletal remains in 
the Upper Cave at Chou-k’ou-tien (c. 10th millennium Bc) 
and may represent the first sign of human ritual. 

NEOLITHIC PERIOD 

The complex of developments in stone tool technology, 
food production and storage, and social organization that 
is often characterized as the “Neolithic Revolution” was 
in progress in China by at least the 6th millennium Bc. 
Developments in the Chinese Neolithic were to establish 
some of the major cultural dimensions of the subsequent 
Bronze Age. 

Climate and environment. Although the precise nature 
of the paleoenvironment is still in dispute, temperatures 

in Neolithic China were probably some 4° to 7° F (2° to 
4° C) warmer than they are today. Rainfall, although 
more abundant, may have been declining in quantity. 
The Tsinling Mountains in northwest China separated the 
two phytogeographical zones of North and South China, 
while the absence of such a mountain barrier farther east 
encouraged a more uniform environment and the freer 
movement of Neolithic peoples about the North China 
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Plain. East China, particularly toward the south, may have 
been covered with thick vegetation, some deciduous forest, 
and scattered marsh. The Loess Plateau in the northwest is 
thought to have been drier and even semiarid, with some 

coniferous forest growing on the hills and with brush and 
open woodland in the valleys. 
Food production. The primary Neolithic crops, domes- 

ticated by the Sth millennium Bc, were drought-resistant 
millet (usually Setaria italica), grown on the eolian or 
alluvial loess soils of the northwest and the north, and 
glutenous rice (Oryza sativa), grown in the wetlands of the 
southeast. These staples were supplemented by a variety of 
fruits, nuts, legumes, vegetables, and aquatic plants. The 
main sources of animal protein were pigs, dogs, fish, and 
shellfish. By the Bronze Age millet, rice, soybeans, tea, 
mulberries, hemp, and lacquer had become characteristic 
Chinese crops. That most, if not all, of these plants were 

native to China indicates the degree to which Neolithic 
culture developed indigenously. The distinctive cereal, 
fruit, and vegetable complexes of the northern and south- 
ern zones in Neolithic and early historic times suggest, 
however, that at least two independent traditions of plant 
domestication may have been present. 
The stone tools used to clear and prepare the land reveal 

generally improving technology. There was increasing use 
of ground and polished edges and of perforation. Regional 
variations of shape included oval-shaped axes in central 
and northwest China, square- or trapezoid-shaped axes in 

the east, and axes with stepped shoulders in the south- 

east. By the Late Neolithic a decrease in the proportion 
of stone axes to adzes suggests the increasing dominance 
of permanent agriculture and a reduction in the opening 
up of new land. The burial in high-status graves of finely 
polished, perforated stone and jade tools such as axes and 
adzes with no sign of edge wear indicates the symbolic 
role such emblems of work had come to play by the 4th 
and 3rd millennia. 
Major cultures and sites. There was not one Chinese 

Neolithic but a mosaic of regional cultures whose scope 
and significance are still being determined. Their location 
in the area defined today as China does not necessarily 
mean that all the Neolithic cultures were Chinese or even 
proto-Chinese. Their contributions to the Bronze Age civi- 
lization of the Shang, which may be taken as unmistakably 
Chinese in both cultural as well as geographical terms, 
need to be assessed in each case. In addition, the presence 
of a particular ceramic ware does not necessarily define a 
cultural horizon; and transitional phases, both chronolog- 
ical and geographical, cannot be discussed in detail in the 
following paragraphs. 

Incipient Neolithic. Study of the historical reduction of 
the size of human teeth suggests that the first human 
beings to eat cooked food did so in South China. The 
southern sites of Hsien-jen-tung in Kiangsi and Tseng-p’i- 
yen in Kwangsi have yielded artifacts from the 10th to the 
7th millennium Bc that include low-fired, cord-marked 
sherds with some incised decoration and mostly chipped 
stone tools; these pots may have been used for cooking 
and storage. Pottery and stone tools from shell middens 
in South China also suggest Incipient Neolithic occupa- 
tions. These early southern sites may have been related to 
the Neolithic Bac-Son culture in Vietnam; connections to 
the subsequent Neolithic cultures of northwest and North 
China have yet to be demonstrated. 

Sixth millennium BC. Two major cultures can be iden- 
tified in the northwest: Lao-kuan-t’ai, in eastern and 
southern Shensi and northwestern Honan, and Ta-ti-wan 
I—a development of Lao-kuan-t’ai culture—in eastern 
Kansu and western Shensi. In these cultures pots were 
low-fired, sand-tempered, and mainly red in colour, and 
bowls with three stubby feet or ring feet were common. 
The painted bands of this pottery may represent the start 
of the Painted Pottery culture. 
In North China the people of P’ei-li-kang (north central 

Honan) made less use of cord marking and painted design 
on their pots than did those at Ta-ti-wan I: the variety of 
their stone tools, including sawtooth sickles, indicates the 
importance of agriculture. The Tz’u-shan potters (south- 
erm Hopeh) employed more cord-marked decoration and 

made a greater variety of forms, including basins, cups, 
serving stands, and pot supports. The discovery of two 
pottery models of silkworm chrysalides and 70 shuttle-like 
objects at a 6th-millennium-sc site at Nan-yang-chuang 
(southern Hopeh) suggests the early production of silk, the 
characteristic Chinese textile. 
Fifth millennium BC. The lower stratum of the Pei- 

shou-ling culture is represented by finds along the Wei and 
Ching rivers; bowls, deep-bodied jugs, and three-footed 
vessels, mainly red in colour, were common. The lower 
stratum of the related Pan-p’o culture, also in the Wei 
River drainage area, was characterized by cord-marked 

red or red-brown ware, especially round and flat-bottomed 
bowls and pointed-bottomed amphorae. The Pan-p’o in- 
habitants lived in semisubterranean houses and were sup- 
ported by a mixed economy of millet agriculture, hunting, 
and gathering. The importance of fishing is confirmed by 
designs of stylized fish painted on a few of the bowls and 
by numerous hooks and net sinkers. 
In the east by the start of the Sth millennium the Pei-hsin 

culture in central and southern Shantung and northern 
Kiangsu was characterized by fine clay or sand-tempered 
pots decorated with comb markings, incised and impressed 
designs, and narrow, appliquéd bands. Artifacts include 
many three-legged, deep-bodied tripods, goblet-like serving 
vessels, bowls, and pot supports. Hou-kang (lower stratum) 
remains have been found in southern Hopeh and central 
Honan. The vessels, some finished on a slow wheel, were 

mainly red coloured and had been fired at high heat. They 
include jars, tripods, and round-bottomed, flat-bottomed, 
and ring-footed bowls. No pointed amphorae have been 
found, and there were few painted designs. A characteris- 
tic red band under the rim of most gray-ware bowls was 
produced during the firing process. 
Archaeologists have generally classified the lower strata 

of Pei-shou-ling, Pan-p’o, and Houskang cultures under 
the rubric of Painted Pottery (or, after a later site, Yang- 
shao) culture, but two cautions should be noted. First, 
a distinction may have existed between a more westerly, 
Wei Valley culture (early Pei-shou-ling and early Pan-p’o) 
that was rooted in the Lao-kuan-t’ai culture and a more 
easterly one (Pei-hsin, Hou-kang) that developed from the 
P’ei-li-kang and Tz’u-shan cultures. Second, since only 2 
to 3 percent of the Pan-p’o pots were painted, the desig- 
nation Painted Pottery culture seems premature. 
In the region of the lower Yangtze River the Ho- 

mu-tu site in northern Chekiang has yielded caldrons, 
cups, bowls, and pot supports made of porous, charcoal- 
tempered black pottery. The site is remarkable for its 
wooden and bone farming tools, the bird designs carved on 
bone and ivory, the superior carpentry of its pile dwellings 
(a response to the damp environment), a wooden weaving 
shuttle, and the earliest lacquer ware and rice remains yet 
reported in the world (c. 5000 to 4750 Bc). The Ch’ing- 
lien-kang culture, which succeeded that of Ho-mu-tu in 
Kiangsu, northern Chekiang, and southern Shantung, was 
characterized by ring-footed and flat-bottomed pots, kuei 
pouring vessels, tripods (common north of the Yangtze), 
and serving stands (common south of the Yangtze). Early 
fine-paste red ware gave way in the later period to fine- 
paste gray and black ware. Polished stone artifacts include 
axes and spades, some perforated, and jade ornaments. 
Another descendant of Ho-mu-tu culture was that of Ma- 
chia-pang, which had close ties with the Ch’ing-lien-kang 
culture in southern Kiangsu, northern Chekiang, and 
Shanghai. In southeastern China a cord-marked pottery 
horizon, represented by the site of Fu-kuo-tun on the 
island of Quemoy, existed by at least the early 5th mil- 
lennium. The suggestion that some of these southeastern 
cultures belonged to an Austronesian complex remains to 
be fully explored. 
Fourth and third millennia BC. A true Painted Pottery 

culture developed in the northwest partly from the Wei 
Valley and Pan-p’o traditions of the 5th millennium. The 
Miao-ti-kou I horizon, dated from the first half of the 
4th millennium, produced burnished bowls and basins of 
fine red pottery, some 15 percent of which were painted, 
generally in black, with dots, spirals, and sinuous lines. It 
was succeeded by a variety of Ma-chia-yao cultures (late 
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4th to early 3rd millennium) in eastern Kansu, eastern 
Tsinghai, and northern Szechwan. Thirty percent of Ma- 
chia-yao vessels were decorated on the upper two-thirds of 
the body with a variety of designs in black pigment; mul- 
tiarmed radial spirals, painted with calligraphic ease, were 
the most prominent. Related designs involving sawtooth 
lines, gourd-shaped panels, spirals, and zoomorphic stick 
figures were painted on pots of the Pan-shan (mid-3rd 
millennium) and Ma-ch’ang (last half of 3rd millennium) 
cultures. Some two-thirds of the pots found in the Ma- 
ch’ang burial area at Liu-wan in Tsinghai, for example, 
were painted. In the North China Plain, Ta-ho culture 
sites contain a mixture of Miao-ti-kou and eastern, Ta- 
wen-k’ou vessel types (see below), indicating that a meet- 
ing of two major traditions was taking place in this area 
in the late 4th millennium. 
In the northeast the Hung-shan culture (4th millennium 

and probably earlier) was centred in western Liaoning 
and eastern Inner Mongolia. It was characterized by small 
bowls (some with red tops), fine red-ware serving stands, 
painted pottery, and microliths. Numerous jade amulets 
in the form of birds, turtles, and coiled dragons reveal 

strong affiliations with the other jade-working cultures of 
the east coast, such as Liang-chu (see below). 
In east China the Liu-lin and Hua-t’ing sites in northern 

Kiangsu (first half of 4th millennium) represent regional 
cultures that derived, in large part, from that of Ch’ing- 
lien-kang. Upper strata also show strong affinities with 
contemporary Ta-wen-k’ou sites in southern Shantung, 
northern Anhwei, and northern Kiangsu. Ta-wen-k’ou 
culture (mid-Sth to at least mid-3rd millennium) is char- 
acterized by the emergence of wheel-made pots of various 
colours, some of them remarkably thin and delicate; ves- 
sels with ring feet and tall legs (such as tripods, serving 
stands, and goblets); carved, perforated, and polished tools; 
and ornaments in stone, jade, and bone. The people prac- 
ticed skull deformation and tooth extraction. Mortuary 
customs involved ledges for displaying grave goods, coffin 
chambers, and the burial of animal teeth, pig heads, and 
pig jawbones, 
In the middle and lower Yangtze River valley during 

the 4th and 3rd millennia the Ta-hsi and Ch’t-chia-ling 
cultures shared a significant number of traits, including 
rice production, ring-footed vessels, goblets with sharply 
angled profiles, ceramic whorls, and black pottery with de- 
signs painted in red after firing. Characteristic Ch’i-chia- 
ling ceramic objects not generally found in Ta-hsi sites 
include eggshell-thin goblets and bowls painted with black 
or orange designs; double-waisted bowls; tall, ring-footed 
goblets and serving stands; and many styles of tripods. 
Admirably executed and painted clay whorls suggest a 
thriving textile industry. The chronological distribution of 
ceramic features suggests a transmission from Ta-hsi to 
Ch’ii-chia-ling, but the precise relationship between the 
two cultures has been much debated. 
The Ma-chia-pang culture in the T’ai Lake basin was 

succeeded during the 4th millennium by that of Sung-tse. 
The pots, increasingly wheel-made, were predominantly 
clay-tempered gray ware. Tripods with a variety of leg 
shapes, serving stands, kuei pitchers with handles, and 
goblets with petal-shaped feet were characteristic. Ring feet 
were used, silhouettes became more angular, and triangu- 
lar and circular perforations were cut to form openwork 
designs on the short-stemmed serving stands. A variety of 
jade ornaments, a feature of Ch’ing-lien-kang culture, has 
been excavated from Sung-tse burial sites. 
Sites of the Liang-chu culture (from the last half of the 

4th to the last half of the 3rd millennium) have generally 
been found in the same area. The pots were mainly wheel- 
made, clay-tempered gray ware with a black skin and were 
produced by reduction firing; oxidized red ware was less 
prevalent. Some of the serving stand and tripod shapes 
had evolved from Ma-chia-pang prototypes, while other 
vessel forms included long-necked kuei pitchers. The walls 
of some vessels were black throughout, eggshell-thin, and 
burnished, resembling those found in Late Neolithic sites 
in Shantung (see below). Extravagant numbers of highly 
worked jade pi disks and ts’ung tubes were placed in 
certain burials, such as one at Ssu-tun (southern Kiangsu) 

that contained 57 of them. Liang-chu farmers had devel- 
oped a characteristic triangular shale plow for cultivating 
the wet soils of the region. Fragments of woven silk from c. 
3000 Bc have been found at Ch’ien-shang-yang (northern 
Chekiang). Along the southeast coast and on Taiwan the 
Ta-p’en-k’eng corded-ware culture emerged during the 4th 
and 3rd millennia. This culture, with a fuller inventory 

of pot and tool types than had previously been seen in 
the area, developed in part from that of Fu-kuo-tun but 
may also have been influenced by cultures to the west and 
north, including Ch’ing-lien-kang, Liang-chu, and Liu- 
lin. The pots were characterized by incised line patterns 
on neck and rim; low, perforated foot rims; and some 

painted decoration. 
Regional cultures of the Late Neolithic. By the 3rd mil- 

lennium Bc the regional cultures in the areas discussed 
above showed increased signs of interaction and even con- 
vergence. That they are frequently referred to as varieties 
of the Lung-shan culture (c. 2500-2000 Bc) of east cen- 
tral Shantung—characterized by its lustrous, eggshell-thin 
black ware—suggests the degree to which these cultures 
are thought to have experienced eastern influence. That 
influence, diverse in origin and of varying intensity, en- 
tered the North China Plain from sites such as Ta-tun-tzu 
and Ta-wen-k’ou to the east and also moved up the Han 
River from the Ch’ii-chia-ling area to the south. A variety 
of eastern features are evident in the ceramic objects of 
the period, including use of the fast wheel, unpainted sur- 
faces, sharply angled profiles, and eccentric shapes. There 
was a greater production of gray and black, rather than 
red, ware; componential construction was emphasized, in 
which legs, spouts, and handles were appended to the ba- 
sic form (which might itself have been built sectionally). 
Greater elevation was achieved by means of ring feet and 
tall legs. Ceramic objects included three-legged tripods, 
steamer cooking vessels, kuwei pouring pitchers, serving 
stands, fitted lids, cups and goblets, and asymmetrical pei 
hu vases for carrying water that were flattened on one side 
to lie against a person’s body. In stone and jade objects, 
eastern influence is evidenced by perforated stone tools 
and ornaments such as pi disks and ts’ung tubes used in 
burials. Other burial customs involved ledges to display 
the goods buried with the deceased and large wooden 
coffin chambers. In handicrafts, an emphasis was placed 
on precise mensuration in working clay, stone, and wood. 
Although the first, primitive versions of the eastern ce- 
ramic types may have been made, on occasion, in the 
North China Plain, in virtually every case these types were 
elaborated in the east and given more precise functional 
definition, greater structural strength, and greater aesthetic 
coherence. It was evidently the mixing in the 3rd and 2nd 
millennia of these eastern elements with the strong and 
extensive traditions native to the North China Plain—rep- 
resented by such Late Neolithic sites as Ko-la-wang-ts’un 
(near Cheng-chou), Wang-wan (near Lo-yang), Miao-ti- 
kou (in central and western Honan), and T’ao-ssu and 
Teng-hsia-feng (in southwest Shansi)—that stimulated the 
rise of early Bronze Age culture in the North China Plain 
and not in the east. 
Religious beliefs and social organization. The inhabi- 

tants of Neolithic China were, by the Sth millennium if 
not earlier, remarkably assiduous in the attention they 
paid to the disposition and commemoration of their dead. 
There was a consistency of orientation and posture, with 
the dead of the northwest given a westerly orientation and 
those of the east an easterly one. The dead were segre- 
gated, frequently in what appear to be kinship groupings 
(e.g., at Yuan-chiin-miao, Shensi). There were graveside 
ritual offerings of liquids, pig skulls, and pig jaws (e.g., 
Pan-p’o and Ta-wen-k’ou), and the demanding practice 
of collective secondary burial, in which the bones of up 
to 70 or 80 corpses were stripped of their flesh and re- 
buried together, was extensively practiced as early as the 
first half of the Sth millennium (e.g., Yuan-chiin-miao). 
Evidence of scapulimantic divination from the end of the 
4th millennium (Fu-ho-kou-men, Liaoning) implies the 
existence of ritual specialists. There was a lavish expendi- 
ture of energy by the 3rd millennium on tomb ramps and 
coffin chambers (e.g., Liu-wan [in eastern Tsinghai] and 
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Ta-wen-k’ou) and on the burial of redundant quantities of 
expensive grave goods (e.g., Ta-fan-chuang in Shantung, 
Fu-ch’iian-shan in Shanghai, and Liu-wan), presumably 
for use by the dead in some afterlife. 
Although there is no firm archaeological evidence of a 

shift from matriliny to patriliny, the goods buried in graves 
indicate during the course of the 4th and 3rd millennia an 
increase in general wealth, the gradual emergence of pri- 
vate or lineage property, increasing social differentiation 
and gender distinction of work roles, and a reduction in 

the relative wealth of women. The occasional practice of 
human sacrifice or accompanying-in-death from scattered 
4th- and 3rd-millennium sites (e.g., Miao-ti-kou I, Chang- 
ling-shan in Kiangsu, Ch’in-wei-chia in Kansu, and Liu- 
wan) suggests that ties of dependency and obligation were 
conceived as continuing beyond death and that women 
were likely to be in the dependent position. Early forms 
of ancestor worship, together with all that they imply 
for social organization and obligation among the living, 
were deeply rooted and extensively developed by the Late 
Neolithic Period. Such religious belief and practice un- 
doubtedly served to validate and encourage the decline of 
the more egalitarian societies of earlier periods. 

The first historical dynasty: the Shang 

The advent of bronze casting. The 3rd and 2nd millen- 
nia witnessed the appearance of increasing warfare, com- 
plex urban settlements, intense status differentiation, and 
administrative and religious hierarchies that legitimated 
and controlled the massive mobilization of labour for dy- 
nastic work or warfare. The casting of bronze has left the 
most evident archaeological traces of these momentous 
changes, but its introduction must be seen as part of a far 
larger shift in the nature of society as a whole, representing 
an intensification of the social and religious practices of 
the Neolithic. 
A Chalcolithic Age stretching back to the mid-5th mil- 

lennium may be dimly perceived. A growing number of 
3rd-millennium sites, primarily in the northwest but also 
in Honan and Shantung, have yielded primitive knives, 
awls, and drills made of copper and bronze. Stylistic ev- 
idence, such as the sharp angles, flat bottoms, and strap 
handles of certain Ch’i-chia clay pots (in Kansu; c. 2250- 
1900 Bc), has led some scholars to posit an early sheet- or 
wrought-metal tradition possibly introduced from the west 
by migrating Indo-European peoples, but no wrought- 
metal objects have been found. 
The construction and baking of the clay cores and sec- 

tional piece molds employed in Chinese bronze casting of 
the 2nd millennium indicate that early metalworking in 
China rapidly adapted to, if it did not develop indigenously 
from, the sophisticated, high-heat ceramic technology of 
the Late Neolithic potters, who were already using ceramic 
molds and cores to produce forms such as the hollow legs 
of the /i caldron. Chinese bronze casting represents, as the 
continuity in vessel shapes suggests, an aesthetic and tech- 
nological extension of that ceramic tradition rather than 
its replacement. The bronze casters’ preference for vessels 
elevated on ring feet or legs further suggests aesthetic links 
to the east rather than the northwest. 
The number, complexity, and size—the Ssu Mu Wu tet- 

rapod weighed 1,925 pounds (875 kilograms)—of the Late 
Shang ritual vessels reveal high technological competence 
married to large-scale, labour-intensive metal production. 
Bronze casting of this scale and character—which placed 
large groups of ore miners, fuel gatherers, ceramists, and 
foundry workers under the prescriptive control of the 
model designers and labour coordinators—must be under- 
stood as a manifestation, both technological and social, of 
the high value that Shang culture placed upon hierarchy, 
social discipline, and central direction in all walks of life. 
The prestige of owning these metal objects must have 
derived in part from the political control over others that 
their production implied. 
Chinese legends of the 1st millennium sc describe the 

labours of Yi, the Chinese “Noah” who drained away 
the floods to render China habitable and established the 
first Chinese dynasty, called Hsia. Seventeen Hsia kings 

are listed in the Shih-chi, a comprehensive history writ- 
ten during the Ist century Bc, and much ingenuity has 
been devoted to identifying certain Late Neolithic forti- 
fied sites—such as Wang-ch’eng-kang (“the mound of the 
royal city”) in north central Honan and Teng-hsia-feng in 
Hsia Asien (thus the site of Hsia-hsti, “the ruins of Hsia”?) 
in southern Shansi—as early Hsia capitals. T’ao-ssu, also 
in southern Shansi, has been identified as Hsia for the 
“royal” nature of five large male burials found there lav- 
ishly provided with grave goods. Although they fall within 
the region traditionally assigned to the Hsia, particular 
archaeological sites will be hard to identify dynastically 
unless written records are found. The possibility that Hsia 
and Shang were partly contemporary, as cultures if not as 
dynasties, further complicates site identifications. A related 
approach has been to identify as Hsia an archaeological 
horizon that lies developmentally between Late Neolithic 
and Shang strata. 
The Shang dynasty. The first dynasty to leave historical 

records is thought to have ruled from the mid-16th to mid- 
11th century Bc. (Some scholars date the Shang dynasty 
from the mid-1!8th to the late 12th century Bc.) One must, 
however, distinguish Shang as an archaeological term from 
Shang as a dynastic one. Erh-li-t’ou in north central Ho- 
nan, for example, was initially classified archaeologically 
as Early Shang; its developmental sequence from c. 2400 
to 1450 Bc documents the vessel types and burial customs 
that link Early Shang culture to the Late Neolithic cul- 
tures of the east. In dynastic terms, however, Erh-li-t’ou 
periods I and II (c. 1900 Bc?) are now thought by many to 
represent a pre-Shang (and thus, perhaps, Hsia) horizon. 
In this view, the two palace foundations, the elite burials, 
the ceremonial jade blades and sceptres, the bronze axes 
and dagger axes, and the simple ritual bronzes—said to 
be the earliest yet found in China—zof Erh-li-t’ou III (c. 
1700-1600 Bc?) signal the advent of the dynastic Shang. 
The archaeological classification of Middle Shang is rep- 

resented by the remains found at Erh-li-kang (c. 1600 Bc) 
near Cheng-chou, some 50 miles (80 kilometres) to the 

east of Erh-li-t’?ou. The massive rammed-earth fortifica- 
tion, 118 feet (36 metres) wide at its base and enclosing 
an area of 1.2 square miles (3.2 square kilometres), would 
have taken 10,000 men more than 12 years to build. 
Also found were ritual bronzes, including four monu- 
mental tetrapods (the largest weighing 190 pounds; palace 
foundations; workshops for bronze casting, pot making, 
and bone working; burials; and two inscribed fragments 

of oracle bones. Another rammed-earth fortification, en- 
closing about 0.7 square mile and also dated to the Erh- 
li-kang period, has been found at Yen-shih, about three 
miles east of the Erh-li-t’ou III palace foundations. While 
these walls and palaces have been variously identified by 
modern scholars—the identification now favoured is of 
Cheng-chou as Po, the capital of the Shang dynasty during 
the reign of T’ang, the dynasty’s founder—their dynastic 
affiliations are yet to be firmly established. The presence 
of two large, relatively close contemporary fortifications at 
Cheng-chou and Yen-shih, however, indicates the strategic 
importance of the area and impressive powers of labour 
mobilization. 
P’an-lung-ch’eng in Hupeh, 280 miles south of Cheng- 

chou, is an example of Middle Shang expansion into the 
northwest, northeast, and south. A city wall, palace foun- 
dations, burials with human sacrifices, bronze workshops, 
and mortuary bronzes of the Erh-li-kang type form a 
complex that duplicates on a smaller scale Cheng-chou. A 
transitional period spanning the gap between the Upper 
Erh-li-kang phase of Middle Shang and the Yin-hsii phase 
of Late Shang indicates a widespread network of Shang 
cultural sites that were linked by uniform bronze-casting 
styles and mortuary practices. A relatively homogeneous 
culture united the Bronze Age elite through much of 
China around the 14th century Bc. 
The Late Shang period is best represented by a cluster of 

sites focused on the village of Hsiao-t’un, west of An-yang 
in northern Honan. Known to history as Yin-hsii, “the 
Ruins of Yin” (Yin was the name used by the succeeding 
Chou dynasty for the Shang), it was a seat of royal power 
for the last nine Shang kings, from Wu-ting to Ti-hsin. 
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According to the “short chronology” used here, which is 
based upon modern studies of lunar eclipse records and 
reinterpretations of Chou annals, these kings would have 
reigned c. 1200-1045 Bc. (One version of the traditional 
“long chronology,” based primarily upon a Ist-century- 
BC source, would place the last 12 Shang kings, from 
P’an-keng onward, at Yin-hsii from 1398 to 1112 Bc.) 
Sophisticated bronze, ceramic, stone, and bone industries 
were housed in a network of settlements surrounding the 
unwalled cult centre at Hsiao-t’un, which had rammed- 
earth temple-palace foundations. And Hsiao-t’un itself lay 
at the centre of a larger network of Late Shang sites—such 
as Hsing-t’ai to the north and Hsin-hsiang to the south— 
in southern Hopeh and northern Honan. 
Royal burials. The royal cemetery lay less than two 

miles northwest of Hsiao-t’un, at Hsi-pei-kang. The hier- 
archy of burials at this and other cemeteries in the area 
reflected the social organization of the living. Large pit 
tombs, some nearly 42 feet deep, were furnished with four 
ramps and massive grave chambers for the kings. Retain- 
ers who accompanied their lords in death lay in or near 
the larger tombs; members of the lesser elite and common- 

ers were buried in pits that ranged from medium size to 
shallow; those of still lower status were thrown into refuse 
pits and disused wells; and human and animal victims 
of the royal mortuary cult were placed in sacrificial pits. 
Only a few undisturbed elite burials have been unearthed, 
the most notable being that of Fu Hao, a consort of Wu- 
ting. That her relatively small grave contained 468 bronze 
objects, 775 jades, and more than 6,880 cowries suggests 
how great the wealth placed in the far larger royal tombs 
must have been. 
The chariot. The light chariot, with 18 to 26 spokes 

per wheel, first appeared, according to the archaeological 
and inscriptional record, around 1200 Bc. Glistening with 
bronze, it was initially a prestigious command car used pri- 
marily in hunting. The 16 chariot burials found at Hsiao- 
tun raise the possibility of some form of Indo-European 
contact with China, and there is little doubt that the char- 

iot, which probably originated in the Caucasus, entered 
China via Central Asia and the northern steppe. Animal- 
headed knives, always associated with chariot burials, are 
further evidence of a northern connection. 
Art. Late Shang culture is also defined by the size, elab- 

orate shapes, and evolved decor of the ritual bronzes, many 
of which were used in wine offerings to the ancestors and 
some of which were inscribed with ancestral dedications 
such as “Made for Father Ting.” Their surfaces were orna- 
mented with zoomorphic and theriomorphic elements set 
against intricate backgrounds of geometric meanders, spi- 
rals, and quills. Some of the animal forms—which include 
tigers, birds, snakes, dragons, cicadas, and water buffalo— 
have been thought to represent shamanistic familiars or 
emblems that ward away evil. The exact meaning of the 
iconography, however, may never be known. That the 
predominant t’ao-t’ieh monster mask—with bulging eyes, 
fangs, horns, and claws—may have been anticipated by 
designs carved on jade ts’ung tubes and axes from Liang- 
chu culture sites in the Yangtze Delta and from the 
Late Neolithic in Shantung suggests that its origins were 
ancient. But the degree to which pure form or intrinsic 
meaning took priority, in either Neolithic or Shang times, 
is hard to assess. 
Late Shang divination and religion. Although certain 

complex symbols painted on Late Neolithic pots from 
Shantung suggest that primitive writing was emerging in 
the east in the 3rd millennium, the Shang divination in- 
scriptions that appear at Hsiao-t’un form the earliest body 
of Chinese writing yet known. In Late Shang divination 
as practiced during the reign of Wu-ting (c. 1200-1180 
BC), cattle scapulae or turtle plastrons, in a refinement 
of Neolithic practice, were first planed and bored with 
hollow depressions to which an intense heat source was 
then applied. The resulting T-shaped stress cracks were 
interpreted as lucky or unlucky. After the prognostication 
had been made, the day, the name of the presiding diviner 
(some 120 are known), the subject of the charge, the prog- 
nostication, and the result might be carved into the surface 
of the bone. Among the topics divined were sacrifices, 

campaigns, hunts, the good fortune of the 10-day week 
or of the night or day, weather, harvests, sickness, child- 
bearing, dreams, settlement building, the issuing of orders, 
tribute, divine assistance, and prayers to various spirits. 
Some evolution in divinatory practice and theology evi- 
dently occurred. By the reigns of the last two Shang kings, 
Ti-i and Ti-hsin (c. 1100 to 1045 Bc), the scope and form 
of Shang divination had become considerably simplified: 
prognostications were uniformly optimistic, and divina- 
tion topics were limited mainly to the sacrificial schedule, 
the coming 10 days, the coming night, and hunting. 
State and society. The ritual schedule records 29 royal 

ancestors over a span of 17 generations who, from at least 
Wu-ting to Ti-hsin, were each known as wang (king). Pre- 
siding over a stable politico-religious hierarchy of ritual 
specialists, officers, artisans, retainers, and servile peasants, 
they ruled with varying degrees of intensity over the North 
China Plain and parts of Shantung, Shansi, and Shensi, 

mobilizing armies of at least several thousand men as the 
occasion arose. 
The worship of royal ancestors was central to the main- 

tenance of the dynasty. The ancestors were designated by 
10 “stem” names (chia, i, ping, ting, etc.) that were often 
prefixed by kin titles, such as “father” and “grandfather,” 
or by status appellations, such as “great” or “small.” The 
same stems were used to name the 10 days (or suns) of the 
week, and ancestors received cult on their name days ac- 
cording to a fixed schedule, particularly after the reforms 
of Tsu-chia. For example, Ta-i (“Great I,” the sacrificial 
name of T’ang, the dynasty founder) was worshiped on 
i days, Wu-ting on ting days. The Shang dynastic group, 
whose lineage name was Tsu (according to later sources), 
appears to have been divided into 10 units corresponding 
to the 10 stems. Succession to the kingship alternated on 
a generational basis between two major groupings of chia 
and i kings on the one hand and fing kings on the other. 
The attention paid in the sacrificial system to the consorts 
of “great lineage” kings—who were themselves both sons 
(possibly nephews) and fathers (possibly uncles) of kings— 
indicates that women may have played a key role in the 
marriage alliances that ensured such circulation of power. 
The goodwill of the ancestors, and of certain river and 

mountain powers, was sought through prayer and offerings 
of grain, millet wine, and animal and human sacrifice. 
The highest power of all, with whom the ancestors medi- 
ated for the living king, was the relatively remote deity Ti, 
or Shang Ti, “the Lord on High.” Ti controlled victory 
in battle, harvest, the fate of the capital, and the weather, 
but, on the evidence of the oracle bone inscriptions, he 

received no cult. This suggests that Ti’s command was 
too inscrutable to be divined or influenced; he was, in all 

likelihood, an impartial figure of last theological resort, 
needed to account for inexplicable events. 
Although Marxist historians have categorized the Shang 

as a slave society, it would be more accurate to describe 

it as a dependent society. The king ruled a patrimonial 
state in which royal authority, treated as an extension of 
patriarchal control, was embedded in kinship and kinship- 
like ties. Despite thé existence of such formal titles as “the 
many horse” or “the many archers,” administration was 
apparently based primarily on kinship alliances, genera- 
tional status, and personal charisma. The intensity with 
which ancestors were worshiped suggests the strength of 
the kinship system among the living; the ritualized ties of 
filiation and dependency that bound a son to his father, 
both before and after death, are likely to have had pro- 
found political implications for society as a whole. This 
was not a world in which concepts such as freedom and 
slavery would have been readily comprehensible. Every- 
body, from king to peasant, was bound by ties of obli- 
gation—to former kings, to ancestors, to superiors, and 
to dependents. The routine sacrificial offering of human 
beings, usually prisoners from the Ch’iang tribe, as if they 
were sacrificial animals, and the rarer practice of accom- 
panying-in-death, in which 40 or more retainers, often 
of high status, were buried with a dead king, suggest the 
degree to which ties of affection, obligation, or servitude 
were thought to be stronger than life itself. If slavery ex- 
isted, it was psychological and ideological, not legal. The 
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political ability to create and exploit ties of dependency 

originally based on kinship was one of the characteristic 
strengths of early Chinese civilization. 
Such ties were fundamentally personal in nature. The 

king referred to himself as yii i jen, “I, the one man,” 
and he was, like many early monarchs, peripatetic. Only 
by traveling through his domains could he ensure politi- 
cal and economic support. These considerations, coupled 
with the probability that the position of king circulated be- 
tween social or ritual units, suggest that, lacking a national 
bureaucracy or effective means of control over distance, 
the dynasty was relatively weak. The Tzu should, above 
all, be regarded as a politically dominant lineage that may 
have displaced the Ssu lineage of the Hsia and that was 
in turn to be displaced by the Chi lineage of the Chou. 
But the choices that the Shang made—involving ancestor 
worship, the politico-religious nature of the state, patri- 
monial administration, the mantic role of the ruler, and a 
pervasive sense of social obligation—were not displaced. 
These choices endured and were to define, restrict, and 
enhance the institutions and political culture of the full- 
fledged dynasties yet to come. (D.N.K.) 

The Chou and Ch’in dynasties 

THE HISTORY OF THE CHOU (1111-255 BC) 

The origin of the Chou royal house is lost in the mists 
of time. Although the traditional historical system of the 
Chinese contains a Chou genealogy, no dates can be as- 
signed to the ancestors. The first ancestor was Hou Chi, 
literally translated as “Lord of Millet.” He appears to have 
been a cultural hero and agricultural deity rather than a 
tribal chief. The earliest plausible Chou ancestor was Tan 
Fu, the grandfather of Wen-wang. Prior to and during 
the time of Tan Fu, the Chou people seem to have mi- 
grated to avoid pressure from strong neighbours, possibly 
nomadic people to the north. Under the leadership of 
Tan Fu they settled in the valley of the Wei River in the 
present province of Shensi. The fertility of the loess soil 
there apparently made a great impression on these people, 
who had already been engaged in farming when they en- 
tered their new homeland. A walled city was built, and a 
new nation was formed. Archaeological remains, includ- 
ing ruins of courtyards surrounded by walls and halls on 
platforms, confirm literary evidence of a Chou state. 
Chou and Shang. The name Chou appears often in the 

oracle bone inscriptions of the Shang kingdom, sometimes 
as a friendly tributary neighbour and at other times as a 
hostile one. This pattern is confirmed by records found 
at the Chou archaeological site. Marriages were occasion- 
ally made between the two ruling houses. The Chou also 
borrowed such arts as bronze casting from their more 
cultivated neighbour. The Chou royal house, however, 
had already conceived the idea of replacing Shang as 
the master of China—a conquest that took three genera- 
tions. Although the conquest was actually carried out by 
his sons, Wen-wang should be credited with molding the 
Chou kingdom into the most formidable power west of 
the Shang. Wen-wang extended the Chou sphere of influ- 
ence to the north of the Shang kingdom and also made 
incursions to the south, thus paving the way for the final 
conquest by Wu-wang. 
In Chinese historical tradition Wen-wang was depicted as 

intelligent and benevolent, a man of virtue who won pop- 
ularity among his contemporaries and expanded the realm 
of the Chou. His son, Wu-wang, though not as colourful 
as his father, was always regarded as the conqueror. In 
fact, Wu, his posthumous name, means “Martial.” But the 
literary records indicate that the Chou actually controlled 
two-thirds of all China at the time of Wen-wang, who 
continued to recognize the cultural and political superior- 
ity of the Shang out of feudal loyalty. There is not enough 
evidence either to establish or to deny this. A careful 
historian, however, tends to take the Chou subjugation 
to the Shang as a recognition of Shang strength. It was 
not until the reign of the last Shang ruler, Chou, that the 
kingdom exhausted its strength by engaging in large-scale 
campaigning against nomads in the north and against a 
group of native tribes in the east. At this time Wu-wang 

organized the first probing expedition and reached the 
neighbourhood of the Shang capital. A full-scale invasion 
soon followed. Along with forces of the Chou, the army 
was made up of the Chiang, southern neighbours of the 
Chou, and of eight allied tribes from the west. The Shang 
dispatched a large army to meet the invaders. The pro- 
Chou records say that, after the Shang vanguard defected 
to join the Chou, the entire army collapsed, and Wu-wang 
entered the capital without resistance. Yet Mencius, the 
4th-century-Bc thinker, cast doubt upon the reliability of 
this account by pointing out that a victory without enemy 
resistance should not have been accompanied by the heavy 
casualties mentioned in the classical document. One may 
speculate that the Shang vanguard consisted of remnants 
of the eastern tribes suppressed by the Shang ruler Chou 
during his last expedition and that their sudden defection 
caught the Shang defenders by surprise, making them easy 
prey for the invading enemy. The decisive battle took 
place in 1111 Bc (as tabulated by Tung Tso-pin, although 
it is commonly dated at 1122, and other dates have also 

been suggested). Wu-wang died shortly after the conquest, 
leaving a huge territory to be consolidated. This was ac- 
complished by one of his brothers, Chou Kung, who served 
as regent during the reign of Wu’s son, Ch’eng-wang. 
The defeated Shang could not be ruled out as a poten- 

tial force, even though their ruler, Chou, had immolated 

himself. Many groups of hostile “barbarians” were still 
outside the sphere of Chou power. The Chou leaders had 
to yield to reality by establishing a rather weak control 
over the conquered territory. The son of Chou was allowed 
to organize a subservient state under the close watch of 
two other brothers of Wu-wang, who were garrisoned in 
the immediate vicinity. Other leaders of the Chou and 
their allies were assigned lands surrounding the old Shang 
domain. But no sooner had Chou Kung assumed the role 
of regent than a large-scale rebelliof broke out. His two 
brothers, entrusted with overseeing the activities of the 
son of Chou, joined the Shang prince, and it took Chou 
Kung three full years to reconquer the Shang domain, 
subjugate the eastern tribes, and reestablish the suzerainty 
of the Chou court. 
These three years of extensive campaigning consolidated 

the rule of the Chou over all of China. An eastern capital 
was constructed on the middle reach of the Huang Ho 
(Yellow River) as a stronghold to support the feudal lords 
in the east. Several states established by Chou kinsmen and 
relatives were transferred further east and northeast as the 
vanguard of expansion, including one established by the 
son of Chou Kung. The total number of such feudal states 
mentioned in historical records and later accounts varies 
from 20 to 70; the figures in later records would naturally 
be higher, since enfeoffment might take place more than 
once. Each of these states included fortified cities. They 
were strung out along the valley of the Huang Ho between 
the old capital and the new eastern capital, reaching as 
far as the valleys of the Huai and Han rivers in the south 
and extending eastward to the Shantung Peninsula and 
the coastal area north of it. All these colonies mutually 
supported each other and were buttressed by the strength 
of the eastern capital, where the conquered Shang troops 
were kept, together with several divisions of the Chou le- 
gions. Ancient bronze inscriptions make frequent mention 
of mobilizing the military units at the eastern capital at 
times when the Chou feudal states needed assistance. 
The Chou feudal system. The feudal states were not 

contiguous but, rather, were scattered at strategic locations 
surrounded by potentially dangerous and hostile nations. 
The fortified city of the feudal lord was often the only 
area that he controlled directly; the state and the city were 
therefore identical, both being kuo, a combination of city 
wall and weapons. Satellite cities were established at con- 
venient distances from the main city in order to expand 
the territory under control. Each feudal state consisted of 
an alliance of the Chou, the Shang, and the local popula- 
tion. A Chinese nation was formed on the foundation of 
Chou feudalism. 
The scattered feudal states gradually acquired something 

like territorial solidity as the neighbouring populations 
established closer ties with them, either by marriage or 
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by accepting vassal status; the gaps between the fortified 
cities were thus filled by political control and by cultural 
assimilation. This created a dilemma for the Chou central 
court: the evolution of the feudal network buttressed the 
structure of the Chou order, but the strong local ties and 
parochial interests of the feudal lords tended to pull them 
away from the centre. Each of these opposing forces be- 
came at one time or another strong enough to affect the 
history of the Chou order. 
For about two centuries Chou China enjoyed stability 

and peace. There were wars against the non-Chou peoples 
of the interior and against the nomads along the northern 
frontier, but there was little dispute among the Chinese 
states themselves. The southern expansion was successful, 
and the northern expansion worked to keep the nomads 

away from the Chinese areas. The changing strength of 
the feudal order can be seen from two occurrences at the 
Chou court. In 841 Bc the nobles jointly expelled Li-wang, 
a tyrant, and replaced him with a collective leadership 
headed by the two most influential nobles until the crown 
prince was enthroned. In 771 Bc the Chou royal line 
was again broken when Yu-wang was killed by invading 
barbarians. The nobles apparently were split at this time, 
because two courts ensued, headed by two princes, each of 
whom had the support of part of the nobility. One of the 
pretenders, P’ing-wang, survived the other, but the royal 
order had lost prestige and influence. The cohesion of the 
feudal system had weakened. Thereafter, it entered a new 
phase traditionally known as the Ch’un-ch’iu (“Spring and 
Autumn”) period (770-476 Bc). 
In the Ch’un-ch’iu period there was a gradual dilution 

of the familial relationship among the nobles. A charac- 
teristic of the Chou feudal system was that the extended 
family and the political structure were identical. The line 
of lordship was regarded as the line of elder brothers, who, 

therefore, enjoyed not only political superiority but also 
seniority in the family line. The head of the family not 
only was the political chief but also had the unique priv- 
ilege of offering sacrifice to and worshiping the ancestors, 
who would bestow their blessings and guarantee the con- 
tinuity of the mandate of Heaven. After the weakening of 
the position of the Chou king in the feudal structure, he 
was not able to maintain the position of being the head 
of a big family in any more than a normal sense. The 
feudal structure and familial ties fell apart, continuing in 
several of the Ch’un-ch’iu states for various lengths of 
time with various degrees of modification. Over the next 
two centuries the feudal-familial system gradually declined 
and disappeared. 
In the first half of the Ch’un-ch’iu period the feudal sys- 

tem was a stratified society, divided into ranks as follows: 
the ruler of a state; the feudal lords who served at the 
ruler’s court as ministers; the shih (roughly translated as 
“gentlemen”) who served at the households of the feudal 
lords as stewards, sheriffs, or simply warriors; and, finally, 
the commoners and slaves. The state ruler and the min- 
isters were clearly a superior class, and the commoners 
and slaves were an inferior class; the class of shih was 
an intermediate one in which the younger sons of the 
ministers, the sons of shih, and selected commoners all 
mingled to serve as functionaries and officials. The state 
rulers were, in theory, divided into five grades; in reality, 
the importance of a ruler was determined by the strength 
of his state. The ministerial feudal lords, however, often 
had two or three grades among themselves, as determined 
by the lord-vassal relationship. In general, each state was 
ruled by a group of hereditary feudal lords who might 
or might not be of the same surname as the state ruler. 
The system was not stable in the Ch’un-ch’iu period, and 
everywhere there were changes. 
The first important change occurred with the advent of 

interstate leadership. For several decades after 722 Bc the 
records show chiefly battles and diplomatic maneuvers 
among the states on the central plain and in the middle 
and lower reaches of the Huang Ho valley. These states, 
however, were too small to hold the leadership and too 
constricted in the already crowded plain to have poten- 
tiality for further development. The leadership was soon 
taken over by states on the peripheral areas. 

The first to achieve this leadership was Huan Kung 
(reigned 685-643 Bc), the ruler of the state of Ch’i on the 
Shantung Peninsula. He successfully rallied around him 
many other Chinese states to resist the pressure of non- 
Chinese powers in the north and south. While formally 
respecting the suzerainty of the Chou monarchy, Huan 
Kung adopted a new title of “overlord” (pa). He convened 

interstate meetings, settled disputes among states, and led 
campaigns to protect his followers from the intimidation 
of non-Chinese powers. 
After his death the state of Ch’i failed to maintain its lead- 

ing status. The leadership, after a number of years, passed 
to Wen Kung of Chin (reigned 636-628 Bc), the ruler 
of the mountainous state north of the Huang Ho. Under 
Wen Kung and his capable successors, the overlordship 
was institutionalized until it took the place of the Chou 
monarchy. Interstate meetings were held at first during 
emergencies caused by challenges from the rising southern 
state of Ch’u. States answering the call of the overlord were 
expected to contribute and maintain a certain number 
of war chariots. Gradually the meetings became regular, 
and the voluntary contribution was transformed into a 
compulsory tribute to the court of the overlord. The new 
system of states under the leadership of an overlord devel- 
oped not only in North China under Chin but also in the 
South under Ch’u. Two other states, Ch’in and Ch’i, while 
not commanding the strength of the formidable Chin and 
Ch’u, each absorbed weaker neighbours into a system of 
satellite states. A balance of power emerged among the 
four states of Ch’i, Ch’in, Chin, and Ch’u. The balance 
was occasionally tipped when two of them went to war, 
but it was subsequently restored by the transference of 
some small states from one camp to another. 
A further change began in the Sth century Bc when the 

states of Wu and Yueh far to the south suddenly challenged 
Ch’u for hegemony over the southern part of China, at a 
time when the strong state of Chin was much weakened 
by an internecine struggle among powerful magnates that 
subsequently split Chin into three contending powers. Wu 
got so far as to claim overlordship over North China in 
an interstate meeting held in 482 Bc after defeating Ch’u. 
But Wu’s hegemony was short-lived; it collapsed after be- 
ing attacked by Yueh. Although Yueh held the nominal 
overlordship for a brief period, Chin, Ch’in, and Ch’i were 
weakened by internal disturbances and declined, and a 
series of defeats paralyzed Ch’u; thus the balance-of-power 
system was rendered unworkable. 
A half century of disorder followed. Small states fell prey 

to big ones, while in the big states usurpers replaced the 
old rulers. When the chaos ended, there were seven major 
powers and half a dozen minor ones. Among the seven 
major powers, Chao, Han, and Wei had formerly been 
parts of Chin; the Ch’i ruling house had changed hands; 
and Ch’in was undergoing succession problems. The only 
“old” state was Ch’u. Even Ch’u, a southern state, had 
become almost completely assimilated to the northern 
culture (except in art, literature, and folklore). The minor 
powers had also changed: some had retained only small 
portions of their old territories, some had new ruling 
houses, and some were new states that had emerged from 
non-Chinese tribes. The long period of power struggle that 
followed is known as the Chan-kuo (“Warring States”) 
period (475-221 Bc). 

SOCIAL, POLITICAL, AND CULTURAL CHANGES 

The years from the 8th century Bc to 221 Bc witnessed 
the painful birth of a unified China. It was a period of 
bloody wars and also of far-reaching changes in politics, 
society, and intellectual outlook. 
The decline of feudalism. The most obvious change in 

political institutions was the replacement of the old feu- 
dal structure by systems of incipient bureaucracy under 
monarchy. The decline of feudalism took its course in 
the Ch’un-ch’iu period, and the rise of the new order 
may be seen in the Chan-kuo period. The Chou feudal- 
ism suffered from a continual dilution of authority. As 
a state expanded, its nobility acquired vassals, and these 
in turn acquired their own vassals. The longer this went 
on, the more diluted became the family tie, and the more 
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dependent the ruler became on the combined strength of 
the vassals. At a certain point the vassals might acquire 
an advantageous position, and the most dominant figures 
among them might eclipse the king. The Chou royal 
house perhaps reached the turning point earlier than the 
other feudal states. The result was the shrinkage of the 
Chou royal domain and royal influence when P’ing-wang 
moved his court to the east. The ruling houses of other 
states suffered the same fate. Within a century after the 
Chou court moved to the east, the ruling houses in most 

of the feudal states had changed. Sometimes a dominating 
branch replaced the major lineage; sometimes a powerful 
minister formed a strong vassaldom and usurped the au- 
thority of the legitimate ruler. Bloody court intrigues and 
power struggles eliminated many established houses. The 
new power centres were reluctant to see the process con- 
tinue and therefore refused to allow further segmentation 
and subinfeudation. Thus, the feudal system withered and 
finally collapsed. 
Urbanization and assimilation. At the same time a pro- 

cess of urbanization was occurring. Minor fortified cities 
were built, radiating out from each of the major centres, 

and other towns radiated from the minor cities. From 
these cities and towns, orders were issued, and to them the 

resources of the countryside were sent. The central plain 
along the Huang Ho was the first to be saturated by clus- 
ters of cities. This is probably the reason why the central 
states soon reached the maximum of their influence in the 
interstate power struggle: unlike the states in peripheral 
areas, they had no room to expand. 
The period of urbanization was also a period of assim- 

ilation. The non-Chou population caught in the reach of 
feudal cities could not but feel the magnetic attraction of 
the civilization represented by the Chou people and Chou 
feudalism. The bronze inscriptions of the Hsi (Western) 
Chou (c. 1111-771 Bc) refer to the disturbances of the 
“barbarians,” who could be found practically everywhere. 
Those were the non-Chou groups scattered in the open 
spaces. The barbarians in inland China were forced to 
integrate with one or another of the contenders in the 
interstate conflicts. Their lands were annexed; their pop- 

ulations, moved or absorbed. The strength of the large 
states owed much to their success at incorporating these 
non-Chinese groups. By the time of the unification of 
China in the 3rd century Bc, there was virtually no sig- 
nificant concentration of non-Chinese groups north of the 
Yangtze River valley and south of the steppe. Bronze 
pieces attributable to non-Chou chiefs in the late Ch’un- 
ch’iu period show no significant difference in writing sys- 
tem and style from those of the Chinese states. 
Chou civilization was not assimilated so easily in the 

south, where the markedly different Ch’u culture flour- 
ished. For some centuries Ch’u was the archenemy of the 
Chinese states, yet the nobles of the Ch’u acquired enough 
of the northern culture to enable their envoy to the courts 
of the north to cite the same verses and observe the same 
manners. The Ch’u literature that has survived is the fruit 
of these two distinctive heritages. 
To the north were the nomadic peoples of the steppe. As 

long as they remained divided, they constituted no threat, 
but under strong leaders, able to forge a nomadic empire 
challenging the dominance of the Chinese, there were con- 
frontations. The “punitive” action into the north during 
the reign of Hsiian-wang (827-781 Bc) does not seem to 
have been very large in scope; both sides apparently had 
little ambition for territorial aggrandizement. Cultural ex- 
change in the northern frontier region was far less than the 
assimilation that occurred in the south along the Yangtze 
valley, and it was mainly concerned with techniques of 
cavalry warfare. 
The rise of monarchy. As states grew in both popula- 

tion and area, there were internal political changes. The 
most basic change was in the pattern of the delegation of 
power. Under feudalism, authority had been delegated by 
the lord to the vassal. The new state rulers sought ways of 
maintaining and organizing their power. 
In the state of Chin the influence of kinsmen of the ruling 

house had been trimmed even before Wen Kung estab- 
lished his overlordship. Wen Kung reorganized the gov- 

ernment, installing his most capable followers in the key 
posts. He set up a hierarchical structure that corresponded 
to the channels of military command. Appointments to 
these key positions came to be based on a combination of 
merit and seniority, thus establishing a type of bureaucracy 
that was to become traditional in Chinese government. 
The Ch’u government was perhaps the oldest true monar- 

chy among all the Ch’un-ch’iu states. The authority of 
the king was absolute. Ch’u was the only major state in 
which the ruling house survived the chaotic years of the 
Chan-kuo period. 
Local administration went through a slow evolution. The 

prefecture system developed in both Chin and Ch’u was 
one innovation. In Chin there were several dozens of pre- 

fects across the state, having limited authority and limited 

tenure. The Chin prefect was no more than a functionary, 
in contrast to the feudal practice. In Ch’u similar local 
administrative units grew up. New lands taken by con- 
quest were organized into prefectures governed by ranking 
officials who were evidently appointed by the king. The 
prefecture system of Chin and Ch’u was to become the 
principal form of local administration in the Chan-kuo 
period. 
By that time practically all the major states had chancel- 

lors. A chancellor acted as the leader of the court, which 
was composed of numerous officials. Whereas in the feu- 
dal state the officials had been military officers, the more 
functionally differentiated court of the Chan-kuo period 
usually had a separate corps of civil service personnel. Lo- 
cal administration was entrusted to prefects, who served 
limited terms. Prefects were often required to submit an- 
nual reports to the court so that the ruler could judge 
their performance. Regional supervisors were sometimes 
dispatched to check the work of the prefects, a system 
developed by the later Chinese Imperial government into 
the “censor” system. Fiefs of substantial size were given 
to very few people, usually only to close relatives of the 
ruler. There was little opportunity for anyone to challenge 
the sovereignty of the state. The majority of government 
employees were not relatives of the ruler, and some of 
them might not even be citizens of the state. Officials were 
paid in grain or perhaps in a combination of cash and 
grain. Archives kept by scribes were on wooden blocks 
and bamboo strips. These features indicate the emergence 
of some form of bureaucracy. 
The new pattern was the result of the efforts of many 

reformers in different states. Both practical men and theo- 
reticians helped to form the new structure, which, though 
still crude, was the forerunner of the large and complex 
bureaucracy of later Chinese dynasties. 
Military technique also underwent great changes in the 

Chan-kuo period. In the feudal era, war had been a 
profession of the nobles. Lengthy training was needed to 
learn the technique of driving and shooting from a chariot 
drawn by horses. There was also an elaborate code of 
behaviour in combat. The nature of war had changed by 
the late Ch’un-ch’iu period. The nobility had given way to 
professional warriors and mercenaries. In some states spe- 
cial titles of nobility were created for successful warriors, 
regardless of their origin. Foot soldiers were replacing war 
chariots as the main force on the battlefield. The expan- 
sion of the major states into mountainous areas and the 
rise of the southern powers in an area of swamps, lakes, 
and rivers increased the importance of the infantry. 
Battles were fought mostly by hordes of foot soldiers, 

most of them commoners, aided by cavalry units; war 
chariots apparently served only auxiliary roles, probably 
as mobile commanding platforms or perhaps as carriers. 
All the Chan-kuo powers seem to have had conscription 
systems to recruit able-bodied male citizens. The organi- 
zation, training, and command of the infantry required 
experts of a special type. The Chan-kuo period produced 
professional commanders who conducted battles involv- 
ing several thousand men, with lines extending hundreds 
of miles. A few treatises on the principles of warfare still 
survive, including Ping-fa (The Art of War), by Sun-tzu. 
Cavalry warfare developed among the northern states, 
including Ch’in, Chao, and Yen. The Ch’in cavalrymen 
were generally drawn from the northern and northwest- 
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ern border areas, where there were constant contacts with 

the steppe peoples. The rise of Yen from a rather ob- 
scure state to a major power probably owed much to its 
successful adoption of cavalry tactics, as well as to its 
northern expansion. 
Economic development. Important changes occurred in 

agriculture. Millet had once been the major cereal food 
in the north, but gradually wheat grew in importance. 
Rice, imported from the south, was extended to the dry 
soil of the north. The soybean in a number of varieties 
proved to be one of the most important crops. Chinese 
farmers gradually developed a kind of intensive agricul- 
ture. Soil was improved with the use of organic fertilizers. 
The fallow system was replaced by planting in carefully 
regulated rows. The importance of plowing and seeding 
at the proper time was stressed (especially in the fine- 
grained loess soil of North China). Frequent weeding was 
done throughout the growing season. Farmers also knew 
the value of rotating crops to preserve the fertility of the 
soil; soybeans were often part of the rotation. Although 
iron had been used to cast implements in the Sth century 
BC (probably even as early as the 8th century Bc), those 
discovered by archaeologists are of rather inferior quality. 
As population pressure forced the extension of cropland, 

irrigation became necessary. In the late Ch’un-ch’iu period 
and in the Chan-kuo period, irrigation works were con- 
structed in many states. These projects were built to drain 
swampy areas, to leach out alkaline soil and replace it 
with fertile topsoil, and in the south and in the Szechwan 
Basin, to carry water into the rice paddies. The irrigation 
systems unearthed by modern archaeologists indicate that 
these were small-scale works carried out for the most part 
by state or local authorities. 
Another significant change in the economic sphere was 

the growth of trade among regions. Coins excavated in 
scattered spots show, by their great variety, that active 
trade had been extended to all parts of Chou China. 
Great commercial centres had arisen, and the new cities 
brought a demand for luxuries. The literary records as well 
as the archaeological evidence show that wealthy persons 
had possessions made of bronze and gold, silver inlays, 
lacquer, silk, ceramics, and precious stones. The advance- 
ment of ferrous metallurgy led to the earliest recorded 
blast furnace and the earliest steel. The Chinese had been 
casting bronze for more than 1,000 years; turning to iron, 
they became very skillful at making weapons and tools. 
The Han historian Ssu-ma Ch’ien (writing about 100 Bc) 
told of men making fortunes in the iron industry. 
The Chan-kuo period witnessed the demise of the old feu- 

dal regimes and their replacement by centralized monar- 
chies. The feudal nobility fell victim to power struggles 
within the states and to conquest by stronger states. During 
the Ch’un-ch’iu period these parallel processes drastically 
reduced the numbers of the nobility. 
In the late Ch’un-ch’iu period there arose a new elite 

class, composed of the former shih class and the de- 
scendants of the old nobility. The members of this class 
were distinguished by being educated, either in the literary 
tradition or in the military arts. The shih provided the ad- 
ministrators, teachers, and intellectual leaders of the new 
society. The philosophers Confucius (551-479 Bc), Men- 
cius (c. 371-289 Bc), Mo-tzu (Sth century Bc), and Hsiin- 
tzu (c. 298-c. 230 Bc) were members of the shih class, as 
were also a large proportion of high-ranking officials and 
leaders of prominence. The interstate competition that 
drove rulers to select the most capable and meritorious 
persons to serve in their courts resulted in an unprece- 
dented degree of social mobility. 
The populace, most of whom were farmers, also under- 

went changes in status. In feudal times the peasants had 
been subjects of their lords. They owned no property, 
being at most permitted to till a piece of the lord’s land 
for their own needs. The ancient texts tell of the “well- 
field” system, under which eight families were assigned 
100 mou (15 acres, or six hectares) each of land to live on 
while collectively cultivating another 100 mou as the lord’s 
reservation. As farming became more intensive, there was 
a transition to individual ownership. This can be seen in 
the growth of the practice of taxing farmers according to 

the amount of land that they owned. By the time of the 
Chan-kuo period, the land tax had become a common 
practice. By paying taxes, the tiller of the field acquired 
the privilege of using the land as his own possession, 
which perhaps was the first step toward private ownership. 
As states expanded and as new lands were given to cul- 
tivation, an increasing number of “free” farmers were to 
be found tilling land that had never been part of a lord’s 
manor. With the collapse of the feudal structure, farmers 
in general gradually ceased to be subjects of a master and 
became subjects of a state. 
A similar transformation occurred among the merchants 

and craftsmen, who gradually passed from being house- 
hold retainers of a lord to the status of independent sub- 
jects. Thus, the feudal society was completely reshaped in 
the two centuries preceding the Ch’in unification. 
Cultural change. These great political and socioeco- 

nomic changes were accompanied by intellectual ferment, 
as the people tried to adjust themselves to a rapidly chang- 
ing world. Ideas about the proper relationships between 
members of society were naturally questioned when the 
old feudal order was shaken; and, in this period, the 
great teacher Confucius elaborated the social concepts that 
were to become normative for later Chinese civilization. 
In place of rigid feudal obligations, he posited an order 
based on more universal human relationships (such as 
that between father and son) and taught that ability and 
moral excellence, rather than birth, were what fitted a 
man for leadership. 
The great thinkers who followed Confucius, whether or 

not they agreed with his views, were conditioned by his ba- 
sic assumptions. Mo-tzu, originally a Confucian, based his 
system on a concept of universal love that was largely an 
extension of the Confucian idea of humanity; the “worthy 
man” Mo-tzu recommended as the ideal leader was a de- 
velopment of Confucius’ notion of excellence, combining 
virtue and ability. Even the individualist thinkers known 
as Taoists, who did not follow Confucius, formulated their 
teachings as a rebuttal to his system. 
Confucius and other pre-Ch’in thinkers viewed the tradi- 

tional political institutions of China as bankrupt and tried 
to devise a rationale for something to replace them. Some, 
such as Confucius, put their main emphasis on the quality 
of the ruling elite group; others, such as Shang Yang (died 
338 Bc) and Han-fei-tzu (died 233 Bc), regarded a well- 
organized governing mechanism as the only way to an 
orderly society. The development of the new centralized 
monarchical state after the middle of the Ch’un-ch’iu pe- 
riod is not only the embodiment of the ideas of these var- 
ious thinkers but also the working premise in the context 
of which they elaborated their theories. The high degree of 
social and political consciousness that characterized most 
of the pre-Ch’in philosophical schools set the pattern for 
the close association of the intellectual with government 
and society in later China. 
The burgeoning commercial life of the period also had 

its influence in other spheres, especially in the prevalence 
of contractual relationships. Thus, a minister would roam 
from one court to another, “selling” his knowledge and 
service to the most accommodating prince, and the qual- 
ity of his service was determined by the treatment he 
received. This kind of contractual relationship remained 
common in China until the tide of commercialism was 
ended by the restriction of commercial activity under the 
Han emperor Wu-ti in the 2nd century Bc. 
In the Ch’un-ch’iu period the local cultures of China 

were blended into one common civilization. Through 
contacts and interchanges, the gods and legends of one 
region became identified and assimilated with those of 
other regions. Local differences remained, but, from this 
time on, the general Chinese pantheon took the form of 
a congregation of gods with specific functions, a celestial 
projection of the unified Chinese empire with its bureau- 
cratic society. 
Bold challenges to tradition have been rare in Chinese 

history, and the questioning and innovating spirit of the 
Ch’un-ch’iu period was to have no parallel until the fer- 
ment of the 20th century, after two millennia had elapsed 
under the domination of Confucian orthodoxy. 

China 73 



74 China 

The early 

Ch’in 

Shang 
Yang’s 
reforms 

THE CH’IN EMPIRE (221-206 BC) 

The Ch’in state. The history of the Ch’in dynasty may 
be traced back to the 8th century Bc. When the Chou 
royal house was reestablished at the eastern capital in 770 
BC, the Ch’in ruling house, according to the Ch’in histori- 
cal record, was entrusted with the mission of maintaining 
order in the previous capital. This may be an exaggeration 
of the importance of the Ch’in ruling house, and the Ch’in 

may have been only one of the ruling families of the old 
nations who recognized Chou suzerainty and went to serve 
the Chou court. The record is not clear. In the old annals 
Ch’in did not appear as a significant power until the time 
of Mu Kung (reigned 659-621 Bc), who made Ch’in the 
main power in the western part of China. Although Ch’in 
attempted to obtain a foothold in the central heartland 
along the Huang Ho, it was blocked by the territories of 
Chin. After a number of failures to enter the eastern bloc 
of powers, Ch’in had to limit its activities to conquering, 
absorbing, and incorporating the non-Chinese tribes and 
states scattered within and west of the big loop of the 
Huang Ho. Ch’in’s success in this was duly recognized 
by other powers of the Ch’un-ch’iu period, so that the 
two superpowers Ch’u and Chin had to grant Ch’in, along 
with Ch’i, the status of overlord in its own region. The 
eastern powers, however, regarded Ch’in as a “barbarian” 
state because of the non-Chinese elements it contained. 
Ch’in played only a supporting role in the Ch’un-ch’iu 

power struggle; its location made it immune to the cut- 
throat competition of the states in the central plain. Ch’in, 
in fact, was the only major power that did not suffer battle 
within its own territory. Moreover, being a newly emerged 
state, Ch’in did not have the burden of a long-established 
feudal system; this allowed it more freedom to develop 
its own pattern of government. As a result of being “un- 
derdeveloped,” it offered opportunity for eastern-educated 
persons; with the infusion of such talent, it was able to 
compete very well with the eastern powers, yet without 
the overexpanded ministerial apparatus that embarrassed 
other rulers. This may be one reason why Ch’in was one of 
the very few ruling houses that survived the great turmoil 
of the late Ch’un-ch’iu period. 
A period of silence followed. Even the Ch’in historical 

record that was adopted by the historian Ssu-ma Ch’ien 
yields almost no information for a period of some 90 
years in the Sth century Bc. The evidence suggests that 
Ch’in underwent a period of consolidation and assimila- 
tion during the years of silence. When it reemerged as an 
important power, its culture appeared to be simpler and 
more martial, perhaps because of the non-Chinese tribes 
it had absorbed. 
Struggle for power. Until the 5th century Bc China was 

dominated by the central-plain power Wei, a successor to 
Chin, and by the eastern power Ch’i, a wealthy state with 
a new ruling house. Ch’in remained a secondary power 
until after the great reforms of Hsiao Kung (361-338 Bc) 
and Shang Yang (Wei Yang). 
Shang Yang, a frustrated bureaucrat in the court of Wei, 

went westward seeking a chance to try out his ideas. In 
the court of Ch’in he established a rare partnership with 
the ruler Hsiao Kung in the creation of the best organized 
state of their time. Shang Yang first took strong mea- 
sures to establish the authority of law and royal decree. 
The law was to be enforced impartially, without regard 
to status or position. He convinced Hsiao Kung that the 
rank of nobility and the privileges attached to it should 
be awarded only to those who rendered good service to 
the state, especially for valour in battle. This deprived 
the existing nobility of their titles and privileges, arousing 
much antagonism in the court. 
One of his most influential reforms was the standardiza- 

tion of local administration. It was a step toward creating a 
unified state by combining various localities into counties, 
which were then organized into prefectures under direct 
supervision of the court. This system was expanded to all 
China after unification in 221 Bc. 
Another measure taken by Shang Yang was the encour- 

agement of production, especially in agriculture. Farmers 
were given incentive to reclaim wasteland; game and fish- 
ing reserves were also opened to cultivation. A shortage 

of labour was met by recruiting able-bodied men from 
neighbouring states, especially from Han, Chao, and Wei. 
This policy of drawing workers to Ch’in had two conse- 
quences: an increase of production in Ch’in and a loss of 
manpower in the neighbouring states. In order to increase 
incentives, the Ch’in government levied a double tax on 
any male citizen who was not the master of a house- 
hold. The result was a breakdown of the extended-family 
system, since younger children were forced to move out 
and establish their own households. The nuclear family 
became the prevalent form in Ch’in thereafter. As late as 
the 2nd century Bc, Han scholars were still attacking the 
Ch’in family structure as failing to observe the principle of 
filial piety, a cardinal virtue in the Confucian moral code. 
Shang Yang also standardized the system of weights and 
measures, a reform of some importance for the develop- 
ment of trade and commerce. 
Under the joint labours of Hsiao Kung and Shang Yang, 

Ch’in grew wealthy and powerful. After Hsiao Kung’s 
death, Shang Yang was put to death by enemies at the 
Ch’in court. Tablets of the Ch’in law substantiate the sur- 
vival of Shang Yang’s policies after his death. 
What remained of the Chou royal court still survived, 

ruling over a fragmentary domain: poor, weak, and totally 
at the mercy of the contending powers. It was commonly 
felt that China ought to be unified politically, although 
the powers disagreed as to how it was to be done and on 
who was to be the universal king. Hui-wang, son of Hsiao 
Kung, claimed the royal title in 325 Bc. The adoption of 
the royal title by Ch’in, of course, was a challenge to Ch’i 
and Wei. Ch’in pursued a strategy of dividing its rivals 
and individually defeating them. Ch’in appealed to the 
self-interest of other powers in order to keep them from 
intervening in a military action it was taking against one of 
its neighbours. It befriended the more distant states while 
gradually absorbing the territories of those close to it. 
Within half a century, Ch’in had acquired undisputed 

predominance over the other contending powers. It con- 
tinued maneuvering in order to prevent the others from 
uniting against it. A common topic of debate in the courts 
of the other states was whether to establish friendly re- 
lations with Ch’in or to join with other states in order 
to resist Ch’in’s expansion. The Ch’in strategists were 
ruthless: all means, including lies, espionage, bribery, and 
assassination, were pressed into the service of their state. 
For a time the eastern power Ch’i had seemed the most 

likely to win. It defeated Wei, crushed Yen in 314 Bc, and 

annexed Sung in 286 Bc. But Ch’i was overturned by an 
allied force of five states, including Ch’in. Chao, the power 
with extensive territory in the northern frontier, succeeded 
Ch’i as the most formidable contender against Ch’in. In 
260 Bc a decisive battle between Ch’in and Chao destroyed 
Chao’s military strength, although Ch’in was not able to 
complete its conquest of Chao for several decades. 
The empire. When Ch’in succeeded in unifying China 

in 221 Bc, its king claimed the title of first sovereign 
emperor, Shih huang-ti. He was a strong and energetic 
ruler, and, although he appointed a number of capable 
aides, the emperor remained the final authority and the 
sole source of power. 
Shih huang-ti made a number of important reforms. He 

abolished the feudal system completely and extended the 
administration system of prefectures and counties, with 
officials appointed by the central government sent into all 
of China. Circuit inspectors were dispatched to oversee 
the local magistrates. China was divided into some 40 pre- 
fectures. The empire of Shih huang-ti was to become the 
traditional territory of China. In later eras China some- 
times held other territories, but the Ch’in boundaries were 
always considered to embrace the indivisible area of China 
proper. In order to control this vast area, Shih huang- 
ti constructed a network of highways for the movement 
of his troops. Several hundred thousand workers were 
conscripted to connect and strengthen the existing walls 
along the northern border. The result was a complex of 
fortified walls, garrison stations, and signal towers extend- 
ing from the Po Hai (Gulf of Chihli) westward across the 
pastureland of what is today Inner Mongolia and through 
the fertile loop of the Huang Ho to the edge of Tibet. 
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This defense line, known as the Great Wall, marked the 
frontier where the nomads of the great steppe and the Chi- 

nese farmers on the loess soil confronted each other. Yet 
the Emperor failed in another great project, the digging 
of a canal across the mountains in the south to link the 
southern coastal areas with the main body of China. Shih 

huang-ti, with his capable chancellor Li Ssu, also unified 
and simplified the writing system and codified the law. 
All China felt the burden of these 11 or 12 years of 

change. Millions of men were dragooned to the huge con- 
struction jobs, many dying on the long journey to their 
destination. Rich and influential men in the provinces 
were compelled to move to the capital. Weapons were 
confiscated. Hundreds of intellectuals were massacred for 
daring to criticize the Emperor’s policies. Books dealing 
with subjects other than law, horticulture, and herbal 
medicine were kept out of public circulation because the 
Emperor considered such knowledge to be dangerous and 
unsettling. These things have contributed to make Shih 
huang-ti appear the archtyrant of Chinese history. 
Some of the accusations leveled against him by historians 

are perhaps exaggerated, such as the burning of books and 
the indiscriminate massacre of intellectuals. Shih huang- 
ti himself claimed in the stone inscriptions of his time 
that he had corrected the misconduct of a corrupted age 
and given the people peace and order. Indeed, his polit- 
ical philosophy did not deviate much from that already 
developed by the great thinkers of the Chan-kuo period 
and adopted later by the Han emperors, who have been 

generally regarded as benevolent rulers. Shih huang-ti was 
afraid of death. He did everything possible to achieve im- 
mortality. Deities were propitiated, and messengers were 
dispatched to look for an elixir of life. He died in 210/ 
209 Bc while on a tour of the empire. Excavation of 
his tomb, near modern Sian (ancient Ch’ang-an), revealed 

more than 6,000 life-sized statues of soldiers still on guard. 
His death led to the fall of his dynasty. The legitimate 

heir was compelled to commit suicide when his younger 
brother usurped the throne. Capable and loyal servants, 
including Li Ssu and Gen. Meng T’ien, were put to death. 
Ehr-shih ti, the second emperor, reigned only four years. 
Rebellion broke out in the Yangtze River area when a 
small group of conscripts led by a peasant killed their es- 
cort officers and claimed sovereignty for the former state 
of Ch’u. The uprising spread rapidly as old ruling elements 
of the six states rose to claim their former titles. Escaped 
conscripts and soldiers who had been hiding everywhere 
emerged in large numbers to attack the Imperial armies. 
The second emperor was killed by a powerful eunuch 
minister, and in 206 Bc a rebel leader accepted the sur- 
render of the last Ch’in prince. (C.-y.H.) 

The Han dynasty 

The Han dynasty was founded by Liu Pang (best known 
by his temple name, Kao-tsu), who assumed the title of 
emperor in 202 Bc. Eleven members of the Liu family 
followed in his place as effective emperors until AD 9. In 
that year the dynastic line was challenged by Wang Mang, 
who established his own regime under the title of Hsin. In 
AD 25 the authority of the Han dynasty was reaffirmed by 
Liu Hsiu (posthumous name Kuang-wu ti), who reigned 
as Han emperor until 57/58. Thirteen of his descendants 
maintained the dynastic succession until 220, when the 
rule of a single empire was replaced by that of three sep- 
arate kingdoms. While the whole period from 206 or 202 
BC to AD 220 is generally described as that of the Han 
dynasty, the terms Hsi (Western; also called Former) Han 
and Tung (Eastern; also called Later) Han are used to 
denote the two subperiods. During the first period, from 
206 Bc to AD 25, the capital city was situated at Ch’ang- 
an, in the west; in the second period, from AD 25 to 220, 
it lay farther east at Lo-yang. 
The four centuries in question may be treated as a sin- 

gle historical period by virtue of dynastic continuity; for, 
apart from the short interval of 9-25, Imperial authority 
was unquestionably vested in successive members of the 
same family. The period, however, was one of considerable 
changes in Imperial, political, and social development. 

Organs of government were established, tried, modified, 
or replaced, and new social distinctions were brought into 
being. Chinese prestige among other peoples varied with 
the political stability and military strength of the Han 
house, and the extent of territory that was subject to the 
jurisdiction of Han officials varied with the success of Han 
arms. At the same time the example of the palace, the 
activities of government, and the growing luxuries of city 
life gave rise to new standards of cultural and technologi- 
cal achievement. 
China’s first Imperial dynasty, that of Ch’in, had lasted 

barely 15 years before its dissolution in the face of re- 
bellion and civil war. By contrast, Han formed the first 
long-lasting regime that could successfully claim to be the 
sole authority entitled to wield administrative power. The 
Han forms of government, however, were derived in the 
first instance from the Ch’in dynasty; and these, in turn, 
incorporated a number of features of the government that 
had been practiced by earlier kingdoms. The Han Empire 
left as a heritage a practical example of Imperial gov- 
ernment and an ideal of dynastic authority to which its 
successors have always aspired. But the Han period has 
been credited with more success than is its due; it has been 

represented as a period of 400 years of effective dynastic 
rule, punctuated by a short period of usurpation by a 
pretender to power, and it has been assumed that Imperial 
unity and effective administration advanced steadily with 
each decade. In fact, there were only a few short periods 
marked by dynastic strength, stable government, and in- 
tensive administration. Several reigns were characterized 
by palace intrigue and corrupt influences at court, and 
on a number of occasions the future of the dynasty was 
seriously endangered by outbreaks of violence, seizure of 
political power, or a crisis in the Imperial succession. 

DYNASTIC AUTHORITY AND THE SUCCESSION OF EMPERORS 

Hsi (Western) Han. Since at least as early as the Shang 
dynasty the Chinese had been accustomed to acknowledg- 
ing the temporal and spiritual authority of a single leader 
and its transmission within a family, at first from brother 

to brother and later from father to son. Some of the early 
kings had been military commanders, and they may have 
organized the corporate work of the community, such as 
the manufacture of bronze tools and vessels. In addition, 
they acted as religious leaders, appointing scribes or priests 
to consult the oracles and thus to assist in making major 
decisions covering communal activities, such as warfare 
or hunting expeditions. In succeeding centuries the grow- 
ing sophistication of Chinese culture was accompanied 
by demands for more intensive political organization and 
for more regular administration; as kings came to dele- 
gate tasks to more officials, so was their own authority 
enhanced and the obedience that they commanded the 
more widely acknowledged. Under the kingdoms of Chou 
an association was deliberately fostered between the au- 
thority of the king and the dispensation exercised over 
the universe by Heaven, with the result that the kings of 
Chou and, later, the emperors of Chinese dynasties were 
regarded as being the Sons of Heaven. 
From 403 Bc onward seven kingdoms other than Chou 

constituted the ruling authorities in different parts of 
China, each of which was led by its own king or duke. 
In theory, the king of Chou, whose territory was by now 
greatly reduced, was recognized as possessing superior 
powers and moral overlordship over the other kingdoms, 
but practical administration lay in the hands of the seven 
kings and their professional advisers or in the hands of 
well-established families. Then in 221 sc, after a long pro- 
cess of expansion and takeover, a radical change occurred 
in Chinese politics: the kingdom of Ch’in succeeded in 
eliminating the power of its six rivals and established 
a single rule that was acknowledged in their territories. 
According to later Chinese historians, this success was 
achieved and the Ch’in Empire was thereafter maintained 
by oppressive methods and the rigorous enforcement of 
a harsh penal code, but this view was probably coloured 
by later political prejudices. Whatever the quality of Ch’in 
Imperial government, the regime scarcely survived the 
death of the first emperor (210/209 Bc). The choice of 
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his successor was subject to manipulation by statesmen, 
and local rebellions soon developed into large-scale war- 
fare. Kao-tsu, whose family had not so far figured in 
Chinese history, emerged as the victor of two principal 
contestants for power. Anxious to avoid the reputation of 
having replaced one oppressive regime by another, he and 

his advisers endeavoured to display their own empire— 
of Han—as a regime whose political principles were in 
keeping with a Chinese tradition of liberal and beneficent 
administration. As yet, however, the concept of a single 
centralized government that could command universal 
obedience was still subject to trial. In order to exercise and 
perpetuate its authority, therefore, Kao-tsu’s government 

perforce adopted the organs of government, and possibly 
many of the methods, of its discredited predecessor. 
The authority of the Han emperors had been won in 

the first instance by force of arms, and both Kao-tsu and 
his successors relied on the loyal cooperation of military 
leaders and on officials who organized the work of civil 
government. In theory and to a large extent in practice, 
the emperor remained the single source from whom all 
powers of government were delegated. It was the Han 

emperors who appointed men to the senior offices of the 
central government and in whose name the governors of 
the commanderies (provinces) collected taxes, recruited 
men for the labour corps and army, and dispensed jus- 
tice. And it was the Han emperors who invested some of 
their kinsmen with powers to rule as kings over certain 
territories or divested them of such powers in order to 
consolidate the strength of the central government. 
The succession of emperors was hereditary, but it was 

complicated to a considerable extent by a system of Im- 
perial consorts and the implication of their families in 
politics. Of the large number of women who were housed 
in the palace as the emperor’s favourites, one was selected 
for nomination as the empress; and while it was theo- 
retically possible for an emperor to appoint any one of 
his sons heir apparent, this honour, in practice, usually 
fell on one of the sons of the empress. Changes could 
be made in the declared succession, however, by deposing 
one empress and giving the title to another favourite, and 
sometimes, when an emperor died without having nomi- 
nated his heir, it was left to the senior statesmen of the 

day to arrange for a suitable successor. Whether or not 
an heir had been named, the succession was often open 
to question, as pressure could be exerted on an emperor 

over his choice. Sometimes a young or weak emperor was 
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overawed by the expressed will of his mother or by anxiety 
to please a newly favoured concubine. 
Throughout the Hsi Han and Tung Han periods, the suc- 

cession and other important political considerations were 
affected by the members of the Imperial consorts’ families. 
Often the father or brothers of an empress or concubine 
were appointed to high office in the central government; 
alternatively, senior statesmen might be able to curry 
favour with their emperor or consolidate their position at 
court by presenting a young female relative for the Impe- 
rial pleasure. In either situation the succession of emperors 
might be affected, jealousies would be aroused between 
the different families concerned, and the actual powers 

of a newly acceded emperor would be overshadowed by 
the women in his entourage or their male relatives. Such 
situations were particularly likely to develop if, as often 
happened, an emperor was succeeded by an infant son. 
The Imperial succession was thus frequently bound up 

with the political machinations of statesmen, particularly 
as the court grew more sophisticated and statesmen ac- 
quired coteries of clients engaged in factional rivalry. On 
the death of the first emperor, Kao-tsu (195 Bc), the palace 
came under the domination of his widow. Outliving her 
son, who had succeeded as emperor under the title of 
Hui-ti (reigned 195-188), the empress dowager Kao-hou 
arranged for two infants to succeed consecutively. During 
this time (188-180/179 Bc) she issued Imperial edicts un- 
der her own name and by virtue of her own authority as 
empress dowager. She set a precedent that was to be fol- 
lowed in later dynastic crises—e.g., when the throne was 
vacant and no heir had been appointed; in such cases, al- 
though statesmen or officials would in fact determine how 
to proceed, their decisions were implemented in the form 
of edicts promulgated by the senior surviving empress. 
Kao-hou appointed a number of members of her own 

family to highly important positions 6f state and clearly 
hoped to substitute her own family for the reigning Liu 
family. But these plans were frustrated on her death (180/ 
179) by men whose loyalties remained with the founding 
emperor and his family. Liu Heng, better known as Wen- 
ti, reigned from 180/179 to 157/156. He soon came to 
be regarded (with Kao-tsu and Wuz-ti)-as one of three 

outstanding emperors of the Hsi Han. He was credited 
with the ideal behaviour of a monarch reigning accord- 
ing to later Confucian doctrine; i.e., he was supposedly 
ready to yield place to others, hearken to the advice 
and remonstrances of his statesmen, and eschew personal 

Adapted from A. Herrmann, An Historical Atlas of China (1966), Aldine Publishing Company 
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extravagance. It can be claimed that his reign saw the 
peaceful consolidation of Imperial power, successful ex- 
perimentation in operating the organs of government, and 
the steady growth of China’s material resources. 
The third emperor of the Hsi Han to be singled out for 

special praise by traditional Chinese historians was Wu-ti 
(reigned 141/140-87/86 Bc), whose reign was the longest 
of the whole Han period. His reputation as a vigorous 
and brave ruler derives from the long series of campaigns 
fought chiefly against the Hsiung-nu (northern nomads) 
and in Central Asia. But Wu-ti never took a personal part 
in the fighting. The policy of taking the offensive and ex- 
tending Chinese influence into unknown territory resulted 
not from the Emperor’s initiative but from the stimulus of 
a few statesmen, whose decisions were opposed vigorously 
at the time. Thanks to the same statesmen, Wu-ti’s reign 
saw a more intensive use of manpower and exploitation of 
natural resources. This depended on more active adminis- 
tration by Han officials. Wu-ti participated personally in 
the religious cults of state far more actively than his prede- 
cessors and some of his successors. And it was during his 
reign that the state took new steps to promote scholarship 
and develop the civil service. 
From c. 90 Bc it became apparent that Han military 

strength had been overtaxed, and a policy of retrenchment 
was begun in military and economic policies. The last 
few years of the reign were darkened by a dynastic crisis 
arising out of jealousies between the Empress and heir 
apparent on the one hand, and a rival Imperial consort’s 
family on the other. Intense and violent fighting took 
place in Ch’ang-an in 91, and the two families were al- 

most eliminated. Just before Wu-ti’s death a compromise 
was reached whereby an infant who came from neither 
family was chosen to succeed. This was Chao-ti (reigned 
87/86-74/73). The stewardship of the empire was vested 
in the hands of a regent, Huo Kuang. This shrewd and 
circumspect statesman had seen service in government for 
some two decades, and even after his death his family re- 
tained a dominating influence in Chinese politics until 64 
Bc. Chao-ti had been married to a granddaughter of Huo 
Kuang; his successor, who was brought to the throne at 

the invitation of Huo Kuang and other statesmen, proved 
unfit for his august position and was deposed after a reign 
of 27 days. Huo Kuang, however, was able to contrive 
his replacement by a candidate whom he could control or 
manipulate. This was Hsian-ti (reigned 74/73-48), who 
began to take a personal part in government after Huo 
Kuang’s death in 68. The new emperor had a predilec- 
tion for a practical rather than a scholastic approach to 
matters of state. While his reign was marked by a more 
rigorous attention to implementing the laws than had re- 
cently been fashionable, his edicts paid marked attention 
to the ideals of governing a people in their own interests 
and distributing bounties where they were most needed. 
The move away from the aggressive policies of Wu-ti’s 
statesmen was even more noticeable during the next reign 
(Yuian-ti; 48-33/32). 
In the reigns of Ch’eng-ti (33/32-7/6), Ai-ti (7/6-1 Bc), 

and P’ing-ti (1 BC-AD 6) the conduct of state affairs and 
the atmosphere of the court were subject to the weakness 
or youth of the emperors, the lack of an heir to succeed 
Ch’eng-ti, and the rivalries between four families of Im- 

perial consorts. It was a time when considerable attention 
was paid to omens. Changes that were first introduced in 
the state religious cults in 32 Bc were alternately counter- 
manded and reintroduced in the hope of securing material 
blessings by means of intercession with different spiritual 
powers. To satisfy the jealousies of a favourite, Ch’eng-ti 
went so far as to murder two sons born to him by other 
women. Ai-ti took steps to control the growing monopoly 
exercised by other families over state affairs. It was alleged 
at the time that the deaths of both Ch’eng-ti, who had 
enjoyed robust health, and P’ing-ti, not yet 14 when he 
died, had been arranged for political reasons. 
In the meantime, the Wang family had come to dom- 

inate the court. Wang Cheng-chiin, who had been the 
empress of Yuan-ti and mother of Ch’eng-ti, exercised 
considerable powers not only in her own capacity but also 
through several of her eight brothers. From 33/32 to 7/6 

BC five members of the family were appointed in succes- 
sion to the most powerful position in the government, and 
the status of other members was raised by the bestowal 
of nobilities. The Empress Dowager lived until AD 13, 
surviving the decline of the family’s influence under Ai-ti, 
who sought to restore a balance at court by honouring the 
families of other consorts (the Fu and Ting families). Wang 
Mang, nephew of the empress dowager Wang, restored 
the family’s position during the reign of P’ing-ti. After the 
latter died and an infant succeeded to the throne, Wang 
Mang was appointed regent, but in AD 9 he assumed the 
Imperial position himself, under the dynastic title of Hsin. 
Insofar as he took Imperial power from the Liu family, 

Wang Mang’s short reign from 9 to 23 may be described 
as an act of usurpation. His policies were marked by 
both traditionalism and innovation. In creating new social 
distinctions, he tried to revert to a system allegedly in op- 
eration before the Imperial age, and some of his changes 
in the structure of government were similarly related to 
precedents of the dim past. He appealed to the poorer 
classes by instituting measures of relief, but his attempts 
to eliminate private landholding and abolish private slave- 
holding antagonized the more wealthy members of society. 
Experiments in new types of coinage and in controlling 
economic transactions failed to achieve their purpose of 
increasing the resources of state, which were depleted by 
enormously costly preparations for campaigns against the 
Hsiung-nu. The last years of his reign were dislocated 
by the rise of dissident bands in a number of provinces; 
several leaders declared themselves emperor in different 
regions, and in the course of the fighting Ch’ang-an was 
entered and damaged. Later it was captured by the Red 
Eyebrows, one of the most active of the robber bands; and 
Wang Mang was killed in a scene of violence played out 
within the palace buildings. 
Tung (Eastern) Han. The Han house was restored by 

Liu Hsiu, better known as Kuang-wu ti, who reigned from 
AD 25 to 57/58. His claim had been contested by another 
member of the Liu house, Liu Hstian—better known as 
Liu Keng-shih—who had been actually enthroned for two 
years, until his death in the course of turbulent civil fight- 
ing. Ch’ang-an had been virtually destroyed by warfare, 
and Kuang-wu ti established his capital at Lo-yang. 
The new emperor completed the defeat of rival aspi- 

rants to the throne in 36. As had occurred in Hsi Han, 
dynastic establishment was followed by a period of in- 
ternal consolidation rather than expansion. Kuang-wu ti 
resumed the structure of government of the Hsi Han 
emperors, together with the earlier coinage and system of 
taxation. The palace once more promoted the cause of 
scholarship. Eunuchs had come to the fore in the Han 
palace during YUan-ti’s reign, and several had succeeded 
in reaching powerful positions. Kuang-wu ti’s policy was 
to rid the government of such influences, together with 
that of the families of Imperial consorts. Under Ming-ti 
(57/58-75/76) and Chang-ti (75/76-88), China was once 
more strong enough to adopt a positive foreign policy and 
to set Chinese armies on the march against the Hsiung- 
nu. To prevent the incursions of the latter, and possibly 
to encourage the growth of trade, Han influence was again 
brought to bear in Central Asia. Chinese prestige reached 
its zenith around 90 and fell markedly after 125. 
Dynastic decline can be dated from the reign of Ho-ti 

(88-105/106), when the court once more came under the 
influence of consorts’ families and eunuchs. The succession 
of emperors became a matter of dexterous manipulation 
designed to preserve the advantages of interested parties. 
The weakness of the throne can be judged from the fact 
that, of the 12 emperors of Tung Han, no less than eight 
took the throne as boys aged between 100 days and 15 
years. There was an increasing tendency for the growth 
of factions whose members, like the families of Imperial 
consorts and like the eunuchs, might choose to place their 
own interests above those of the state. 
During the last 50 years of Tung Han, North China be- 

came subject to invasion from different sides; and, as was 
observed by several philosopher-statesmen, the adminis- 
tration became corrupt and ineffective. Powerful regional 
officials were able to establish themselves almost indepen- 
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dently of the central government. Rivalry between con- 
sorts’ families and eunuchs led to a massacre of the latter 
in 189, and the rebel bands that arose included the Yellow 
Turbans, who were fired by beliefs in supernatural influ- 
ences and led by inspired demagogues. Soldiers of fortune 
and contestants for power were putting troops in the field 
in their attempts to establish themselves as emperors of a 
single united China. By 207 Ts’ao Ts’ao had gained con- 
trol over the north; and had he not been defeated by Sun 

Ch’iian at the battle of the Red Cliff, which later became 
famous in Chinese literature, he might well have succeeded 
in establishing a single dynastic rule. Other participants 
in the fighting included Tung Cho, Liu Pei, and Chu-ko 
Liang. The situation was resolved in 220 when Ts’ao P’ei, 
son of Ts’ao Ts’ao, accepted an instrument of abdication 
from Hsien-ti, last of the Han emperors (acceded 189). 
Ts’ao P’ei duly became emperor of a dynasty styled Wei, 
whose territories stretched over the northern part of China 
and whose capital was at Lo-yang. A year later, in 221, 
Liu Pei was declared emperor of the Shu-Han dynasty, 

thereby maintaining the fiction that as a member of the 
Liu family he was continuing its rule of the Han dynasty, 
albeit in the restricted regions of Shu in the southwest 
(capital at Ch’eng-tu). In the southeast there was formed 
the third of the San-kuo (Three Kingdoms), as the period 
from 220 to 280 has come to be described. This was the 
kingdom of Wu, with its capital at Chien-yeh, under the 
initial dispensation of Sun Ch’iian. 

THE ADMINISTRATION OF THE HAN EMPIRE 

The structure of government. One of the main con- 
tributions of the Han dynasty to the future of Imperial 
China lay in the development of the civil service and 
the structure of central and provincial government. The 
evolutionary changes that subsequently transformed Han 
polity beyond recognition were not directed at altering the 
underlying principles of government but at applying them 
expediently to the changing dynastic, political, social, and 
economic conditions of later centuries. One of the prob- 
lems faced by Han governments was the recruitment of 
able and honest men to staff the civil service of an em- 
pire; these men eventually became known in the West as 
mandarins. Despite the recent reform of the script, which 
facilitated the drafting of documents, considerable train- 
ing was still needed before sufficient competence could be 
attained. Much of the training occurred in local-level bu- 
reaus, where aspirants for Imperial appointments served 
the equivalent of apprenticeships. Meritorious young men 
advanced from clerical positions to head various local bu- 
reaus. Having proved themselves in these positions, they 
were then eligible for recommendation or sponsorship, 

the standard means of recruitment to the civil service. 
Officials were invited to present candidates who possessed 
suitable qualities of intelligence and integrity, usually es- 
tablished in their service in local bureaus, and at certain 
times provincial units were ordered to send a quota of 
men to the capital at regular intervals. At times candidates 
were required to submit answers on questions of policy or 
administration. They might then be kept at the palace to 
act as advisers in attendance, or they might be given ap- 
pointments in the central government or in the provinces, 
depending upon their success. But at this time there was 
no regular system of examination and appointment such 
as was evolved in the time of the Sui and T’ang dynasties. 
The recruitment system was important for two reasons 

directly related to the nature and development of Han 
society. First, the apprenticeship system assured that entry 
into the Imperial bureaucracy was based on administrative 
merit. Thus, men of little wealth could enter clerical po- 
sitions and support themselves while preparing for higher- 
level careers. (This recruitment system differed strikingly 
from the later examination system that often required 
years of study in which to master the Confucian Classics 
and to develop writing skills.) Second, powerful families, 
increasingly in the Tung Han period, were able to domi- 
nate the clerical and other positions in the local bureaus, 
thereby limiting to those powerful families the candidates 
for Imperial bureaucratic service. Control of local positions 
in turn strengthened the powerful families by allowing 

them to manipulate tax and census registers. Such fami- 
lies created the social milieu from which the aristocratic 
families of the post-Han period were to emerge. 
There was a total of 12 grades in the Han civil service, 

ranging from that of clerk to the most senior minister 
of state. No division in principle existed between men 
serving in the central offices or the provincial units. Pro- 
motion could be achieved from one grade of the service 
to the next, and, in theory, a man could rise from the 

humblest to the highest post. In theory and partly in prac- 
tice, the structure of Han government was marked by an 
adherence to regular hierarchies of authority, by the divi- 
sion of specialist responsibilities, and by a duplication of 
certain functions. By these means it was hoped that exces- 
sive monopoly of power by individual officials would be 
avoided. The uppermost stratum of officials or statesmen 
comprised the chancellor, the Imperial counselor, and, 
sometimes, the commander in chief. These men acted 
as the emperor’s highest advisers and retained final con- 
trol over the activities of government. Responsibility was 
shared with nine ministers of state who cared for matters 
such as religious cults, security of the palace, adjudication 
in criminal cases, diplomatic dealings with foreign leaders, 
and the collection and distribution of revenue. Each min- 
ister of state was supported by a department staffed by 
directors and subordinates. There were a few other major 
agencies; these ranked slightly below the nine ministries 
and were responsible for specialist tasks. Functions were 
duplicated so as to check the growth of power. Occasion- 
ally, for example, two chancellors were appointed concur- 
rently. Similarly, financial matters were controlled by two 
permanent ministries: the Department of Agriculture and 
Revenue and the Privy Treasury. 
The foregoing structure of regular organs of government 

was known as the Outer Court. With*the passage of time 
it became balanced by the growth of a secondary seat 
of power known as the Inner Court. This grew up from 
members of the secretariat and had started as a subordi- 
nate agency in the Privy Treasury. The secretariat officials 
had acquired direct access to the emperor and could thus 
circumvent the more formal approaches required by pro- 
tocol of other officials. The secretariat rose to prominence 
during the latter part of the Ist century Bc and was at 
times staffed by eunuchs. Its members were sometimes 
distinguished by the bestowal of privileged titles that con- 
veyed a mark of Imperial favour without specific admin- 
istrative responsibility. The highest of these titles was that 
of supreme commander, and, when this title was accom- 
panied by the right or the Imperial instruction to assume 
leadership of the secretariat, the powers of the incumbent 
outweighed those of the highest ministers of the Outer 
Court. An official thus named could effectively control 
decisions of state, to the discomfiture of senior officials 
such as the chancellor. It was in this capacity that Wang 
Mang and his four predecessors had been able to assert 
their power without fear of check. 
At the outset of the Han dynasty very large areas were 

entrusted as kingdoms to the emperor’s kinsmen while the 
central government administered the interior provinces as 
commanderies. But by c. 100 Bc the Imperial government 
had deprived the kingdoms of their strength, and most of 
their lands had been incorporated as commanderies under 
the central government. Although the kingdoms survived 
in a much reduced form until the end of the period, their 
administration came to differ less and less from that of 
the commanderies, which formed the regular provincial 
units. Each commandery was controlled by two senior 
officials, the governor and the commandant, who were ap- 
pointed by the central government. Commanderies could 
be established at will: by dividing larger into smaller units, 
by taking over the lands of the kings, or by establishing 
organs of government in regions only recently penetrated 
by Chinese officials. Provincial government was not neces- 
sarily pervasive throughout the lands where commandery 
offices existed, but there was a steady advance in provin- 
cial government during the Han period. During Kao-tsu’s 
reign 16 commanderies existed, but by the end of the Hsi 
Han there were 83 commanderies and 20 kingdoms. 
Each of the commanderies consisted of some 10 or 20 
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prefectures, the size of which corresponded to that of 
English counties. The prefect’s headquarters were situated 
in a walled town, from which his administration was 
extended and his officials were sent to collect taxes, set- 
tle disputes, or recruit able-bodied men for service. The 
prefectures were themselves subdivided into districts. The 
commanderies included a number of nobilities, the hold- 
ers of which enjoyed a noble title and income from the 
taxes collected in them by central government officials. 
The nobles exercised no administrative, judicial, or other 
power over their nobilities. The number of nobilities var- 
ied considerably, sometimes totaling several hundred. The 
system was used as a political instrument for reducing the 
power of the kings, rewarding military officers and civil 
officials, and treating surrendered enemy leaders. Special 
arrangements were instituted for provincial government at 
the periphery of the empire. Agencies of a specialist nature 
were set up both there and in the provinces of the interior, 
with responsibilities for such matters as supervision of 
the salt and iron industries, manufacture of textiles, fruit 
growing, and sponsored agriculture, as well as control of 
passage in and out of the frontier. 
From 106 Bc the government tried to supervise the work 

of provincial officials more directly. A total of 14 regional 
inspectors was appointed, with orders to visit the com- 
manderies and kingdoms of a specified area and to report 
to the central government on the efficiency of officials, 
the degree of oppression or corruption, and the state of 
popular affection or disaffection. Although the arrange- 
ment was not yet tantamount to the creation of a limited 
number (about 20) of large provinces, such as came about 
from about the 13th century, it may have facilitated the 
establishment of separatist provincial regimes at times of 
dynastic decline. 
The command of the armed forces was also arranged so 

as to avoid giving excessive powers to a single individ- 
ual. General officers were usually appointed in pairs, and, 
in times of emergency or when a campaign was being 
planned with a defined objective, officers were appointed 
for a specific task; when their mission was fulfilled, their 
commands were brought to a close. At a lower level there 
existed a complement of colonels whose duties were de- 
fined so as to cover smaller scale activities. In addition, the 

governors and commandants of the commanderies were 
sometimes ordered to lead forces. The commandants were 
also responsible for training conscript soldiers and setting 
them to maintain internal discipline and to man the static 
lines of defense in the north and northwest. 
The Han armies drew their recruits from conscripts, 

volunteers, and convicts. Conscripts, who formed the ma- 
jority, were obliged to serve for two years, either under 
training or on active service. This duty devolved on all 
able-bodied males other than those who had acquired priv- 
ileges of rank or those who could pay for substitutes. The 
latter practice was probably rare. In addition, men were 
liable for recall to the armed forces in times of emergency. 
Volunteers were the sons of privileged families and prob- 
ably served as cavalrymen, and convicts were sometimes 
drafted to work out their terms of sentence in the army. 
There is ample evidence to show that Han commanders 
used to draw on Central Asian tribesmen as recruits, and 
the tribesmen were particularly valuable as skilled cavalry- 
men. A number of foreigners also served with distinction 
as officers. While little is known of the organization of 
armies on campaign, garrison forces were divided into 
separate commands consisting of perhaps four companies. 
Each company had a strength of some 40 or 50 sections, 
each of which comprised one officer and up to five men. 
The practice of government. As the final arbiter of 

power, the emperor—and at times the empress dowager— 
issued edicts declaring the Imperial will. Such instructions 
often took the form of repeating officials’ proposals with a 
note of approval. Some edicts were couched as comments 
on the current situation and called in general terms for an 
improvement in the quality of government or for more 
vigorous attempts to achieve a just administration. The 
emperor also issued formal deeds of investiture to kings 
or noblemen and letters of appointment for senior offi- 
cials. Edicts were circulated to the relevant authorities for 

action, together with books of other regulations such as 
the statutes and ordinances, laying down entitlements for 
services rendered to the state and penalties for infringing 
its prohibitions. Officials could suggest methods of gov- 
ernment by submitting written memorials, and there were 
occasions when an emperor called a conference of senior 
statesmen and asked their views on topical problems. 
The Han governments regularly issued calendars to en- 

able the court to follow a cosmically correct ritual schedule 
and officials to maintain their records correctly. Regular 
means of transport were kept for the use of officials tray- 
eling on business and for the conveyance of official mail 
from one office to another. Provincial and local officials 
were responsible for two regular counts without which 
government could not proceed: the census of the pop- 
ulation and the register of the land and its production. 
Returns, which were submitted for the number of house- 

holds and individuals and for acreage under the plow, 
eventually found their way to the capital. One count that 
has been preserved records the existence of some 12,233,- 
000 households and 59,595,000 individuals in aD 2. Two 
other main forms of revenue collection were the land tax 
and the poll tax. The land tax was levied in kind at a 30th 
(sometimes a 15th) part of the produce, the assessment 
depending partly on the quality of the land. Poll tax was 
usually paid in cash and varied with the age and sex of 
the members of the household. Other taxes were levied in 
respect to wealth and by means of property assessments. 
In addition to service in the army, able-bodied males 

were liable to one month’s service annually in the state 
labour corps; tasks included building palaces and Imperial 
mausoleums, transporting staple goods such as grain and 
hemp, and constructing roads and bridges. Sometimes 
conscript labour was used to repair breaches in riverbanks 
or dikes, and men were sent to work in the salt and iron 
industries after these were taken over by the state. 
The establishment of state monopolies for salt and iron 

was one of several measures taken in Wu-ti’s reign to 
bring China’s resources under the control of the govern- 
ment. Agencies were set up c. 117 Bc to supervise mining, 
manufacturing, and distribution and to raise revenue in 

the process. The measure was criticized on the grounds 
both of principle and of expedient and was withdrawn for 
three years from 44 Bc, and by the mid-Ist century AD 
the industries had reverted in practice to private hands. 
Final measures to standardize the coinage and to limit 
minting to state agencies were taken in 112 Bc; and, with 
the exception of Wang Mang’s experiments, the copper 
coin of a single denomination, minted from Wu-ti’s reign 
onward, remained the standard medium of exchange. Lit- 
tle is known of the work of other agencies established in 
Hsi Han to stabilize the prices of staple commodities and 
to regulate their transport. Such measures had been the 
answer of Wu-ti’s government to the problem of moving 
goods from an area of surplus to one of shortage. 
The government ordered migrations of the population 

for several reasons. At times, such a migration was in- 
tended to populate an area artificially—the city of Hsien- 
yang during the Ch’in Empire, for example, and the state- 
sponsored farms of the borderlands. Alternatively, if the 
defense of the periphery was impractical, the population 
was sometimes moved away from danger, and distressed 
folk were moved to areas where they could find a more 
prosperous way of life. 

From about 100 Bc it was evident to some statesmen that 
great disparities of wealth existed and that this was most 
noticeable in respect of landownership. Some philosophers 
looked back nostalgically to an ideal state in which land 
was said to have been allotted and held on a basis of 
equality, thereby eliminating the wide differences between 
rich and poor. It was only in Wang Mang’s time that an 
attempt was made to abolish private landownership and 
private slaveholding. But the attempt failed because of 
powerful economic and social opposition, and the accu- 
mulation of land continued during Tung Han. In the last 
half century or so of the dynasty, country estates acquired 
retainers and armed defenders, almost independently of 
the writ of government. The great families thus came to 
exercise more power than appointed officials of state. 
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The Han, like the Ch’in, government ruled by dispensing 
rewards for service and exacting punishment for disobe- 
dience and crime. Rewards consisted of exemptions from 
tax; bounties of gold, meat, spirits, or silk; amnesties for 
criminals; and orders of honour. The latter were bestowed 
either individually or to groups. There was a scale of rank 
of 20 degrees, and, with the receipt of several of these 
awards cumulatively, one could rise to the eighth place in 
the scale. The more senior orders were given for specified 
acts of valour, charity, or good administration, usually to 
officials, and the highest of the orders was that of the 
nobility. In addition to conferring social status, the orders 
carried with them legal privileges and freedom from some 
tax and service obligations. 
In theory, the laws of Han were binding on all members 

of the population, and some incidents testify to the punish- 
ment of the highest in the land. But some privileged per- 
sons were able to secure mitigation of sentences. Nobles, 
for example, could ransom themselves from most punish- 
ments by forfeiting their nobilities. Han laws specified a 
variety of crimes, including those of a social nature such as 
murder or theft, those that infringed the Imperial majesty, 
and offenses that were classed as gross immorality. There 
was a regular procedure for impeachment and trial, and 
some difficult cases could be referred to the emperor for a 
final decision. The punishments to which criminals were 
sentenced included exile, hard labour, flogging, castration, 

and death. In the most heinous cases the death sentence 
was carried out publicly, but senior officials and members 
of the Imperial family were usually allowed to avoid such 
a scene by committing suicide. After the death penalty a 
criminal’s goods, including members of his family, were 
confiscated by the state. Such persons then became slaves 
of the state and were employed on menial or domes- 
tic tasks in government offices. Government slaves were 
sometimes given as rewards to meritorious officials. 

RELATIONS WITH OTHER PEOPLES 

Simultaneously with the rise of the Ch’in and Han em- 
pires, some of the nomadic peoples of Central Asia, known 
as the Hsiung-nu, succeeded in achieving a measure of 
unity under a single leader. As a result, while the Chinese 
were consolidating their government, the lands lying to 
the north of the empire, and the northern provinces them- 
selves, became subject to incursion by Hsiung-nu horse- 
men. One of the achievements of the Ch’in dynasty had 
been the unification of the several lines of defense into a 
single system of fortification, the Great Wall. By keeping 
that wall, or line of earthworks, manned, the Ch’in dy- 
nasty had been free of invasion. With the fall of Ch’in and 
China’s subsequent weakness, the wall fell into a state of 
disrepair and lacked a garrison. Until about 135 Bc Han 
governments were obliged to seek peaceful relations with 
the Hsiung-nu at the price of gold, silk, and even the hand 
of a Chinese princess. But with the initiation of strong 
policies by Wu-ti’s governments, China took the offensive 
in an attempt to throw back the Hsiung-nu to Central 
Asia and to free the northern provinces from the threat 
of invasion and violence. By 119 Bc campaigns fought to 
the north of Chinese territory had attained this objective, 
and after a short interval it was possible to send Han 
armies to advance in the northeast (modern Korea), the 
south (modern Vietnam), and the southwest. As a result of 
the campaigns fought from 135 Bc onward, 18 additional 
commanderies were founded, and organs of Han provin- 
cial government were installed as outposts among peoples 
who were unassimilated to a Chinese way of life. 
Chinese government was by no means universally ac- 

cepted in these outlying regions. But despite large losses 
and expenditures incurred in fighting the Hsiung-nu, the 
Chinese were able to mount expeditions into Central Asia 
from c. 112 Bc. The defensive walls were repaired and 
remanned, and by c. 100 Bc they were extended to the 
northwest as far as Tun-huang. Chinese travelers, whether 
diplomats or merchants, were thus protected as far as the 
Takla Makan Desert. It was at this juncture that trade 
routes skirting the desert were established and came to be 
known collectively as the Silk Road. 
The success of Chinese arms in these remote areas was 

short-lived. Long lines of communication made it 1m- 
possible to set up garrisons or colonies in the forbidding 
country to the west of Tun-huang. Diplomatic moves were 
made to implant Chinese prestige more firmly among the 
communities that were situated around the Takla Makan 
Desert and controlled the oases, for it was necessary for 
the Chinese to win those peoples’ support, thus denying it 
to the Hsiung-nu. In a few cases the Chinese resorted to 
violence or plots to remove a leader and to replace him 
with a candidate known to favour the Han cause. A more 
usual procedure was to marry one of the alien leaders to 
a Chinese princess, with the intention that he should in 
time be succeeded by an heir who was half-Chinese. These 
endeavours and the military ventures met with partial 
success. While the Chinese position in Central Asia was 
subject to question, relations with the Hsiung-nu leaders 
varied. The visit of a Hsiung-nu leader to Ch’ang-an in 51 
BC was hailed as a mark of Chinese success, but the ensu- 

ing decades were not free from fighting. Chinese prestige 
declined toward the end of the Hsi Han and recovered 
only during the reigns of Ming-ti and Chang-ti, when the 
Han government was once more strong enough to take 
the field. Pan Ch’ao’s campaigns in Central Asia (from AD 
94) reestablished the Chinese position, but again the full 
strength of Chinese prestige lasted for only a few decades. 
During the Tung Han, China suffered invasion from the 
northeast as well as from the north. The settlement of 
Hsiung-nu tribesmen south of the wall was a disruptive 
factor in the 2nd and 3rd centuries, to the detriment of 
Imperial unity. 
The Han expansion into Central Asia has been repre- 

sented by the Chinese as a defensive measure designed to 
weaken the Hsiung-nu and to free China from invasion. 
Allowance must also be made for commercial motives. 
Some of Wu-ti’s statesmen were welt aware of the ad- 
vantages of exporting China’s surplus products in return 
for animals and animal products from Central Asia, and 
there is evidence that Chinese silk was exported at this 
time. No attempt can be made to estimate the volume 
of trade, and, as the transactions were conducted through 

Parthian middlemen, no direct contact was made by this 

means between Han China and the world of Rome and 
the Mediterranean. China’s export trade was sponsored by 
the government and not entrusted to private merchants. 
The Great Wall formed a boundary separating the Chi- 

nese provinces from the outside world. Traffic was con- 
trolled at points of access, not only to check incoming 
travelers to China but also to prevent the escape of crim- 
inals or deserters. At the same time, a ban was imposed 
on the export of certain goods such as iron manufactures 
and weapons of war. The wall also formed a protected 
causeway for travelers to the west. Watch stations were 
erected in sight of each other to signal the approach of the 
enemy, and the garrison troops were highly trained and 
disciplined. Meticulous records were kept to show how 
government stores were expended and rations issued; rou- 
tine signals were relayed along the line and daily patrols 
were sent out to reconnoitre. 
As a result of the campaigns and of diplomatic activity, 

China’s immediate contacts with other peoples grew more 
brisk. Many of the Hsiung-nu and other neighbouring 
leaders who had surrendered to Han arms were given 
nobilities and settled in the interior of the empire. Chang 
Ch’ien had been the pioneer who had set out c. 130 Bc to 
explore the routes into Central Asia and North China, and, 
as a result of his report and observations, Han advances 
were concentrated in the northwest. In AD 97 Chinese en- 
voys were frustrated in an attempt to visit the western part 
of the world, but a mission from Rome reached China by 
ship in 166. The first record of official visitors arriving at 
the Han court from Japan is for the year AD 57. 

CULTURAL DEVELOPMENTS 

The Han emperors and governments posed as having a 
temporal dispensation that had received the blessing of 
Heaven together with its instructions to spread the benefits 
of a cultured life as widely as possible. By a cultured life 
the Chinese had in mind a clear distinction between their 
own settled agriculture and the delights of the cities, as 
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opposed to the rough and hardy life spent in the saddle by 
the nomads of Central Asia. The growth of Han govern- 
ment both depended upon and encouraged the develop- 
ment of literary accomplishment, scholastic competence, 
religious activity, scientific discovery, and technological 
achievement. 

Han administration required a proliferation of docu- 
ments. Official returns were sometimes kept in duplicate, 
and each agency kept running files to record its business. 
Following the reform of the script that had evolved before 
the Han period, there developed a new style of writing 
suited to the compilation of official documents. These 
were written mostly on bulky and fragile wooden strips; 
silk was also used as a medium for writing. A major de- 
velopment in world history occurred in China in AD 105 
when officials reported to the throne the manufacture of a 
new substance. Although archaeological evidence indicates 
the existence of paper for more than a century before 
this incident, the earlier materials were not completely 
superseded until some three or four centuries later. In 
the meantime, the demands of a growing civilization had 
increased the written vocabulary of the Chinese. The first 
Chinese dictionary, compiled c. AD 100, included more 
than 9,000 characters, with explanations of their meanings 
and the variant forms used in writing. 
In an attempt to break with earlier tradition, the Ch’in 

government had taken certain steps to proscribe literature 
and learning. Han governments stressed their desire to 
promote these causes as part of their mission. In partic- 
ular, they displayed a veneration for works with which 
Confucius had been associated, either as a collector of 
texts or as an editor. Beginning during the reign of Wen- 
ti, orders were given to search for books lost during the 
previous dynasty. Knowledge of texts such as the Shih 
Ching (“Classic of Poetry”), the Shu Ching (“Classic of 
History”), the J Ching (“Classic of Changes”), and the 
Ch'un-ch’iu (“Spring and Autumn”) annals became a nec- 
essary accomplishment for officials and candidates for 
the civil service. To support an argument laid before the 
throne, statesmen would find a relevant quotation from 
these works; already in the Ist century Bc the tradition was 
being formed whereby the civil service of Imperial China 
was nurtured on a Classical education. On two occasions 
(51 Bc and AD 79) the government ordered official discus- 
sions about the interpretation of texts and the validity of 
differing versions; and in AD 175 a project was completed 
for inscribing an approved version on stone tablets, so as 
to allay scholastic doubts in the future. In the meantime, 
and still before the invention of paper, a collection of 
literary texts had been made for the Imperial library. The 
catalog of this collection, which dates from the start of 
the Christian Era, was prepared after comparing different 
copies and eliminating duplicates. The list of titles has 
been preserved and constitutes China’s first bibliographi- 
cal list. The works are classified according to subject, but 
many have been lost. The importance of these measures 
lies both in their intrinsic achievement and in the example 
they set for subsequent dynasties. 
The prose style of Han writers was later taken as a model 

of simplicity, and, following the literary embellishments 
and artificialities of the Sth and 6th centuries, deliberate 
attempts were made to revert to its natural elegance. Ex- 
amples of this direct prose may be seen in the Imperial 
edicts, in the memorials ascribed to statesmen, and, above 
all, in the text of the standard histories themselves, in 
which such documents of state were incorporated. The 
compilation of the standard histories was a private un- 
dertaking in Han times, but it already received Imperial 
patronage and assistance. History was written partly to jus- 
tify the authority and conduct of the contemporary regime 
and partly as a matter of pride in Chinese achievement. 
Further examples of prose writing are the descriptions of 
protocol for the court. One of the earliest acts of the Han 
government (c. 200 Bc) had been to order the formulation 
of such modes of behaviour as a means of enhancing the 
dignity of the throne, and one of the latest compilations 
(c. AD 175) that still survives is a list of such prescriptions, 
drawn up at a time when the dynasty was manifestly losing 
its majesty and natural authority. Some of the emperors 

were themselves composers of versified prose; their efforts 
have also been preserved in the standard histories. 
The emperor was charged with the solemn duty of se- 

curing the blessings of spiritual powers for mankind. One 
of the nine ministries of state existed to assist in this 
work of mediation, but from the time of Wu-ti onward 
the emperor himself began to play a more active part in 
worship and sacrifice. The cults were initially addressed to 
the Five Elements—fire, water, earth, wood, and metal: to 

the Supreme Unity; and to the Lord of the Soil. In 31 Bc 
these cults were replaced by sacrifices dedicated to Heaven 
and Earth. The sites of worship were transferred to the 
southern and northern outskirts of Ch’ang-an, and a new 

series of altars and shrines was inaugurated. On occasion 
the Han emperor paid his respects to supreme powers and 
reported on the state of the dynasty at the summit of Mt. 
T’ai. Wu-ti’s desire for immortality or for the quickening 
of his deceased favourites led him to patronize a number 
of intermediaries who claimed to possess the secret of 
making contact with the world of the immortals. From 
such beliefs, and from a fear of the malevolent influences 
that the unappeased souls of the dead could wreak on 
mankind, a few philosophers, such as Wang Ch’ung (AD 

27-c. 100), reacted by propounding an ordered and ra- 
tional explanation of the universe. But their skepticism 
received little support. Sometime during the Ist century 
AD Buddhism had reached China, propagated in all prob- 
ability by travelers who had taken the Silk Road from 
north India. The establishment of Buddhist foundations in 
China and the first official patronage of the faith followed 
shortly. From the 2nd century AD there arose a variety 
of beliefs, practices, and disciplines from which alchemy 
and scientific experiment were to spring and which were 
to give rise to Taoist religion. 
Most of the cultural attainments of the Han period 

derived from the encouragement of the palace and the 
needs of officials. A textbook of mathematical problems 
was probably compiled to assist officials in work such as 
land assessment; fragments of a medical casebook were 
concerned with the care of troops and horses serving 
on the northwestern frontier. Water clocks and sundials 
were used to enable officials to complete their work on 
schedule. The palace demanded the services of artists and 
craftsmen to decorate Imperial buildings with paintings 
and sculptures and to design and execute jades, gold and 
silver wares, and lacquer bowls for use at the Imperial 
table. Intricate patterns in multicoloured silks were woven 
on looms in the Imperial workshops. On a more mundane 
level, technology served the cause of practical government. 
The state’s ironwork factories produced precision-made 
instruments and weapons of war, and the state’s agen- 
cies for the salt industry supervised the recovery of brine 
from deep shafts cut in the rocks of west China. Water 
engineers planned the construction of dikes to divert the 
flow of excess waters and the excavation of canals to serve 
the needs of transport or irrigation; and in many parts of 
the countryside there was seen a sight that was to remain 
typical of the Chinése landscape up to the 20th century— 
a team of two or three peasants sitting astride a beam and 
pedaling the lugs of the “dragon’s backbone” so as to lever 
water from the sluggish channels below to the upper levels 
of the cultivated land. (J.L.D./Ed.) 

The Six Dynasties 

POLITICAL DEVELOPMENTS 

The division of China. San-kuo (Three Kingdoms; AD 
220-280). By the end of the 2nd century ap the Han 
Empire had virtually ceased to exist. The repression of the 
Taoist rebellions of the Yellow Turbans and related sects 
marked the beginning of a period of unbridled warlordism 
and political chaos, from which three independent centres 
of political power emerged. In the north all authority had 
passed into the hands of the generalissimo and “protector 
of the dynasty,” Ts’ao Ts’ao; in AD 220 the last puppet 
emperor of the Han officially ceded the throne to Ts’ao 
Ts’ao’s son, who thereby became the legitimate heir of the 
empire and the first ruler of the Wei dynasty. Soon after- 
ward, two competing military leaders proclaimed them- 
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selves emperor, one in the far interior (Shu-Han dynasty, 
in the present-day Szechwan Province) and one in the 

south, behind the formidable barrier of the Yangtze River 
(the empire of Wu, with its capital at Chien-yeh, present- 
day Nanking). The short and turbulent period of these 
“Three Kingdoms” (San-kuo), filled with bloody warfare 

and diplomatic intrigue, has ever since been glorified in 
Chinese historical fiction as an age of chivalry and indi- 
vidual heroism. 
In fact, even Wei, the strongest of the three, hardly repre- 

sented any real political power. The great socioeconomic 
changes that had started in the Tung (Eastern) Han period 
had transformed the structure of society to such an extent 
that all attempts to reestablish the centralized bureaucratic 
state—the ideal of the Ch’in and Han dynasties—were 
doomed to failure. While central authority declined, the 
great families—aristocratic clans of great landowners— 
survived the decades of civil war on their fortified estates 
under the protection of their private armies of serfs and 
clients and even increased their power. These conditions 
were to remain characteristic of medieval China. The Han 
system of recruiting officials on the basis of talent was 
replaced by a network of personal relations and patronage. 
The hierarchy of state officials and government institu- 
tions was never abolished, but it became monopolized by 
a few aristocratic clans, who filled the highest offices with 
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China in the Six Dynasties period. 

their own members and the minor posts with their clients. 
Wei succeeded in conquering Shu-Han in 263/264, but 

two years later a general of the dominant Ssu-ma clan 
overthrew the house of Wei (265/266) and founded the 
Hsi (Western) Chin dynasty (265). Wu could maintain 
itself until 280, when it was overrun by the Chin armies. 
The role of Wu was extremely important: it marks the 

beginning of the progressive Sinicization of the region 
south of the Yangtze River, which before that time had 
been a frontier area, inhabited mainly by primitive tribes. 
The rise of Chien-k’ang (modern Nanking) as a great 
administrative and cultural centre on the lower Yangtze 
paved the way for future developments: after the north 
was lost to barbarian invaders (311), it was to become the 
capital of Chinese successor states and an important locus 
of Chinese culture for more than 250 years. 
The Hsi (Western) Chin (AD 265-316/317). This was 

a period of relative order and prosperity, a short interlude 
between the turbulent age of the San-kuo and the dev- 
astating barbarian invasions. The empire had been nomi- 
nally reunited (AD 280), and for a short time the central 
government attempted important fiscal and political re- 
forms, mainly intended to curb the great families, which 

threatened the ruler’s authority. Contacts with the oasis 
kingdoms of Central Asia and the Indianized states of the 
far south (Funan and Champa) were resumed, and in 285 
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the Chin court even sent an envoy to distant Fergana 
in Central Asia to confer the title of king on its ruler— 
a grand Imperial gesture reminiscent of the great days 
of Han. But this ghost of the Han Empire disappeared 
almost as soon as it had been evoked. Within two decades 
the Chin disintegrated through the struggles of rival clans. 
There followed an internecine war between the various 
Ssu-ma princes, collapse of the central government, decen- 
tralized military control of the provinces, famine, large- 
scale banditry, and messianic peasant movements. 
The era of “barbarian” invasions and rule. For the first 

time, the power vacuum was filled by non-Chinese forces. 
In 304 a Sinicized Hsiung-nu chieftain, Liu Yiian, as- 
sumed the title of king of Han and started the conquest 
of northern China. Operating from bases in western and 
southern Shansi, the Hsiung-nu armies, supported by lo- 
cal Chinese rebels, conquered the ancient homeland of 
Chinese civilization; the fall and destruction of the two 
capitals, Lo-yang (311) and Ch’ang-an (316), ended Chi- 
nese dynastic rule in the north for centuries. Although in 
the far northeast, in present-day Kansu, and in the inac- 
cessible interior (Szechwan), Chinese local kingdoms did 
occasionally succeed in maintaining themselves for some 
time, the whole North China Plain itself became the scene 
of a bewildering variety of barbarian states, collectively 
known in Chinese historiography as the Shih-liu kuo (Six- 
teen Kingdoms). 
The Tung (Eastern) Chin (317-420) and later dynas- 

ties in the south (420-589). During the whole medieval 
period it was the lower Yangtze region, the former terri- 
tory of Wu, that remained the stronghold of a series of 
“legitimate” Chinese dynasties with Chien-k’ang as their 
capital. In 317 a member of the Chin Imperial family had 
set up a refugee regime at Chien-k’ang, consisting mainly 
of members of the exiled northern aristocracy. From the 
beginning, the Chin court was completely at the mercy 
of the “great families.” Government in the Chinese south 
became a kind of oligarchy exercised by ever-changing 
groups and juntas of aristocratic clans. The so-called Six 
Dynasties (actually five: Tung Chin, 317-420; Liu-Sung, 
420-479; Nan (Southern) Ch’i, 479-502; Nan Liang, 502- 

557; and Nan Ch’en, 557-589; the earlier kingdom of Wu, 
222-280, is counted as the sixth) were politically and mil- 
itarily weak and constantly plagued by internal feuds and 
revolts. Their annihilation (in 589) was postponed only by 
the internal division of the north and by the protection 
afforded by the Yangtze. To the very end, their opposition 
to the north remained alive, but occasional attempts to 
reconquer the ancient homeland were doomed to failure. 
The final reunification of China was to start from the 
northern plains, not from Chien-k’ang. 
Although politically insecure, these dynasties were char- 

acterized by cultural brilliance: in literature, art, philoso- 
phy, and religion, they constituted one of the most creative 
periods in Chinese history. They reached their highest 
flowering under the long and relatively stable reign of the 
great protector of Buddhism, Wu-ti, the first emperor of 
the Nan Liang dynasty (reigned 502-549), 
The Shih-liu kuo (Sixteen Kingdoms) in the north (303- 

439). The term Sixteen Kingdoms traditionally denotes 
the plethora of short-lived non-Chinese dynasties that from 
303 came to rule the whole or parts of northern China. 
Many ethnic groups were involved, including ancestors of 
the Turks (such as the Hsiung-nu, possibly related to the 
Huns of late Roman history, and the Chieh), the Mongo- 
lians (Hsien-pei), and the Tibetans (Ti and Ch’iang). Most 
of these nomadic peoples, relatively few in number, had 
to some extent been Sinicized long before their ascent to 
power. In fact, some of them, notably the Ch’iang and the 
Hsiung-nu, had already since late Han times been allowed 
to live in the frontier regions within the Great Wall. 
The barbarian rulers thus set up semi-Sinicized states, 

in which the foreign element constituted a military aris- 
tocracy and the nucleus of the armed forces. Since in 
administrative matters they lacked experience, and since 
their own tribal institutions were not adapted to the com- 
plicated task of ruling a large agrarian society, they had 
to make use of traditional Chinese ways of government. 
In doing so, they faced the dilemma that has ever since 

confronted foreign rulers on Chinese soil: the tension that 
existed between the need to preserve their own ethnic iden- 
tity (and their position as Herrenvolk), on the one hand, 
and, on the other, the practical necessity of using Chinese 
literati and members of prominent Chinese families in or- 
der to rule at all. In spite of various and sometimes highly 
interesting experiments, most of these short-lived empires 

did not survive this tension. Significantly, the only one 
that proved to have more lasting power and that was 

able to unify the whole of northern China, the T’o-pa, or 
Northern Wei (386-534/535), was largely Sinicized within 

one century. In the late Sth century the court even forbade 
the use of the original T’o-pa language, dress, customs, 
and surnames. This policy of conscious acculturation was 
further symbolized by the transfer of the Northern Wei 
capital from the northern frontier region to the ancient 
Imperial residence of Lo-yang. 
Thus, toward the end of the period of division, the north 

had become more homogeneous as the result of a long 
process of adaptation. The most important factor in this 
process may have been the rehabilitation of the Chinese 
agrarian economy under the Northern Wei, stimulated by 
fiscal reform and redistribution of land (c. AD 500). The 
landed gentry again became the backbone of society, and 
the primitive rulers of nomadic origin simply had to con- 
form to their way of life. Another factor may be sought 
in the intrinsic superiority of Chinese upper-class culture: 
in order to play the role of the “Son of Heaven,” the 
barbarian court had to adopt the complicated rules of Chi- 
nese ritual and etiquette. In order to surround themselves 
with an aura of legitimacy, the foreign conquerors had to 
express themselves in terms of Chinese culture. In doing 
so, they invariably lost their own identity. History has 
repeated itself again and again: in this respect the 4th- and 
Sth-century Chieh and T’o-pa were but the forerunners of 
the Ch’ing, or Manchu, rulers in the 19th century. 
In the early 6th century the Wei was divided between 

the Sinicized court and a faction of the nobility desperate 
to preserve its T’o-pa identity. Soon after 520 the Wei 
Empire disintegrated into rival northeastern and north- 
western successor states. Northern China again became a 
battlefield for several decades. The Pei (Northern) Chou 
(557-581), strategically based in the rich basin of the Wei 
River, reunified the north (577). Four years later Yang 
Chien (better known by the name Wen-ti), a general of 
mixed Chinese and barbarian descent (but claiming to be 
a pure-blooded Chinese), usurped the throne and founded 
the Sui dynasty. In 589, having consolidated his regime, 
he crossed the Yangtze River and overthrew the last of 
the Chinese dynasties at Chien-k’ang. After almost four 
centuries of division and political decay, China was again 
united under one central government, which, in spite of 
its short duration, would lay the foundation of the great 
T’ang Empire. 

INTELLECTUAL AND RELIGIOUS TRENDS 

Confucianism and. philosophical Taoism. The social and 
political upheaval of the late 2nd and 3rd centuries AD was 
accompanied by intense intellectual activity. During the 
Han period, Confucianism had been slowly adopted as an 
ideology and had gradually come to provide the officially 
accepted norms, morals, and ritual and social behaviour 
regulating the relations between ruler and subject. 
By the beginning of the 3rd century, however, Confu- 

cianism had lost its prestige: it had obviously failed to 
save the empire from disintegration or to safeguard the 
privileges of the ruling elite. Disappointed members of 
the scholar-official class started to look elsewhere. Thus, 
in the 3rd century there was a revival of various all-but- 
forgotten schools of thought: Legalism, with its insistence 
upon harsh measures, intended to reestablish law and 
order; Mohism and the ancient school of Dialecticians: 
and, above all, a renewed interest in the earliest Taoist 
philosophers, Lao-tzu and Chuang-tzu. In general, this 
movement did not mean a return to ancient Taoist qui- 
etism and consequently a rejection of Confucianism. With 
the breakdown of the elaborate scholastic doctrine that 
had formed the official Han ideology, Confucianism had 
been deprived of its metaphysical superstructure, and this 
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vacuum was now filled by a whole set of philosophical 

ideas and speculations, largely of Taoist provenance. 
Within this movement, two trends came to dominate 

the intellectual life of the cultured minority. One of these 
was closely related to the practical affairs of government 
and stressed the importance of social duties, ritual, law, 
and the study of human characteristics. This mixture of 
Confucian and Legalist notions was called ming-chiao, 
“the doctrine of names” (“names” in ancient Confucian 
parlance designating the various social functions—father, 
ruler, subject, etc.—that an individual could have in soci- 
ety). The other trend was marked by a profound interest 
in ontological and metaphysical problems: the quest for 
a permanent substratum (called 7’, “substance”) behind 
the world of change (called yung, “function”). It started 
from the assumption that all temporally and spatially lim- 
ited phenomena—anything “nameable”; all movement, 
change, and diversity; in short, all “being”—is produced 
and sustained by one impersonal principle, which is 
unlimited, unnameable, unmoving, unchanging, and un- 

diversified. This important movement, which found its 
scriptural support both in Taoist and in drastically rein- 
terpreted Confucian sources, was known as Hsiian Hsiieh 

(“Dark Learning”); it came to reign supreme in cultural 
circles, especially at Chien-k’ang during the period of di- 
vision, and represented the more abstract, unworldly, and 
idealistic tendency in early medieval Chinese thought. 
The proponents of Hstian Hstieh undoubtedly still re- 

garded themselves as true Confucians. To them, Confucius 
was not simply the great teacher who had fixed the rules of 
social behaviour for all time but was the enlightened sage 
who had inwardly recognized the ultimate reality but had 
kept silent about it in his worldly teachings, knowing that 
these mysteries could not be expressed in words. Hence, 
his doctrine was supposed to be an expedient, a mere set 
of ad hoc rules intended to answer the practical needs of 
the times. This concept of “hidden saintliness” and the 
“expedient” character of the canonical teachings came to 
play a very important role in upper-class Buddhism. 
Hstian Hsiieh is sometimes referred to by the term Neo- 

Taoism, but this confuses the issue. It was both created by 
and intended for literati and scholar-officials—not Taoist 
masters and hermits. The theories of such thinkers as Hsi 
K’ang (223-262), who, with their quest for immortality 
and their extreme antiritualism, were much nearer to the 
spirit of Taoism, hardly belong to the sphere of Hsiian 
Hsieh, and the greatest Taoist author of this period, Ko 

Hung (c. 283-330), was clearly opposed to these mystic 
speculations. 

The popularity of Hstian Hstieh was closely related to 
the practice of “pure conversation” (ch 'ing-t’an), a special 
type of philosophical discourse much in vogue among the 
cultured upper class from the 3rd century onward. In 
the earliest phase, the main theme of such discussion—a 
highly formalized critique of the personal qualities of well- 
known contemporaries—still had a concrete function in 
political life (“characterization” of persons was the basis 
of recommendation of clients for official posts and had 
largely taken the place of the earlier methods of selection 
of officials by court examinations). By the 4th century, 
however, ch’ing-t’an meetings had evaporated into a re- 
fined and very exclusive pastime of the aristocratic elite, 
a kind of salon in which “eloquent gentlemen” expressed 
some philosophical or artistic theme in elegant and ab- 
struse words. It is obvious that much of Hsiian Hsiieh had 
become divorced from the realities of life and afforded an 
escape from it. 

True Confucianism had thus lost much of its influence. 
In the north the not yet Sinicized “barbarian” rulers were 
interested in Confucianism mainly as a system of court rit- 
ual; ideologically, they were more attracted by the magical 
powers of Buddhist and Taoist masters. In the south the 
disillusioned aristocratic exiles, doomed by circumstances 

to lead a life of elegant inactivity, had little use for a 
doctrine that preached the duties of government and the 
regulation of human society as its highest goals, although 
many families preserved Confucian learning and clung to 
Confucian mores. In this period of internal division and 
political weakness, Confucianism had to hibernate: soon 

after the Sui had reunited the empire, it would wake up 
again. 
Taoism. The suppression of the Yellow Turbans and 

other Taoist religious movements in AD 184 had left the 
Taoist church decapitated. With the elimination of its 
highest leadership, the movement had fallen apart into 
many small religious communities or parishes, each led 
by a local Taoist master (tao-shih), assisted by a council 
of wealthy Taoist laity. Under such circumstances, local 
Taoist masters could easily become leaders of independent 
sectarian movements. They could also, in times of unrest, 

use their charismatic power to play a leading part in local 
rebellions. In the early medieval period, Taoism at the 
grass-roots level continued to play this double role: it had 
an integrating function by providing spiritual consolation 
and ritualized forms of communal activity, but it could 
also play a disintegrating role as a potential source of sub- 
versive movements. The authorities naturally were well 
aware of this. Taoist rebellions periodically broke out in 
this period; and, although some masters occasionally be- 
came influential at court, the governments, both northern 

and southern, maintained a cautious reserve toward the 
Taoist religion. It was never stimulated and patronized to 
an extent comparable with Buddhism. 
It would be wrong to speak of Taoism as a popular reli- 

gion. Taoism counted its devotees even among the highest 
nobility. In view of the expensive ceremonies, the costly 
ingredients used in Taoist alchemy (notably cinnabar), 
and the almost unlimited amount of spare time required 
from the serious practitioner, one may assume that only 
the well-to-do were able to follow the road toward sal- 
vation. But they were mostly individual seekers; in the 
3rd and 4th centuries there gradually grew a distinction 
between individual (and mainly upper-class) Taoism and 
the popular, collective creed of the simple devotees. In 
fact, Taoism has always been a huge complex of many 
different beliefs, cults, and practices. Most of these can be 
traced back to Tung Han times; after the 3rd century they 
were influenced more and more by Buddhism. 
The basic ideal of Taoist religion—the attainment of 

bodily immortality in a kind of indestructible “astral 
body” and the realization of the state of hsien, or Taoist 
“immortal”—remained alive. It was to be pursued by a 
series of individual practices: dietary control, gymnastics, 
good deeds, and meditation and visualization of the in- 
numerable gods and spirits that were supposed to dwell 
inside the microcosmos of the body. Famous literati, such 
as the poet Hsi K’ang (223-262) and the calligrapher 
Wang Hsi-chih (321-379), devoted much of their life to 
such practices. They combined various methods, ranging 
from mystic self-identification with the all-embracing Tao 
to the use of charms and experiments in alchemy. 
During the 4th century the development of Taoism seems 

to have reached a new stage. At that time in southern 
China there was already an ancient school of esoteric 
learning, exemplified by Ko Hung. The retreat of the Chin 
to southern China in the early 4th century brought to 
that region the organized religion and priesthood that had 
arisen in the north and west during the Tung Han. In this 
context, new priestly cults arose in the south, their teach- 

ing connected with a series of revelations, the first through 
Yang Hsi, which led to the formation first of the Shang- 
ch’ing sect and later to the rival Ling-pao sect. By the end 
of the period of division, Taoism had its own canons of 
scriptural writings, much influenced by Buddhist models 
but forming a quite independent religious tradition. 
The other, collective, and more popular form of Tao- 

ism, practiced in the communities or parishes throughout 
the country, was characterized by communal ceremonies 
(chai, “fasting sessions,” and ch’u, “banquets”) held by 
groups of Taoist families under the guidance of the local 
master, both on fixed dates and on special occasions. The 
purpose of such meetings was the collective elimination of 
sins (evil deeds being considered as the main cause of sick- 
ness and premature death) through incantations, deafening 
music, fasting, and the display of penance and remorse. 
The gatherings sometimes lasted several days and nights, 
and, according to the indignant reports of their Buddhist 
adversaries, they were ecstatic and sometimes even orgias- 
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tic. The allegation of sexual excesses and promiscuity may 
have been stimulated by the fact, unknown in Confucian 
and Buddhist ritual, that in Taoist meetings both men and 
women took part. 

The Taoist parish as an organization and the Taoist mas- 
ter who led it relied on two sources of income: the presents 
made by devotee families at ceremonial gatherings and 
the regular “Heavenly tax,” or yearly contribution of five 
bushels of rice, which every family was due to pay on the 
seventh day of the seventh month. The office of Taoist 
master was hereditary, within one family; in the early 
centuries Taoist priests usually married. Because Buddhist 
influence also increased at this humble level, however, the 
tao-shih more and more came to resemble the Buddhist 
clergy, especially since most Taoist priests, at least from 
the 5th century onward, went to live in Taoist monas- 
teries with their wives and children. In the 6th century, 
when Buddhism became paramount, some Taoist leaders 

introduced celibacy; in Sui times the unmarried state had 
become general, and the Taoist clergy with its monks 
and nuns had evolved into a counterpart of the Buddhist 
sangha. Unlike Buddhist monasteries, the Taoist monas- 
teries and clergy never developed great economic power. 
In spite of their resemblance or, perhaps, because of it, 

the two creeds were bitterly opposed throughout the pe- 

riod. Taoist masters were often involved in anti-Buddhist 
propaganda and persecution. As an answer to Buddhist 
claims of superiority, Taoist masters even developed the 
curious theory that the Buddha had been only a man- 
ifestation of Lao-tzu, who had preached to the Indians 
a debased form of Taoism, which naturally should not 
be reintroduced into China; this theme can be traced in 
Buddhist and Taoist polemic literature from the 4th to the 
13th century. 

Buddhism. The Buddhist age of China began in the 4th 
century. Several factors contributed to the extraordinary 
expansion and absorption of the foreign religion after 
about 300, both in the Chinese south and in the occupied 
north. A negative factor was the absence of a unified 
Confucian state, which naturally would be inclined to sup- 
press a creed whose basic tenets (notably the monastic life 
and the pursuit of individual salvation outside family and 
society) were clearly opposed to the ideals of Confucian- 
ism. The popularity of Hsiian Hsiieh was a positive and 
powerful factor. Especially in the south, Mahayana Bud- 
dhism, thoroughly amalgamated with Hsiian Hsieh, was 
preached by cultured monks in the circles of the Chien- 
k’ang aristocracy, where it became extremely popular. 
Another stimulus for the growth of Buddhism was the 

relative security and prosperity of monastic life. In a 
countryside devastated by war and rebellion, innumerable 
small peasants preferred to give up their independence and 
to avoid the scourges of heavy taxation, forced labour, and 
deportation by joining the large estates of the nobility as 
serfs, where they would get at least a minimum of protec- 
tion. This process of tax evasion and the consequent ex- 
tension of the manorial system also stimulated the growth 
of Buddhist monasteries as landowning institutions, peo- 
pled with both monks and families of hereditary temple 
serfs. By the beginning of the 6th century the monasteries 
had become an economic power of the first order, which, 
moreover, enjoyed special privileges (such as exemption 
from taxes). This, indeed, became a main source of tension 
between clergy and government and occasionally led to 
anti-Buddhist movements and harsh restrictive measures 
imposed upon the Buddhist church (446-452 and again 
in 574-578). 

The monastic life attracted many members of the gentry 
as well. In these times of turmoil, the official career was 
beset with dangers, and the monastery offered a hiding 
place to literati who tried to keep clear of the intrigues and 
feuds of higher official circles; thus the ancient Chinese 
ideal of the retired scholar merged with the new Buddhist 
ideal of the monastic life. Many large monasteries thereby 
became centres of learning and culture and so became even 
more attractive to members of minor gentry families, for 
whom the higher posts in government in any event would 
be unattainable. Buddhist institutions offered a kind of 
“internal democracy”—a fact of great social importance in 

the history of class-ridden medieval China. Finally, Bud- 
dhism was patronized by most of the “barbarian” rulers in 
the north. At first, they were mainly attracted by the pomp 

and magical power of Buddhist ritual. Later, other moti- 
vations were added to this. Unwilling to rely too much 
upon Chinese ministers with their following of clan mem- 
bers and clients, they preferred to make use of Buddhist 
masters, who as unmarried individuals were totally depen- 
dent on the ruler’s favour. Ideologically, Buddhism was 
less “Chinese” than Confucianism, especially in the north, 
where the connections with Central Asia constantly rein- 
forced its international and universalistic character. This 
peculiar “Sino-barbarian” nature of northern Buddhism 
with its foreign preachers and its huge translation projects 
strongly contrasts with the south, where Buddhism in the 
4th century was already fully domesticated. 
Because of all these circumstances, the large-scale devel- 

opment of Chinese Buddhism started only after the barbar- 
ian invasions of the early 4th century. In the 3rd century 
the picture did not basically differ from Han times: there 
are indications that Buddhism was still largely a religion 
of foreigners on Chinese soil (apart from some activity 
involving the translation of Buddhist scriptures). But by 
the 4th century the picture was changing. At the southern 
Chinese court in Chien-k’ang there was forming a clerical 
elite of Chinese monks and propagators of a completely 
Sinicized Buddhism, strongly amalgamated with Hsiian 
Hsueh, and their sophisticated creed was being spread 
among the southern gentry. Starting at Chien-k’ang and in 
northern Chekiang (the Hang-chou region), this trend was 
further developed in the late 4th and early Sth centuries 
in other cenires throughout the middle and lower Yangtze 
Basin. The highest flowering of this uniquely “Chinese” 
type of Buddhism took place in the early 5th century. 
In the north the climax of Buddhist activity and Impe- 

rial patronage occurred under the Wei, especially after the 
beginning of their policy of conscious Sinicization. The 
T’o-pa court and the great families vied with each other 
in building temples and granting land and money to the 
monasteries; the monumental cave temples at Yun-kang 

are lasting proof of this large-scale Imperial protection. 
This also had its dark side: in the north the Buddhist 
clergy became closely tied with secular government, and 
the lavish treatment of the church was counterbalanced by 
repeated attempts at government control. It may also be 
noted that the north remained open to influences brought 
by traveling monks from Central Asia, and an enormous 
amount of Indian Buddhist texts of all schools and eras 
was translated. 

Little is known of the beginnings of popular Buddhism. 
Among the masses there was, to judge from Taoist mate- 
rials, an intense mingling of Buddhist and popular Taoist 
notions and practices, such as communal festivals and the 
worship of local Taoist and Buddhist saints. At this level, 
simple devotionalism was no doubt far more influential 
than the scriptural teachings. It is also possible that the oral 
recital of Buddhist scriptures (mainly edifying tales) had 
already inspired the development of vernacular literature. 
In any event, the constant amalgamation of Buddhism, 

Taoism, and the innumerable local cults whose history 
went back into high antiquity was to continue for cen- 
turies, eventually producing an amorphous mass of creeds 
and practices collectively known as Chinese popular reli- 
gion. (E.Z./D.C.T.) 

The Sui dynasty 

The Sui dynasty (581-618), which reunified China after 
nearly four centuries of political fragmentation during 
which the north and south had developed in different 
ways, played a part far more important than its short span 
would suggest. In the same way that the Ch’in rulers of 
the 3rd century Bc had unified China after the Chan-kuo 
(Warring States) period, so the Sui brought China together 
again and set up many institutions that were to be adopted 
by their successors, the T’ang. Like the Ch’in, however, 
the Sui overstrained their resources and fell. And also as 
in the case of the Ch’in, traditional history has judged the 
Sui somewhat unfairly; it has stressed the harshness of the 
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Sui regime and the megalomania of its second emperor, 
giving too little credit for its many positive achievements. 
Wen-ti, the founder (reigned 581-604) of the Sui dynasty, 

was a high-ranking official at the Pei (Northern) Chou 

court, a member of one of the powerful northwestern 
aristocratic families that had taken service under the suc- 
cessive non-Chinese royal houses in northern China and 
had intermarried with the families of their foreign masters. 
The Pei Chou had recently (577) reunified northern China 
by the conquest of the rival northeastern dynasty of Pei 
Ch’i. But political life in the northern courts was extremely 
unstable. The succession of an apparently deranged and 
irresponsible young emperor to the Chou throne in 578 
set off a train of court intrigues, plots, and murders. Wen- 
ti was able to install a child as puppet emperor and then 
to seize the throne for himself. 
In control of all of northern China and in command of 

formidable armies, he immediately set about establishing 
order within his frontiers. He built himself a grand new 
capital, Ta-hsing, close to the site of the old Ch’in and 
Han capitals, a city erected very quickly with a prodigal 
use of compulsory labour. This great city remained (under 
the name Ch’ang-an) the capital of the Sui and T’ang 
dynasties and the principal seat of government until the 
beginning of the 10th century. 
Wen-ti also took quick action to protect the frontiers 

of his new state. China during the 6th century had a 
formidable northern neighbour in the Turks (T’u-chiieh), 
who controlled the steppe from the borders of Manchuria 
to the frontiers of the Byzantine and Sasanian empires. 
At the time of Wen-ti’s seizure of power, the Turks were 
splitting into two great empires, an eastern one domi- 
nating the Chinese northern frontier from Manchuria to 
Kansu, and a western one stretching in a vast arc north 
of the Tarim Basin into Central Asia. Wen-ti encouraged 
this split by supporting the khan of the western Turks, 
Tardu. Throughout his reign Wen-ti also pursued a policy 
of encouraging factional strife among the eastern Turks. 
At the same time he strengthened his defenses in the 
north by repairing the Great Wall. In the northwest in 
the area around the Koko Nor (Blue Lake), he defeated 

the T’u-yii-hun people, who from time to time raided the 
border territories. 
By the late 580s Wen-ti’s state was stable and secure 

enough for him to take the final step toward the reunifi- 
cation of the whole country. In 587 he dethroned the Em- 
peror of the Hou (Later) Liang, the state that had ruled the 
middle Yangtze Valley as a puppet of the Pei Chou since 
555. In 589 he overwhelmed the last southern dynasty, the 
Ch’en, which had put up only token resistance. Several 

rebellions against the Sui regime subsequently broke out 
in the south, but these were easily quelled. Wen-ti now 
ruled over a firmly reunited empire. 

WEN-TI'’S INSTITUTIONAL REFORMS 

Wen-ti’s achievement consisted of much more than 
strengthening and reunifying the empire. He provided it 
with uniform institutions and established a pattern of gov- 
ernment that survived into the T’ang dynasty and beyond. 
A hardworking administrator, he employed a number of 
extremely able ministers who combined skill in practical 
statecraft with a flexible approach to ideological problems. 
They revived the Confucian state rituals to win favour 
with the literati and to establish a link with the empire of 
the Han; and at the same time they fostered Buddhism, 
the dominant religion of the south, attempting to establish 
the Emperor’s image as an ideal Buddhist saint-king. 
Wen-ti’s lasting success, however, was in practical politics 

and institutional reforms. In the last days of the Pei Chou 
he had been responsible for a revision of the laws, and one 
of his first acts on becoming emperor was to promulgate 
a penal code, the New Code of 581. In 583 his ministers 
compiled a revised code, the K’ai-huang code, and admin- 
istrative statutes. These were far simpler than the laws of 
the Pei Chou, and more lenient. Considerable pains were 
taken to ensure that local officials studied and enforced 
the new laws. Toward the end of Wen-ti’s reign, when 
neo-Legalist political advisers gained ascendancy at court, 
the application of the laws became increasingly strict. The 

K’ai-huang code and statutes have not survived, but they 
provided the pattern for the T’ang code, the most influen- 
tial body of law in the history of the Far East. 
The central government under Wen-ti developed into a 

complex apparatus of ministries, boards, courts, and di- 
rectorates. The conduct of its personnel was supervised 
by another organ, the censorate. The emperor presided 

over this apparatus, and all orders and legislation were 
issued in his name. He was assisted by the heads of the 
three central ministries who acted as Counselors on State 
Affairs (I kuo-cheng). This system later provided the basic 
framework for the central government of the early T’ang. 
Even more important, he carried out a sweeping reform 

and rationalization of local government. The three-level 
system of local administration inherited from Han times 
had been reduced to chaos during the Sth and 6th cen- 
turies by excessive subdivision; there were innumerable 
local districts, some of them very small and dominated 
by single families. Wen-ti created a simplified structure 
in which a much reduced number of counties was di- 
rectly subordinated to prefectures. He also rationalized the 
chaotic rural administrative units into a uniform system 
of hsiang. Appointments to the chief offices in prefectures 
and counties were now made by the central government, 

rather than filled by members of local influential families 
as had been the practice. This reform ensured that local 
officials would be agents of the central government. It 
also integrated local officials into the normal pattern of 
bureaucratic promotion and in time produced a more ho- 
mogeneous civil service. 
Since the registration of population had fallen into chaos 

under the Pei Chou, a careful new census was carried out 
during the 580s. It recorded the age, status, and landed 

possessions of all the members of each. household in the 
empire. On the basis of this census, the land allocation 
system employed under the successive northern dynasties 
since the end of the Sth century was reimposed. The tax 
system also followed the old model of head taxes levied 
in grain and silk at a uniform rate. The taxable age was 
raised, and the annual period of labour service to which 
all taxpayers were liable was reduced. 
Wen-ti’s government, in spite of his frontier campaigns 

and vast construction works, was very economical and 

frugal. By the 590s he had accumulated great reserves, 
and when the Ch’en territories were incorporated into his 
empire he was in a position to exempt the new population 
from 10 years of taxes to help ensure their loyalty. 
The military system, likewise, was founded upon that 

of the northern dynasties; the Imperial forces were or- 
ganized in militias. They served regular annual turns of 
duty but lived at home during the rest of the year and 
were largely self-supporting. Many troops were settled in 
military colonies on the frontiers to make the garrisons 
self-sufficient. Only when there was a campaign did the 
costs of the military establishment soar. 

INTEGRATION OF THE SOUTH 

The second Sui emperor, Yang-ti (reigned 604-617), has 
been depicted as a supreme example of arrogance, extrav- 
agance, and personal depravity who squandered his patri- 
mony in megalomaniac construction projects and unwise 
military adventures. This mythical Yang-ti was to a large 
extent the product of the hostile record written of his reign 
shortly after his death. His reign began well enough, con- 
tinuing the trends begun under Wen-ti. A further revision 
of the law code with a general reduction of penalties was 
carried out in 607. 
Yang-ti’s principal achievement was the integration of 

the south more firmly into a unified China. There is little 
evidence that the south was ever completely brought into 
line with all the administrative practices of the north; 
the land allocation system seems unlikely to have been 
enforced there, and it is probable that the registration 
of the population, the essential foundation for the whole 
fiscal and military system, was only incompletely carried 
out in the old Ch’en territories. But Yang-ti himself was 
personally very much involved with the south. Married 
to a princess from the southern state of Liang, he had 
spent 591-600 as viceroy for the southern territories; their 
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successful integration into the Sui Empire after the initial 
wave of risings was largely due to his administration and 
to the generally clement policies employed in the former 
Ch’en territories. 
His identification with the southern interest was one of 

the reasons he began the establishment of an examination 
system, based upon the Confucian Classical curriculum, 
as a means of drawing into the bureaucracy scholars from 
the southern and northeastern elites that had preserved 
traditions of Confucian learning. Hitherto, the court had 
been dominated by the generally less cultivated aristocratic 
families of mixed blood from northwestern China. 
Yang-ti also attempted to weaken the predominance of 

the northwest by building a second great capital city at 
Lo-yang on the border of the eastern plains. This capital 
was not only distant from the home territories of the 
northwestern aristocrats but also easily provisioned from 
the rich farmlands of Hopeh and Honan. The new city 
was constructed in a great hurry, employing vast num- 
bers of labourers both in building and in transporting the 
timber and other materials required. Yang-ti also built 
new palaces and an immense Imperial park, again with a 
prodigal use of labour. 
Another grandiose plan aimed at unifying the empire 

was to develop still further the canal system his father had 
begun in the metropolitan region and to construct a great 
canal linking Lo-yang with the Huai River and with the 
southern capital, Chiang-tu (Yang-chou), on the Yangtze. 
Much of this route followed existing rivers and ancient 
canals, but it was still an immense undertaking that em- 
ployed masses of forced labourers working under appalling 
conditions. In 605 the canal system was opened between 
the capital at Lo-yang and the Yangtze, and in 610 it was 
extended south of the Yangtze to Hang-chou. At the same 
time, in preparation for campaigns in Manchuria and on 
the Korean frontier, another great canal was built north- 
ward from Lo-yang to the vicinity of modern Peking. By 
611 the whole eastern plain had a canal system linking 
the major river systems of northern China and providing 
a trunk route from the Yangtze Delta to the northern 
frontier. The construction of these waterways was inor- 
dinately expensive, caused terrible suffering, and left a 
legacy of widespread social unrest; but in the long term the 
transportation system was to be a most important factor 
for maintaining a unified empire. Further hardship was 
caused by the mass levies of labour required to rebuild 
and strengthen the Great Wall in Shansi in 607 and 608 
as a precaution against the resurgent eastern Turks. 

FOREIGN AFFAIRS UNDER YANG-TI 

In addition to these farsighted construction works, Yang- 
ti also pursued a very active foreign policy. An expedition 
to the south established sovereignty over the old Chinese 
settlement in Tongking and over the Champa state of Lin- 
yi in central Nam Viet. Several expeditions were sent to 
Taiwan, and relations with Japan were opened. The T’u- 
yu-hun people were driven out of Kansu and Tsinghai, 
and Sui colonies were established along the great western 
trade routes. The rulers of the various petty local states 
of Central Asia and the king of Kao-ch’ang (T’u-lu-p’an) 
became tributaries. A prosperous trade with Central Asia 
and the West grew up. 
The principal foreign threat was still posed by the Turks. 

These had now been completely split into the eastern 
Turks, who occupied most of the Chinese northern fron- 
tier, and the immensely powerful western Turks, whose 
dominions stretched westward to the north of the Tarim 
Basin as far as Sasanian Persia and Afghanistan. During 
the early part of Yang-ti’s reign the western Turks, whose 
ruler, Ch’u-lo, was half-Chinese, were on good terms with 
the Sui. In 610, however, Yang-ti supported a rival, She- 
kuei, who drove out Ch’u-lo. The latter took service, with 
an army of 10,000 followers, at Yang-ti’s court. When 
Sui power began to wane after 612, the western Turks 
under She-kuei gradually replaced the Sui garrisons in 
Central Asia and established control over the states of the 
Tarim Basin. The eastern Turks had remained on good 
terms with the Sui, their khans being married to Chinese 
princesses. In 613 P’ei Chi, Yang-ti’s principal agent in 

dealing with the foreign states of the north, attempted 
unsuccessfully to dethrone the eastern Turkish khan and 
split up his khanate. Relations with the Turks rapidly de- 
teriorated, and in the last years of his reign Yang-ti had to 
contend with a hostile and extremely powerful neighbour. 
His most costly venture was a series of campaigns in 

Korea. At that time Korea was divided into three king- 
doms, of which the northern one, Koguryé, was the most 
important and powerful. It was hostile to the Chinese and 
refused to pay homage to Yang-ti. Yang-ti made careful 
preparations for a punitive campaign on a grand scale, in- 
cluding construction of the Yung-chi-ch’ii canal from Lo- 
yang to Peking. In 611 the canal was completed; a great 
army and masses of supplies were collected, but terrible 
floods in Hopeh delayed the campaign. During 612, 613, 
and 614 Yang-ti campaigned against the Koreans. The first 
two campaigns were unsuccessful and were accompanied 
by the outbreak of many minor rebellions in Shanitung 
and southern Hopeh. The severe repression that followed 
led to outbreaks of disorder throughout the empire. In 614 
yet another army was sent into Korea and threatened the 
capital at P’yOngyang, but it had to withdraw without a 
decisive victory. These futile campaigns distracted Yang- 
ti’s attention from the increasingly vital internal problems 
of his empire, involved an immense loss of life and ma- 

tériel, and caused terrible hardships among the civilian 
population. They left the Sui demoralized, militarily crip- 
pled, and financially ruined. 
At this point, Yang-ti decided to secure his relations 

with his northern neighbours. His envoy, P’ei Chii, had 

continued to intrigue against the eastern Turkish khan, in 
spite of the fact that the Sui were no longer in a position 
of strength. When in the summer of 615 Yang-ti went to 
inspect the defenses of the Great Wall, he was surrounded 
and besieged by the Turks at Yen-men; he was rescued 
only after a month of peril. 
Rebellions and uprisings soon broke out in every region 

of the empire. Late in 616 Yang-ti decided to withdraw 
to his southern capital of Chiang-tu, and much of north- 

ern China was divided among rebel regimes contending 
with one another for the succession to the empire. Yang- 
ti remained nominally emperor until the spring of 618, 
when he was murdered by members of his entourage at 
Chiang-tu. But by 617 the real powers in China had be- 
come the various local rebels: Li Mi in the area around 
Lo-yang, Tou Chien-te in the northeast, Hsiieh Chi in 
the far northwest, and Li Yuan (who remained nominally 
loyal but had established a local position of great power) 
in Shansi. At the beginning of 617 Li Yuan inflicted a 
great defeat on the eastern Turks and thus consolidated his 
local power in the impregnable mountainous area around 
T’ai-yuan. In the summer of 617 he raised an army and 
marched on the capital with the aid of the Turks and 
other local forces; Ch’ang-an fell at year’s end. Hsieh 
Chii’s northwestern rebels were crushed, and the armies of 
Li Yuan occupied Szechwan and the Han River valley. A 
Sui prince, Kung-ti, was enthroned as “emperor” in 617, 
while Yang-ti was designated “retired emperor.” In the 
summer of 618, after Yang-ti’s death, Li Yuan (known by 
his temple name, Kao-tsu) deposed his puppet prince and 
proclaimed himself emperor of a new dynasty, the T’ang, 
which was to remain in power for nearly three centuries. 

The T’ang dynasty 

EARLY T’ANG (618-626) 

When Kao-tsu became emperor (reigned 618-626), he 
was still only one among the contenders for control of the 
empire of the Sui. It was several years before the empire 
was entirely pacified. After the suppression of Hsiieh Chii 
and the pacification of the northwest, the T’ang had to 
contend with three principal rival forces: the Sui remnants 
commanded by Wang Shih-ch’ung at Lo-yang, the rebel 
Li Mi in Honan, the rebel Tou Chien-te in Hopeh, and 
Yii-wen Hua-chi, who had assassinated the previous Sui 
emperor Yang-ti and now led the remnants of the Sui’s 
southern armies. Wang Shih-ch’ung set up a grandson of 
Yang-ti at Lo-yang as the new Sui emperor. Yii-wen Hua- 
chi led his armies to attack Lo-yang, and Wang Shih- 
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ch’ung persuaded Li Mi to return to his allegiance with the 
Sui and help him fight Yii-wen Hua-chi. Li Mi defeated 
Yu-wen Hua-chi’s armies but depleted his own forces seri- 
ously. Wang Shih-ch’ung, seeing the chance to dispose of 
his most immediate rival, took over Lo-yang and routed 
Li Mi’s forces. Li Mi fled to Ch’ang-an and submitted 
to the T’ang. In the spring of 619 Wang Shih-ch’ung de- 
posed the puppet Sui prince at Lo-yang and proclaimed 
himself emperor. 
The T’ang armies gradually forced him to give ground 

in Honan, and by 621 Kao-tsu’s son Li Shih-min was 
besieging him in Lo-yang. At this time Wang Shih-ch’ung 
attempted to form an alliance with the most powerful of 
all the Sui rebels, Tou Chien-te, who controlled much 
of Hopeh and who had completed the defeat of Yi-wen 
Hua-chi’s forces in 619. He held the key area of southern 
Hopeh, where he had successfully resisted both the T’ang 
armies and the forces of Wang and Li. Tou now agreed 
to come to the aid of the beleaguered Wang, but in the 
spring of 621 Li Shih-min attacked his army before it 
could lift the siege, routed it, and captured Tou. Wang 

then capitulated. The T’ang had thus disposed of its two 
most powerful rivals and extended its control over most 

of the eastern plain, the most populous and prosperous 
region of China. 
This was not the end of resistance to the T’ang conquest. 

Most of the surrendered rebel forces had been treated le- 
niently, and their leaders were often confirmed in office or 
given posts in the T’ang administration. Tou and Wang, 
however, were dealt with severely, Tou being executed 
and Wang murdered on his way to exile. At the end of 
621 Tou’s partisans in the northeast again rebelled under 
Liu Hei-t’a and recaptured most of the northeast. He was 
finally defeated by a T’ang army under the crown prince 
Chien-ch’eng at the beginning of 623. The prolonged 
resistance in Hopeh and the comparatively harsh T’ang 
conquest of the region were the beginning of resistance 
and hostility in the northeast that continued to some de- 
gree throughout the T’ang dynasty. 
Resistance was not confined to the northeast. Liu Wu- 

chou in the far north of Shansi, who had been a constant 

threat since 619, was finally defeated and killed by his 
former Turkish allies in 622. In the south during the con- 
fusion at the end of the Sui, Hsiao Hsien had set himself 
up as emperor of Liang, controlling the central Yangtze 
region, Kiangsi, Kwangtung, and Annam. The T’ang army 
descended the Yangtze from Szechwan with a great fleet 
and defeated Hsiao Hsien’s forces in two crucial naval 
battles. In 621 Hsiao Hsien surrendered to the T’ang, 
who thus gained control of the central Yangtze and the 
far south. The southeast was occupied by another rebel, 
Li Tzu-t’ung, based in Chekiang. He, too, was decisively 
defeated near modern Nanking at the end of 621. As had 
been the case with Hsiao Hsien’s dominions, the southeast 
was incorporated into the T’ang Empire with a minimum 
of fighting and resistance. A last southern rebellion by Fu 
Kung-shih, a general who set up an independent regime at 
Nanking in 624, was speedily suppressed. After a decade 
of war and disorder, the empire was completely pacified 
and unified under the T’ang house. 
Administration of the state. The T’ang unification had 

been far more prolonged and bloody than the Sui con- 
quest. That the T’ang regime lasted for nearly three 
centuries rather than three decades, as with the Sui, was 
largely the result of the system of government imposed 
on the conquered territories. The emperor Kao-tsu’s role 
in the T’ang conquest was understated in the traditional 
histories compiled under his successor T’ai-tsung (Li Shih- 
min; reigned 626-649), which portrayed T’ai-tsung as the 
prime mover in the establishment of the dynasty. T’ai- 
tsung certainly played a major role in the campaigns, but 
Kao-tsu was no figurehead. Not only did he direct the 
many complex military operations, but he also established 
the basic institutions of the T’ang state, which proved 
practicable not only for a rapidly developing Chinese so- 
ciety but also for the first centralized states in societies 
as diverse as those of Japan, Korea, Nam Viet, and the 
southwestern kingdom of Nan Chao. 
The structure of the new central administration resem- 

bled that of Wen-ti’s time, with its ministries, boards, 
courts, and directorates. There was no radical change in 
the dominant group at court. Most of the highest ranks in 
the bureaucracy were filled by former Sui officials, many 
of whom had been the new emperor’s colleagues when he 
was governor in T’ai-ylian, or by descendants of officials 
of the Pei Chou, Pei Ch’i, or Sui, or of the royal houses 

of the northern and southern dynasties. The T’ang were 
related by marriage to the Sui royal house, and a majority 
of the chief ministers were related by marriage to either 
the T’ang or Sui Imperial family. The emperor’s court was 
composed very largely of men of similar social origins. At 
this level the T’ang in its early years, like the Sui before it, 
continued the pattern of predominantly aristocratic rule 
that had dominated the history of the northern courts. 
Kao-tsu also continued the pattern of local administra- 

tion established under the Sui and maintained the strict 
control exercised by the central government over provin- 
cial appointments. In the first years after the T’ang con- 
quest, many prefectures and counties were fragmented to 
provide offices for surrendered rebel leaders, surrendered 
Sui officials, and followers of the emperor. But these new 
local districts were gradually amalgamated and reduced in 
number, and by the 630s the pattern of local administra- 
tion was very similar to that under the Sui. The merging 
of the local officials into the main bureaucracy, however, 
took time; ambitious men still looked upon local posts 
as “exile” from the main current of official promotion at 
the capital. Until well into the 8th century many local 
officials continued to serve for long terms, and the ideal of 
a regular circulation of officials prevailed only gradually. 
Local government in early T’ang times had a consider- 

able degree of independence, but each prefecture was in 
direct contact with the central ministries. In the spheres of 
activity that the administration regarded as crucial—regis- 
tration, land allocation, tax collection, conscription of men 

for the army and for corvée duty, and the maintenance 
of law and order—prefects and county magistrates were 
expected to follow centrally codified law and procedure. 
They were, however, permitted to interpret the law to suit 
local conditions. Local influences remained very strong 
in the prefectures and counties. Most of the personnel in 
these divisions were local men, many of them members 
of families of petty functionaries. 
Fiscal and legal system. Kao-tsu had inherited a 

bankrupt state, and most of his measures were aimed at 
simple and cheap administration. His bureaucracy was 
very small, at both the central and local levels. The ex- 
penses of government were largely met out of endowments 
of land attached to each office, the rents from which paid 
office expenses and salaries; by interest on funds of money 
allocated for similar purposes; and by services of taxpayers 
who performed many of the routine tasks of government 
as special duties, being exempted from tax in return. 
Land distribution followed the equal allocation system 

used under the northern dynasties and the Sui. Every tax- 
able male was entitled to a grant of land, part of which 
was to be returned when he ceased to be a taxpayer at 60, 
part of which was hereditary. The disposal of landed prop- 
erty was hedged around with restrictive conditions. Great 
landed estates were limited to members of the Imperial 
clan and powerful officials, to various state institutions, 
and to the Buddhist foundations. Although some land was 
hereditary, and more and more passed into the hereditary 
category with the passage of time, the lack of primogeni- 
ture meant that landholdings were fragmented among all 
the sons in each generation and thus tended to be small. It 
is unlikely that the system was ever enforced to the letter 
in any region, and it was probably never enforced at all in 
the south. But as a legal system governing registration of 
landed property and restricting its disposal, it remained in 
force until An Lu-shan’s rebellion in the 8th century. 
The tax system based on this land allocation system was 

also much the same as that under the Sui and preceding 
dynasties. Every adult male paid a head tax in grain and 
cloth and was liable to 20 days of work for the central gov- 
ernment (normally commuted into a payment in cloth) 
and to a further period of work for the local authorities. 
Revenues were collected exclusively from the rural popu- 
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lation, the trade sector and the urban communities being 
exempt, and the system bore more heavily upon the poor, 

since it ignored the taxpayer’s economic status. 
The Sui had made a somewhat desultory attempt to pro- 

vide China with a unified coinage. Kao-tsu set up mints 
and began the production of a good copper currency that 
remained standard throughout the T’ang era. But cash 
was in short supply during most of the 7th century and 
had to be supplemented by standard-sized lengths of silk. 
Counterfeiting was rife, particularly in the Yangtze Valley 
where the southern dynasties had supported a more highly 
monetized economy, and where the governments had ex- 
ploited commerce as a source of revenue. 
Kao-tsu also undertook a new codification of all cen- 

tralized law, completed in 624. It comprised a code that 
embodied what were considered basic, unchanging norma- 
tive rules, prescribing fixed penalties for defined offenses; 
statutes, comprising the general body of universally appli- 
cable administrative law; regulations, or codified legislation 
supplementary to the code and statutes; and ordinances, 
detailed procedural laws supplementing the statutes and 
issued by the departments of the central ministries. Under 
the early T’ang this body of codified law was revised every 
20 years or so. The systematic effort to maintain a uni- 
versally applicable codification of law and administrative 
practice was essential to the uniform system of adminis- 
tration that the T’ang succeeded in imposing throughout 
its diverse empire. The T’ang code proved remarkably 
durable. It was still considered authoritative as late as the 
14th century and was used as a model by the Ming. It 
was also adopted with appropriate modifications in Japan 
in the early 8th century and by the Koreans and the 
Vietnamese at a much later date. 
Kao-tsu thus laid down, in the very first years of the 7th 

century, institutions that survived until the middle of the 
8th century. These provided strong central control, a high 
level of administrative standardization, and very econom- 
ical administration. 

THE PERIOD OF T’ANG POWER (626-755) 
Two of Kao-tsu’s sons were rivals for the succession: the 
crown prince Chien-ch’eng and Li Shih-min, the general 
who had played a large part in the wars of unification. 
Their rivalry, and the factional strife it generated, reached 
a peak in 625-626 when it appeared that Chien-ch’eng 
was likely to succeed. In a military coup, Li Shih-min 
murdered Chien-ch’eng and another of his brothers and 
forced his father to abdicate in his favour. He succeeded 
to the throne in 626 and is known by his temple name, 
T’ai-tsung. 
The “era of good government.” The reign of T’ai-tsung 

(626-649), known traditionally as the “era of good gov- 
ernment of Chen-kuan,” was not notable for innovations 
in administration. Generally, his policies developed and 
refined those of his father’s reign. The distinctive element 
was the atmosphere of his administration and the close 
personal interplay between the sovereign and his unusu- 
ally able team of Confucian advisers. It approached the 
Confucian ideal of a strong, able, energetic, yet fundamen- 
tally moral king seeking and accepting the advice of wise 
and capable ministers, advice that was basically ethical 
rather than technical. Some important changes in political 
organization were begun during his reign and were con- 
tinued throughout the 7th century. The court remained 
almost exclusively the domain of men of aristocratic birth. 
But T’ai-tsung attempted to balance the regional groups 
among the aristocracy so as to prevent the dominance of 
any single region. They comprised the Kuan-lung group 
from the northwest, the Tai-pei group from Shansi, the 
Shantung group from Hopeh, and the southern group 
from the Yangtze Valley. The most powerful Hopeh clans 
were excluded from high office, but T’ai-tsung employed 
members of each of the other groups and of the lesser 
northeastern aristocracy in high administrative offices as 
well as in his consultative group of scholars. 
A second change was the use of the examination sys- 

tem ona large scale. The Sui examinations had already 
been reestablished under Kao-tsu, who had also revived 
the Sui system of high-level schools at the capital. Under 

T’ai-tsung the schools were further expanded and new 
ones established. Measures were taken to standardize their 
curriculum; an official orthodox edition of the Classics 
with a standard commentary was completed in 638. The 
schools at the capital were mostly restricted to the sons 
of the nobility and of high-ranking officials. Other exami- 
nation candidates, however, came from the local schools. 
The examinations were in principle open to all, but they 
provided relatively few new entrants to the bureaucracy. 
Most officials still entered service by other means—by 
hereditary privilege as sons of officials of the upper ranks 
or by promotion from the clerical service or the guards. 
The examinations demanded a high level of education in 
the traditional curriculum and were largely used as an 
alternative method of entry by younger sons of the aris- 
tocracy and by members of lesser families with a scholar- 
official background. Moreover, personal recommendation, 
the lobbying of examiners, and often a personal interview 
by the emperor played a large part. Even in late T’ang 
times, not more than 10 percent of officials were recruited 
by the examinations. The main effect of the examination 
system in T’ang times was to bring into being a highly 
educated court elite within the bureaucracy, to afford ac- 
cess to the upper levels of the bureaucracy for members of 
locally prominent clans, and in the long term to break the 
monopoly of political power held by the upper aristocracy. 
The employment of persons dependent for their position 
on the emperor and the dynasty, rather than upon birth 
and social standing, made it possible for the T’ang emper- 
ors to establish their own power and independence. 
In the early years there was a great debate as to whether 

the T’ang ought to reintroduce the feudal system used 
under the Chou and the Han, by which authority was 

delegated to members of the Imperial clan and powerful 
officials and generals who were enfeoffed with hereditary 
territorial jurisdictions. T’ai-tsung eventually settled on a 
centralized form of government through prefectures and 
counties staffed by members of a unified bureaucracy. The 
T’ang retained a nobility, but its “fiefs of maintenance” 
were merely lands whose revenues were earmarked for its 
use and gave it no territorial authority. 
T’ai-tsung continued his father’s economic policies, and 

government remained comparatively simple and cheap. 
He attempted to cut down the bureaucratic establishment 
at the capital and drastically reduced the number of lo- 
cal government divisions. The country was divided into 
10 provinces, which were not permanent administrative 
units but “circuits” for occasional regional inspections of 
the local administrations; these tours were carried out by 
special commissioners, often members of the censorate, 
sent out from the capital. This gave the central govern- 
ment an additional means of maintaining standardized 
and efficient local administration. Measures to ensure tax 
relief for areas stricken by natural disasters, and the estab- 
lishment of relief granaries to provide adequate reserves 
against famine, helped to ensure the prosperity of the 
countryside. T’ai-tsung’s reign was a period of low prices 
and general prosperity. 
T’ai-tsung was also successful in his foreign policy. In 

630 the eastern Turks were split by dissension among their 
leadership and by the rebellion of their subject peoples. 
Chinese forces invaded their territories, totally defeated 
them, and captured their khan, and T’ai-tsung was recog- 
nized as their supreme sovereign, the “Heavenly khan.” 
Many of the surrendered Turks were settled on the Chi- 
nese frontier, and many served in the T’ang armies. A 
similar policy of encouraging internal dissension was later 
practiced against the western Turks, who split into two 
separate khanates for a while. In 642-643 a new khan 
reestablished a degree of unified control with Chinese 
support and agreed to become a tributary of the Chinese. 
To seal the alliance, T’ai-tsung married him to a Chi- 
nese princess. 
The eclipse of Turkish power enabled T’ai-tsung to ex- 

tend his power over the various small states of the Tarim 
Basin. By the late 640s a Chinese military administration 
had extended westward even beyond the limits of modern 
Sinkiang. To the north, in the region of the Orhon River 
and to the north of the Ordos Desert, the T’ang armies 
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defeated the Hstieh-yen-t’o, former vassals of the eastern 
Turks, who became T’ang vassals in 646. The T’u-yui-hun 
in the region around Koko Nor (Blue Lake) caused consid- 
erable trouble in the early 630s. T’ai-tsung invaded their 
territory in 634 and defeated them, but they remained 
unsubdued and invaded Chinese territory several times. 
The Chinese western dominions now extended farther 

than in the great days of the Han. Trade developed with 
the West, with Central Asia, and with India. The Chinese 
court received embassies from Sasanian Persia and from 
the Byzantine Empire. The capital was thronged with for- 
eign merchants and foreign monks and contained a variety 
of non-Chinese communities. The great cities had their 
Zoroastrian, Manichaean, and Nestorian temples, along 
with the Buddhist monasteries that had been a part of the 
Chinese scene for centuries. 
T’ai-tsung’s only failure in foreign policy was in Korea. 

The northern state of Kogury6 had sent tribute regularly, 
but in 642 there was an internal coup; the new ruler at- 
tacked Silla, another T’ang vassal state in southern Korea. 
T’ai-tsung decided to invade Kogury6, against the advice 
of most of his ministers. The T’ang armies, in alliance 
with the Khitan in Manchuria and the two southern Ko- 
rean states Paekche and Silla, invaded Kogury6é in 645 
but were forced to withdraw with heavy losses. Another 
inconclusive campaign was waged in 647, and the very 
end of T’ai-tsung’s reign was spent in building a vast fleet 
and making costly preparations for a final expedition. 
T’ai-tsung’s last years also saw a decline in the firm grasp 

of the Emperor over politics at his court. In the 640s a bit- 
ter struggle for the succession developed when it became 
clear that the designated heir was mentally unstable. The 
court split into factions supporting various candidates. 
The final choice, Li Chih, prince of Chin (reigned 649- 
683; temple name Kao-tsung) was a weak character, but 
he had the support of the most powerful figures at court. 
Rise of the empress Wu-hou. Kao-tsung was 21 when 

he ascended the throne. In his first years he was dom- 
inated by the remaining great statesmen of T’ai-tsung’s 
court, above all by the Emperor’s uncle Chang-sun Wu- 
chi. But real power soon passed from Kao-tsung into the 
hands of the empress Wu-hou, one of the most remark- 
able women in Chinese history. Wu-hou had been a low- 
ranking concubine of T’ai-tsung. She was taken into Kao- 
tsung’s palace and, after a series of complex intrigues, 
managed in 655 to have the legitimate empress, Wang, 
deposed and herself appointed in her place. The struggle 
between the two was not simply a palace intrigue. Em- 
press Wang, who was of noble descent, had the backing of 
the old northwestern aristocratic faction and of the great 
ministers surviving from T’ai-tsung’s court. Wu-hou came 
from a family of lower standing from Tai-yiian. Her father 
had been one of Kao-tsu’s original supporters, her mother 
a member of the Sui royal family. She seems to have been 
supported by the eastern aristocracy, by the lesser gentry, 
and by the lower ranking echelons of the bureaucracy. 
But her success was largely the result of her skill in 

intrigue, her dominant personality, and her utter ruthless- 
ness. The deposed empress and another Imperial favourite 
were savagely murdered, and the next half century was 
marked by recurrent purges in which she hounded to 
death one group after another of real or imagined ri- 
vals. The good relationship between the emperor and his 
court, which had made T’ai-tsung’s reign so successful, 
was speedily destroyed. Political life became precarious 
and insecure, at the mercy of the Empress’ unpredictable 
whims. The first victims were the elder statesmen of T’ai- 
tsung’s reign, who were exiled, murdered, or driven to 
suicide in 657-659. In 660 Kao-tsung suffered a stroke. 
He remained in precarious health for the rest of his reign, 
and Wu-hou took charge of the administration. 
Although utterly unscrupulous in politics, she backed up 

her intrigues with policies designed to consolidate her po- 
sition. In 657 Lo-yang was made the second capital. The 
whole court and administration were frequently transferred 
to Lo-yang, thus removing the centre of political power 
from the home region of the northwestern aristocracy. 
Ministries and court offices were duplicated; Lo-yang had 
to be equipped with all the costly public buildings needed 

for a capital. After Kao-tsung’s death, Wu-hou took up 
permanent residence there. Kao-tsung and Wu-hou were 
obsessed by symbolism and religion. One favourite magi- 
cian, holy man, or monk followed another. State rituals 
were radically changed. For symbolic reasons the names 
of all offices were altered, and the emperor took the new 

title of “Heavenly emperor.” 
The bureaucracy was rapidly inflated to a far greater size 

than in T’ai-tsung’s time, many of the new posts being 
filled by candidates from the examination system who now 
began to attain the highest offices and thus to encroach on 
what had been the preserves of the aristocracy. Another 
blow at the aristocracy was struck by the compilation in 
659 of a new genealogy of all the empire’s eminent clans, 
which ranked families according to the official positions 
achieved by their members rather than by their traditional 
social standing. Needless to say, the first family of all 
was that of Wu-hou. The lower ranks of the bureaucracy, 

among whom the Empress found her most solid support, 
were encouraged by the creation of new posts, by greater 
opportunities for advancement, and by salary increases. 
The Chinese were engaged in foreign wars throughout 

Kao-tsung’s reign. Until 657 they waged continual war 
against the western Turks, finally defeating them and plac- 
ing their territories as far as the valley of the Amu Darya 
under a nominal Chinese protectorate in 659-661. Kao- 
tsung also waged repeated campaigns against Kogury6 in 
the late 650s and 660s. In 668 the T’ang forces took 
P’yOngyang, the capital, and Kogury6d was also placed 
under a protectorate. But by 676 rebellions forced the 
Chinese to withdraw to southern Manchuria, and all Ko- 
rea was increasingly dominated by the rapidly expanding 
power of the southern Korean state of Silla. The eastern 
Turks, who had been settled along the northern border, re- 
belled in 679-681 and were quelled only: after widespread 
destruction and heavy losses to the Chinese forces. 
The most serious foreign threat in Kao-tsung’s reign was 

the emergence of a new and powerful force to the west, 
the Tibetans (T’u-fan), a people who had exerted constant 
pressure on the northern border of Szechwan since the 
630s. By 670 the Tibetans had driven the T’u-yii-hun from 
their homeland in the Koko Nor basin. The northwest had 
to be increasingly heavily fortified and garrisoned to guard 
against their repeated raids and incursions. After a series 
of difficult campaigns, they were finally checked in 679. 
When Kao-tsung died in 683 he was succeeded by the 

young Chung-tsung, but Wu-hou was made empress dowa- 
ger and immediately took control over the central admin- 
istration. Within less than a year she had deposed Chung- 
tsung, who had shown unexpected signs of independence, 
and replaced him by another puppet emperor, Jui-tsung, 
who was kept secluded in the Inner Palace while Wu-hou 
held court and exercised the duties of sovereign. 
In 684 disaffected members of the ruling class under Li 

Ching-yeh raised a serious rebellion at Yang-chou in the 
south, but this was speedily put down. The Empress insti- 
tuted a reign of terror among the members of the T’ang 
royal family and officials, employing armies of agents and 
informers. Fear overshadowed the life of the court. The 
Empress herself became more and more obsessed with re- 
ligious symbolism. She manipulated Buddhist scripture to 
justify her becoming sovereign and in 688 erected a Ming 
T’ang (“Hall of Light”)—the symbolic supreme shrine to 
Heaven described in the Classics—a vast building put 
up with limitless extravagance. In 690 the Empress pro- 
claimed that the dynasty had been changed from T’ang to 
Chou. She became formally the empress in her own right, 
the only woman sovereign in China’s history. Jui-tsung, 
the Imperial heir, was given her surname, Wu; everybody 
with the surname Wu in the empire was exempted from 
taxation. Every prefecture was ordered to set up a temple 
in which the monks were to expound the notion that the 
Empress was an incarnation of Buddha. Lo-yang became 
the “holy capital,” and the state cult was ceremoniously 
transferred there from Ch’ang-an. The remnants of the 
T’ang royal family who had not been murdered or ban- 
ished were immured in the depths of the palace. 
Destructive and demoralizing as the effects of her poli- 

cies must have been at the capital and at court, there 
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is little evidence of any general deterioration of adminis- 
tration in the empire. By 690 the worst excesses of her 
regime were past. In the years after she had proclaimed 

herself empress she retained the services and loyalty of a 
number of distinguished officials. The court, however, was 
still unstable, with unending changes of ministers, and the 
Empress remained susceptible to the influence of a series 
of worthless favourites. After 700 she gradually began to 
lose her grip on affairs. 
The external affairs of the empire had meanwhile taken 

a turn for the worse. The Tibetans renewed their warfare 
on the frontier. In 696 the Khitan in Manchuria rebelled 
against their Chinese governor and overran part of Hopeh. 
The Chinese drove them out, with Turkish aid, in 697. 
The Chinese reoccupied Hopeh under a member of the 
Empress’ family and carried out brutal reprisals against 
the population. In 698 the Turks in their turn invaded 
Hopeh and were driven off only by an army under the 
nominal command of the deposed emperor, Chung-tsung, 
who had been renamed heir apparent in place of Jui-tsung. 
The military crisis had forced the Empress to abandon 
any plan to keep the succession within her own family. 
The expenses of the empire began to call for new taxes. 

These took the form of a household levy—a graduated 
tax based on a property assessment upon everyone from 
the nobility down, including the urban population—and 
a land levy collected on an acreage basis. These new taxes 
were to be assessed on the basis of productivity or wealth, 
rather than on a uniform per capita basis. Some tried to 
evade taxes by illegally subdividing their households to 
reduce their liabilities. There was a large-scale migration 
of peasant families fleeing from oppression and heavy tax- 
ation in the Hopeh and Shantung area. This migration of 
peasants, who settled as unregistered squatters on vacant 
land in central and southern China and no longer paid 
taxes, was accelerated by the Khitan invasion in the late 
690s. Attempts to stop it were ineffectual. 
By 705 the Empress, who was now 80, had allowed 

control of events to slip from her fingers. The bureau- 
cratic faction at court, tired of the excesses of her latest 
favourites, forced her to abdicate in favour of Chung- 
tsung. The T’ang was restored. 
Chung-tsung, however, also had a domineering wife, the 

empress Wei, who initiated a regime of utter corruption 
at court, openly selling offices. When the Emperor died in 

710, probably poisoned by her, she tried to establish her- 
self as ruler as Wu-hou had done before her. But Li Lung- 
chi, the future Hstian-tsung, with the aid of Wu-hou’s 

formidable daughter, T’ai-p’ing, and of the palace army, 
succeeded in restoring his father, Jui-tsung (the brother of 
Chung-tsung), to the throne. The Princess now attempted 

to dominate her brother, the Emperor, and there followed 

a struggle for power between her and the heir apparent. 
In 712 Jui-tsung ceded the throne to Hsiian-tsung but 
retained in his own hands control over the most crucial ar- 
eas of government. A second coup, in 713, placed Hsiian- 
tsung completely in charge and resulted in Jui-tsung’s re- 
tirement and in the princess T’ai-p’ing’s suicide. 
Prosperity and progress. Hstian-tsung’s reign (712-756) 

was the high point of the T’ang dynasty. It was an era 
of wealth and prosperity that saw institutional progress 
along with a flowering of the arts. Political life was at 
first dominated by the bureaucrats recruited through the 
examination system who had staffed the central govern- 
ment under Wu-hou. But a gradual revival of the power 
of the great aristocratic clans tended to polarize politics, a 
polarization that was sharpened by the Emperor’s employ- 
ment of a series of aristocratic specialists who reformed 
the empire’s finances from 720 onward, often in the teeth 
of bureaucratic opposition. 
After 720 a large-scale reregistration of the population 

produced a greatly increased number of taxpayers and re- 
stored state control over vast numbers of unregistered fam- 
ilies. The new household and land taxes were expanded. 
In the 730s the canal system, which had been allowed to 
fall into neglect under Wu-hou and her successors, was 

repaired.and reorganized so that the administration could 
transport large stocks of grain from the Yangtze region to 
the capital and to the armies on the northern frontiers. 

The south was at last financially integrated with the north. 
By the 740s the government had accumulated enormous 
reserves of grain and wealth. The tax and accounting sys- 
tems were simplified, taxes and labour services reduced. 
Some important institutional changes accompanied these 

reforms. The land registration, reorganization of trans- 
port, and coinage reform were administered by specially 
appointed commissions holding extraordinary powers, in- 
cluding the authority to recruit their own staff. These 
commissions were mostly headed by censors, and they 
and the censorate became centres of aristocratic power. 
The existence of these new offices reduced the influence 
of the regular ministries, enabling the emperor and his 
aristocratic advisers to circumvent the normal channels 
and procedures of administration. 
After 736 the political dominance of the aristocracy was 

firmly reestablished. An aristocratic chief minister, Li Lin- 
fu, became a virtual dictator, his powers increasing as 
Hswan-tsung in his later years withdrew from active affairs 
into the pleasures of palace life and the study of Tao- 
ism. In the latter part of his reign Hstian-tsung, who had 
previously strictly circumscribed the power of the palace 
women to avoid a recurrence of the disasters of Wu-hou’s 
time and had also excluded members of the royal family 
from politics, faced a series of succession plots. In 745 
he fell deeply under the influence of a new favourite, the 
Imperial concubine Yang Kuei-fei. In 751-752 one of her 
relatives, Yang Kuo-chung, thanks to her influence with 
the Emperor, rapidly rose to rival Li Lin-fu for supreme 
power. After Li’s death in 752 Yang Kuo-chung domi- 
nated the court. He had not, however, Li’s great political 
ability nor his experience and skill in handling people. 
Military reorganization. The most important new de- 

velopment in Hstian-tsung’s reign was the growth in the 
power of the military commanders. During Kao-tsung’s 
reign the old militia system had proved inadequate for 
frontier defense and had been supplemented by the insti- 
tution of permanent armies and garrison forces quartered 
in strategic areas on the frontiers. These armies were made 
up of long-service veterans, many of them non-Chinese 
cavalry troops, settled permanently in military colonies. 
Although these armies were adequate for small-scale oper- 
ations, for a large-scale campaign an expeditionary army 
and a headquarters staff had to be specially organized and 
reinforcements sent in by the central government. This 
cumbersome system was totally unsuitable for dealing 
with the highly mobile nomadic horsemen on the north- 
ern frontiers. 
At the beginning of Hstian-tsung’s reign the Turks threat- 

ened to become again a major power, rivaling China in 
Central Asia and along the borders. Mo-ch’o, the Turkish 
khan who had invaded Hopeh in the aftermath of the 
Khitan invasion in the time of Wu-hou and had attacked 
the Chinese northwest at the end of her reign, turned his 
attention northward. By 711 he controlled the steppe from 
the Chinese frontier to Transoxiana and appeared likely 
to develop a new unified Turkish empire. When he was 
murdered in 716 his flimsy empire collapsed. His succes- 
sor, Bilge, tried to make peace with the Chinese in 718, 
but Hstian-tsung preferred to try to destroy his power by 
an alliance with the southwestern Basmil Turks and with 
the Khitan in Manchuria. Bilge, however, crushed the 
Basmil and attacked Kansu in 720. Peaceful relations were 
established in 721-722. Bilge’s death in 734 precipitated 
the end of Turkish power. A struggle among the various 
Turkish subject tribes followed, from which the Uighur 
emerged as victors. In 744 they established a powerful 
empire that was to remain the dominant force on China’s 
northern border until 840. Unlike the Turks, however, 
the Uighur pursued a consistent policy of alliance with 
the T’ang. On several occasions Uighur aid, even though 
offered on harsh terms, saved the dynasty from disaster. 
The Tibetans were the most dangerous foe during Hsiian- 

tsung’s reign, invading the northwest annually from 714 
on. In 727-729 the Chinese undertook large-scale warfare 
against them, and in 730 a settlement was concluded. But 
in the 730s fighting broke out again, and the Tibetans 
began to turn their attention to the T’ang territories in the 
Tarim Basin. Desultory fighting continued on the border 
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of Kansu until the end of Hstian-tsung’s reign. From 752 
onward the Tibetans acquired a new ally in the Nan Chao 
state in Yunnan, which enabled them to exert a continu- 
ous threat along the entire western frontier. 
In the face of these threats, Hsuan-tsung organized the 

northern and northwestern frontiers from Manchuria to 
Szechwan into a series of strategic commands or military 
provinces under military governors who were given com- 
mand over all the forces in a large region. This system 
developed gradually and was formalized in 737 under 
Li Lin-fu. The frontier commanders controlled enormous 
numbers of troops: nearly 200,000 were stationed in the 
northwest and Central Asia and more than 100,000 in the 
northeast; there were well over 500,000 in all. The military 
governors soon began to exercise some functions of civil 
government. In the 740s a non-Chinese general of Sogdian 
and Turkish origin, An Lu-shan, became military gover- 
nor first of one and finally of all three of the northeastern 
commands, with 160,000 troops under his orders. An Lu- 
shan had risen to power largely through the patronage of 
Li Lin-fu. When Li died, An became a rival of Yang Kuo- 

chung. As Yang Kuo-chung developed more and more 
of a personal stranglehold over the administration at the 
capital, An Lu-shan steadily built up his military forces in 
the northeast. The armed confrontation that followed (see 

below) nearly destroyed the dynasty. 
During the 750s there was a steady reversal of T’ang 

military fortunes. In the far west the overextended Impe- 
rial armies had been defeated by the Arabs in 751 on the 
Talas River. In the southwest a campaign against the new 
state of Nan Chao in Yunnan had led to the almost total 
destruction of an army of 50,000 men. In the northeast the 
Chinese had lost their grip on the Manchuria—Korea bor- 
der with the emergence of the new state of Parhae in place 
of Kogury6, and the Khitan and Hsi peoples in Manchuria 
constantly caused border problems. The Tibetans in the 
northwest were kept in check only by an enormously 

expensive military presence. The principal military forces 
were designed essentially for frontier defense. 
Thus the end of Hsiian-tsung’s reign found the state 

in a highly unstable condition, with central government 
dangerously dependent on a small group of men operat- 
ing outside the regular institutional framework, and with 
an overwhelming preponderance of military power in the 
hands of potentially rebellious commanders on the fron- 
tiers, against whom the Emperor could put into the field 
only a token force of his own and the troops of those 
commanders who remained loyal. 

THE LATE T’ANG (755-907) 

The rebellion of An Lu-shan in 755 marked the beginning 
of a new period. At first the rebellion had spectacular suc- 
cess. It swept through the northeastern province of Hopeh, 
captured the eastern capital, Lo-yang, early in 756, and 
took the main T’ang capital, Ch’ang-an, in July of the 
same year. The Emperor fled to Szechwan, and on the 
road his consort Yang Kuei-fei and other members of the 
Yang faction who had dominated his court were killed. 
Shortly afterward the heir apparent, who had retreated to 
Ling-wu in the northwest, himself usurped the throne. The 
new emperor, Su-tsung (reigned 756-762), was faced with 
a desperately difficult military situation. The rebel armies 
controlled the capital and most of Hopeh and Honan. In 
the last days of his reign Hstian-tsung had divided the 
empire into five areas, each of which was to be the fief of 
one of the Imperial princes. Prince Yung, who was given 
control of the southeast, was the only one to take up his 

command; during 757 he attempted to set himself up as 
the independent ruler of the crucially important economic 
heart of the empire in the Huai and Yangtze valleys but 
was murdered by one of his generals. 
An Lu-shan himself was murdered by a subordinate early 

in 757, but the rebellion was continued, first by his son 
and then by one of his son’s generals, Shih Ssu-ming, 
and his son Shih Ch’ao-i. Not until 763 was it finally 
suppressed. The rebellion had caused great destruction 
and hardship, particularly in Honan. The final victory 
was made possible partly by the employment of Uighur 
mercenaries, whose insatiable demands remained a drain 

on the treasury well into the 770s; partly by the failure 
of the rebel leadership after the death of the able Shih 
Ssu-ming; and partly by the policy of clemency adopted 
toward the rebels after the decisive campaign in Honan 
in 762. The need for a speedy settlement was urged by 
the growing threat of the Tibetans in the northwest. The 
latter, allied with the Nan Chao kingdom in Yunnan, had 
exerted continual pressure on the western frontier and in 

763 occupied the whole of modern Kansu. Late in 763 
they actually took and looted the capital. They continued 
to occupy the Chinese northwest until well into the 9th 
century. Their occupation of Kansu signaled the end of 
Chinese power for almost a millennium in Sinkiang. 
Provincial separatism. The post-rebellion settlement 

not only pardoned several of the most powerful rebel 
generals but also appointed them as Imperial governors in 
command of the areas they had surrendered. Hopeh was 
divided into four new provinces, each under surrendered 
rebels, while Shantung became the province of An Lu- 

shan’s former garrison army from P’ing-lu in Manchuria, 
which had held an ambivalent position during the fighting. 
Within these provinces the central government held little 
power. The leadership was decided within each province, 
and the central government in its appointments merely 
approved faits accomplis. Succession to the leadership was 
frequently hereditary. For all practical purposes, the north- 
eastern provinces remained semi-independent throughout 
the later part of the T’ang era. They had been among 
the most populous and productive parts of the empire, 
and their semi-independence was not only a threat to the 
stability of the central government but also represented a 
huge loss of revenue and potential manpower. 
Provincial separatism also became a problem elsewhere. 

With the general breakdown of the machinery of cen- 
tral administration after 756, many .of the functions of 
government were delegated to local administrations. The 
whole empire was now divided into provinces (tao), which 
formed an upper tier of routine administration. Their 
governors had wide powers over subordinate prefectures 
and counties. The new provincial governments were of 
two main types. In northern China (apart from the semi- 
autonomous provinces of the northeast, which were a spe- 
cial category) most provincial governments were military, 
their institutions closely modeled on those set up on the 
northern frontier under Hsuian-tsung. The military pres- 
ence was strongest in the small frontier-garrison provinces 
that protected the capital, Ch’ang-an, from the Tibetans 
in Kansu and in the belt of small, heavily garrisoned 
provinces in Honan that protected China—and the canal 
from the Huai and Yangtze valleys, on which the central 
government depended for its supplies—from the semiau- 
tonomous provinces. Military governments were also the 
rule in Szechwan, which continued to be menaced by the 
Tibetans and Nan Chao, and in the far south in Ling-nan. 
In central and southern China, however, the provincial 
government developed into a new organ of the civil bu- 
reaucracy. The civil governors of the southern provinces 
were regularly appointed from the bureaucracy, and it 
became customary to appoint to these posts high-ranking 
court officials who were temporarily out of favour. 
All the new provinces had considerable latitude of ac- 

tion, particularly during the reigns of Su-tsung and Tai- 
tsung, when central power was at a low ebb. There was a 

general decentralization of authority. The new provinces 
had considerable independence in the fields of finance, 
local government, law and order, and military matters. 
Under Tai-tsung (reigned 762-779/780) the court was 

dominated by the Emperor’s favourite, Yiian Tsai, and by 
the eunuchs who now began to play an increasing role in 
T’ang politics. A succession of eunuch advisers not only 
rivaled in influence the chief ministers but even exerted 
influence over the military in the campaigns of the late 
750s and early 760s. Under Tai-tsung many of the regular 
offices of the administration remained unfilled, while the 
irregularities encouraged by Yuan Tsai and his clique in 
the appointment of officials led to an increasing use of 
eunuchs in secretarial posts and to their increasing domi- 
nance over the Emperor’s private treasury. 
The central government did achieve some success in 
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finance. The old fiscal system with its taxes and labour 
services had been completely disrupted by the breakdown 
of authority and by the vast movements of population. 
The revenues became more and more dependent upon 
additional taxes levied on cultivated land or on property. 
Increasingly the government attempted to raise revenue 
from the urban population. But its survival depended 
upon the revenues it drew from central China, from the 
Huai Valley, and from the lower Yangtze. These revenues 

were sent to the capital by means of a reconstructed and 
improved canal system maintained out of the new gov- 
ernment monopoly on salt. By 780 the salt monopoly was 
producing a major part of the state’s central revenues, in 
addition to maintaining the transportation system. The 
salt and transportation administration was controlled by 
an independent commission centred in Yang-chou near 
the mouth of the Yangtze, and this commission gradually 
took over the entire financial administration of southern 
and central China. 
The weak Tai-tsung was succeeded by a tough, intelligent 

activist emperor, Te-tsung (reigned 779/780-805), who 
was determined to restore the fortunes of the dynasty. He 
reconstituted much of the old central administration and 
decided on a showdown with the forces of local autonomy. 
As a first step, in 780 he promulgated a new system of 
taxation under which each province was assessed a quota 
of taxes, the collection of which was to be left to the 
provincial government. This was a radical measure, for it 
abandoned the traditional concept of head taxes levied at 
a uniform rate throughout the empire and also began the 
assessment of taxes in terms of money. 
The semi-independent provinces of the northeast saw 

this as a threat to their independence, and, when it be- 

came apparent that Te-tsung was determined to carry out 
consistently tough policies toward the northeast, reducing 
their armies and even denying them the right to appoint 
their own governors, the Hopeh provinces rebelled. From 
781 to 786 there was a wave of rebellions not only in the 
northeastern provinces but also in the Huai Valley and in 
the area of the capital itself. These brought the T’ang even 
closer to disaster than had the An Lu-shan rising. The 
situation was saved because at a crucial moment the rebels 
fell out among themselves and because the south remained 
loyal. In the end, the settlement negotiated with the gov- 
ernors of Hopeh virtually endorsed the preceding status 
quo, although the court made some marginal inroads with 
the establishment of two small new provinces in Hopeh. 
After this disaster, Te-tsung pursued a very careful and 

passive policy toward the provinces. Governors were left 
in office for long periods, and hereditary succession con- 
tinued. But the latter part of Te-tsung’s reign was a period 
of steady achievement. The new tax system was gradually 
enforced and proved remarkably successful; it remained 
the basis of the tax structure until Ming times. Revenues 
increased steadily, and Te-tsung left behind him a wealthy 
state. Militarily, he was also generally successful. The Ti- 
betan threat was contained. Nan Chao was won from its 
alliance with the Tibetans. The garrisons of the northwest 
were strengthened. At the same time, Te-tsung built up 
large new palace armies, giving the central government a 
powerful striking force—numbering 100,000 men by the 
end of his reign. Command was given to eunuchs consid- 
ered loyal to the throne. The death of Te-tsung in 805 
was followed by the very brief reign of Shun-tsung, an 
invalid monarch whose court was dominated by the clique 
of Wang Shu-wen and Wang P’ei. They planned to take 
control of the palace armies from the eunuchs but failed. 
The struggle for central authority. Under Hsien-tsung 

(reigned 805/806-820) the T’ang regained a great deal of 
its power. Hsien-tsung, a tough and ruthless ruler who 
kept a firm hand on affairs, is notable chiefly for his 
successful policies toward the provinces. Rebellions in 
Szechwan (806) and the Yangtze Delta (807) were quickly 
put down. After an abortive campaign (809-810) that was 
badly bungled by a favourite eunuch commander, the 
court was again forced to compromise with the governors 
of Hopeh. A fresh wave of trouble came in 814-817 with 
a rebellion in Huai-hsi, in the upper Huai valley, that 
threatened the canal route. This uprising was crushed and 

the province divided up among its neighbours. The P’ing- 
lu army in Shantung rebelled in 818 and suffered the same 
fate. Hsien-tsung thus restored the authority of the central 
government throughout most of the empire. His success 
was based largely upon the palace armies. The fact that 
these were controlled by eunuchs placed a great measure of 
power in the Emperor’s hands. Under his weak successors, 
however, eunuchs’ influence in politics proved a disaster. 
Hsien-tsung’s restoration of central authority involved 

more than military dominance. It was backed by a series 
of institutional measures designed to strengthen the power 
of the prefects and county magistrates, as against their 
provincial governors, by restoring to them the right of 
direct access to central government and giving them some 
measure of control over the military forces quartered 
within their jurisdiction. In an important financial reform, 
the provincial government no longer had first call on all 
the revenue of the province, as some revenue went directly 
to the capital. The government also began the policy, con- 
tinued throughout the 9th and 10th centuries, of cutting 
down and fragmenting the provinces. It strengthened its 
control over the provincial administrations through a sys- 
tem of eunuch army supervisors, who were attached to the 
staff of each provincial governor. These eunuchs played 
an increasingly important role, not merely as sources of 
information and intelligence but as active agents of the 
emperor, able to intervene directly in local affairs. 
The balance of power within the central government had 

also been considerably changed. The emperor Te-tsung 
had begun to delegate a great deal of business, in partic- 
ular the drafting of edicts and legislation, to his personal 
secretariat, the Hanlin Academy. Although the members 
of the Hanlin Academy were handpicked members of the 
bureaucracy, their positions as academicians were outside 
the regular official establishment. This eventually placed 
the power of decision and the detailed formulation of pol- 
icy in the hands of a group dependent entirely upon the 
emperor, thus threatening the authority of the regularly 
constituted ministers of the court. The influence of the 
eunuchs also began to be formalized and institutionalized 
in the palace council; this provided the emperor with 
another personal secretariat, which controlled the conduct 

of official business and had close links with the eunuchs’ 
command of the powerful palace armies. 
The eunuchs’ influence in politics steadily increased. 

Hsien-tsung was murdered by some of his eunuch atten- 
dants, and henceforth the chief eunuchs of the palace 

council and the palace armies were a factor in nearly 
every succession to the T’ang throne; in some cases they 
had their own candidates enthroned in defiance of the 
previous emperor’s will. The emperor Wen-tsung (reigned 
826/827-840) sought to destroy the dominance of the 
eunuchs; his abortive schemes only demoralized the bu- 
reaucracy, particularly after the Sweet Dew coup of 835, 
which misfired and led to the deaths of several ministers 
and a number of other officials. But the apogee of the 
eunuchs’ power was brief, ending with the accession of 
Wu-tsung in 840. Wu-tsung and his minister, Li Te-yi, 
managed to impose some restrictions on the eunuchs’ 
power, especially in the military. 
In the second half of the 9th century the central gov- 

ernment became progressively weaker. In I-tsung’s reign 
(859-873) there was a resurgence of the eunuchs’ power 
and constant fratricidal strife between eunuchs and offi- 
cials at court. From the 830s onward the first signs of 
unrest and banditry had appeared in the Huai Valley and 
Honan. From 856 trouble spread to the Yangtze Valley 
and the south. There were major uprisings led by K’ang 
Ch’uan-t’ai in southern Anhwei in 858 and by Ch’iu Fu 
in Chekiang in 859. The situation was complicated by a 
costly war against the Nan Chao kingdom on the borders 
of the Chinese protectorate in Annam, which later spread 

to Szechwan and dragged on from 858 until 866. After the 
suppression of the invaders, part of the garrison force that 
had been sent to Ling-nan mutinied and, under its leader, 
Pang Hsun, fought and plundered its way back to Honan, 
where it caused widespread havoc in 868 and 869, cutting 
the canal linking the capital to the loyal Yangtze and Huai 
provinces. In 870 war broke out again with Nan Chao. 
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I-tsung was succeeded by Hsi-tsung, a boy of 11 who was 

the choice of the palace eunuchs. He reigned from 873 
to 888. Honan had repeatedly suffered serious floods. In 
874 following a terrible drought, a wave of peasant risings 
began. The most formidable of them was led by Huang 
Ch’ao, who in 878 marched south and sacked Canton 
and then marched to the north, where he took Lo-yang 
in late 880 and Ch’ang-an in 881. Although Huang Ch’ao 
attempted to set up a regime in the capital, he proved 
cruel and inept. Hemmed in by loyal armies and provin- 
cial generals, in 883 he was forced to abandon Ch’ang-an 
and withdraw to Honan and then to Shantung, where he 
died in 884. His forces were eventually defeated with the 
aid of Sha-t’o Turks, although the T’ang court was left 
virtually powerless, its emperor a puppet manipulated by 
rival military leaders. The dynasty lingered on until 907, 
but the last quarter century was dominated by the generals 
and provincial warlords. With the progressive decline of 
the central government in the 880s and 890s, China fell 
apart into a number of virtually independent kingdoms. 
Unity was not restored until long after the establishment 
of the Sung dynasty. 

CULTURAL DEVELOPMENTS 

The influence of Buddhism. The T’ang emperors of- 
ficially supported Taoism because of their claim to be 
descended from Lao-tzu, but Buddhism continued to en- 
joy great favour and lavish Imperial patronage through 
most of the period. The famous pilgrim Hstian-tsang, who 
went to India in 629 and returned in 645, was the most 
learned of Chinese monks and introduced new standards 
of exactness in his many translations from Sanskrit. The 
most significant development in this time was the growth 
of new indigenous schools that adapted Buddhism to Chi- 
nese ways of thinking. Most prominent were the syncretis- 
tic T’ien-t’ai school, which sought to embrace all other 
schools in a single hierarchical system (even reaching out 
to include Confucianism), and the radically antitextual, 
antimetaphysical southern Ch’an (Zen) school, which had 

strong roots in Taoism. The popular preaching of the 
salvationist Pure Land sect was also important. After the 
rebellion of An Lu-shan, a nationalistic movement favour- 
ing Confucianism appeared, merging with the efforts of 
Tien-t’ai Buddhism to graft Buddhist metaphysics onto 
Classical doctrine and lay the groundwork for the Neo- 
Confucianism of the Sung era. 
In 843-845 the emperor Wu-tsung, a fanatical Taoist, 

decided to suppress Buddhism. One of his motives was 
economic. China was in a serious financial crisis, which 
Wu-tsung and his advisers hoped to solve by seizing the 
lands and wealth of the monasteries. The suppression was 
far-reaching: 40,000 shrines and temples—all but a select 

few—were closed; 260,000 monks and nuns were returned 

to lay life; vast acreages of monastic lands were confiscated 
and sold and their slaves manumitted. The suppression 
was short-lived, but irreparable damage was done to Bud- 
dhist institutions. Buddhism had already begun to lose 
intellectual momentum, and this attack upon it as a social 
institution marked the beginning of its decline in China. 
There were several types of monastic community. Off- 

cial temples set up by the state had large endowments of 
land and property and large communities of monks who 
chose their own abbot and other officers. There were vast 
numbers of small village temples, shrines, and hermitages; 
these were often privately established, had little property, 
and were quite vulnerable to state policies. There were 
also private temples or “merit cloisters” established by 
great families, often in order that the family might donate 
its property and have it declared tax-exempt. 
The monastic community was free of all obligations to 

the state. It was able to hold property without the pro- 
cess of division by inheritance that made the long-term 
preservation of individual and family fortunes almost im- 
possible in T’ang times. It acquired its wealth from those 
taking monastic vows, from gifts of pious laymen, and 
from grants of lands by the state. The lands were worked 
by monastic slaves, by dependent families, by lay clerics 
who had taken partial vows but lived with their families, 
or by tenants. Monasteries also operated oil presses and 

mills. They were important credit institutions, supplying 
loans at interest and acting as pawnshops. They provided 
lodgings for travelers, operated hospitals and infirmaries, 
and maintained the aged. One of their most important so- 
cial functions was primary education. The temples main- 
tained their own schools, training the comparatively large 
proportion of the male population, which, although not 
educated to the standards of the Confucian elite or of the 
clergy, was nevertheless literate. 
Trends in the arts. In literature the greatest glory of the 

T’ang period was its poetry. By the 8th century poets had 
broken away from the artificial diction and matter of the 
court poetry of the southern dynasties and achieved a new 
directness and naturalism. The reign of Hstian-tsung (712- 
756)—known as Ming-huang, the Brilliant Emperor—was 
the time of the great figures of Li Po, Wang Wei, and Tu 
Fu. The rebellion of An Lu-shan and Tu Fu’s bitter expe- 
riences in it brought a new note of social awareness to his 
later poetry. This appears again in the work of Po Chi-i 
(772-846), who wrote verse in clear and simple language. 
Toward the end of the dynasty a new poetic form, the tz’u, 

in a less regular metre than the five-word and seven-word 
lu-shih and meant to be sung, made its appearance. The 
ku-wen, or “ancient style,’ movement grew up after the 

rebellion of An Lu-shan, seeking to replace the euphuistic 
p ien-wen (“parallel prose”) then dominant. It was closely 
associated with the movement for a Confucian revival. 
The most prominent figures in it were Han Yu and Liu 
Tsung-yuan. At the same time came the first serious at- 
tempts to write fiction, the so-called ch’uan-ch’i, or “tales 

of marvels.” Many of these T’ang stories later provided 
themes for the Chinese drama. 
The patronage of the T’ang emperors and the general 

wealth and prosperity of the period encouraged the de- 
velopment of the visual arts. Though few T’ang buildings 
remain standing, contemporary descriptions give some 
idea of the magnificence of T’ang palaces and religious 
edifices and the houses of the wealthy. Buddhist sculpture 
shows a greater naturalism than in the previous period, 
but there is some loss of spirituality. Few genuine originals 
survive to show the work of T’ang master painters such as 
Wu Tao-hsiian, who worked at Hstian-tsung’s court (712- 
756). As a landscape painter the poet Wang Wei was a 
forerunner of the wen-jen, or “literary man’s,” school of 
mystical nature painting of later times. The minor arts of 
T’ang, including ceramics, metalwork, and textiles, give 

expression to the colour and vitality of the life of the 
period. Printing appeared for the first time during T’ang. 
Apparently invented to multiply Buddhist scriptures, it 
was used by the end of the dynasty for such things as 
calendars, almanacs, and dictionaries. 

SOCIAL CHANGE 

Decline of the aristocracy. The late T’ang period saw 
the beginnings of social changes that did not reach their 
culmination until the 11th century. The most important 
of these was the change in the nature of the ruling class. 
Although from the early T’ang era the examination system 
had facilitated the recruitment into the higher ranks of 
the bureaucracy of persons from lesser aristocratic fami- 
lies, most officials continued to come from the established 
elite. Social mobility increased after the An Lu-shan rebel- 
lion: provincial governments emerged, their staffs in many 
cases recruited from soldiers of very lowly social origins, 
and specialized finance commissions were established, a 
large part of their personnel often recruited from the com- 
mercial community. The contending factions of the 9th- 
century court also employed irregular appointments to se- 
cure posts for their clients and supporters, many of whom 
came from comparatively lowly backgrounds. 
Although the old aristocracy retained a grip on political 

power until very late in the dynasty, its exclusiveness 
and hierarchical pretensions were rapidly breaking down. 
It was finally extinguished as a separate group in the 
Wu-tai (Five Dynasties) period (907-960), when the old 
strongholds of aristocracy in the northeast and northwest 
became centres of bitter military and political struggles. 
The aristocratic clans that survived did so by merging 
into the new official-literati class; this class was based not 
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on birth alone but on education, office holding, and the 
possession of landed property. 
At the same time there was a return to semiservile 

relationships at the base of the social pyramid. Sheer 
economic necessity led many peasants either to dispose 
of their lands and become tenants or hired labourers of 
rich neighbours or to become dependents of a powerful 
patron. Tenancy, which in early T’ang times had most 
often been a temporary and purely economic agreement, 
now developed into a semipermanent contract requiring 
some degree of personal subordination from the tenant. 
The new provincial officials and local elites were able to 

establish their fortunes as local landowning gentry largely 
because after 763 the government ceased to enforce the 
system of state-supervised land allocation. In the after- 
math of the An Lu-shan and later rebellions, large areas 
of land were abandoned by their cultivators; other areas of 
farmland were sold off on the dissolution of the monastic 
foundations in 843-846. The landed estate managed by 
a bailiff and cultivated by tenants, hired hands, or slaves 
became a widespread feature of rural life. Possession of 
such estates, previously limited to the established families 
of the aristocracy and the serving officials, now became 
common at less exalted levels. 

Population movements. Censuses taken during the Sui 
and T’ang dynasties provide some evidence as to pop- 
ulation changes. Surviving figures for 609 and for 742, 
representing two of the most complete of the earlier Chi- 
nese population registrations, give totals of some 9,000,- 
000 households, or slightly more than 50,000,000 persons. 
Contemporary officials considered that only about 70 per- 
cent of the population was actually registered, so that the 
total population may have been as much as 70,000,000. 
Between 609 and 742 a considerable redistribution of 

population took place. The population of Hopeh and 
Honan fell by almost a third because of the destruction 
suffered at the end of the Sui era and in the invasions of 
the 690s and because of epidemics and natural disasters. 
The population of Ho-tung (modern Shansi) and of Kuan- 
chung and Lung-yu (modern Shensi and Kansu) also fell, 
though not so dramatically. The population of the south, 
particularly the southeastern region around the lower 
Yangtze, took a leap upward, as did that of Szechwan. 
Whereas under the Sui the population of the Great Plain 

(Hopeh and Honan) had accounted for more than half of 
the empire’s total, by 742 this had dropped to 37 percent. 
The Huai—Yangtze area, which had contained only about 
8 percent of the total in 609, now contained one-quarter 
of the entire population, and Szechwan’s share jumped 
from 4 percent to 10 percent of the total, exceeding the 
population of the metropolitan province of Kuan-chung. 
The increase in the south was almost entirely concentrated 
in the lower Yangtze Valley and Delta and in Chekiang. 
Although there are no reliable population figures from 

the late T’ang era, the general movement of population 
toward the south certainly continued; there were consid- 
erable increases in the population of the area south of the 
Yangtze, in modern Kiangsi and Hunan, and in Hupeh. 
The chaos of the last decades of the T’ang dynasty com- 
pleted the ruin of the northwest. After the destruction of 
the city of Ch’ang-an in the Huang Ch’ao rebellion, no 
regime ever again established its capital in that region. 
Growth of the economy. The 8th and 9th centuries were 

a period of growth and prosperity. The gradual movement 
of the population away from the north, with its harsh cli- 
mate and dry farming, into the more fertile and productive 
south meant a great proportional increase in productivity. 
The south still had large areas of virgin land. Fukien, for 
example, was still only marginally settled along the coast- 
line at the end of T’ang times. During the latter half of 
the T’ang, the Huai and lower Yangtze became a grain- 
surplus area, replacing Hopeh and Honan. From 763 to 
the mid-9th century, great quantities of grain were shipped 
from the south annually as tax revenue. New crops, such 
as sugar and tea, were grown widely. The productivity 
of the Yangtze Valley was increased by double-cropping 
land with rice and winter wheat and by developing new 
varieties of grain. Whereas in early T’ang times the chief 
silk-producing areas had been in the northeast, after the 

An Lu-shan rebellion silk production began to increase 
rapidly in Szechwan and the Yangtze Delta region. 
A boom in trade soon followed. The merchant class threw 

off its traditional legal restraints. In early T’ang times there 
had been only two great metropolitan markets, in Ch’ang- 
an and Lo-yang. Now every provincial capital became the 
centre of a large consumer population of officials and mil- 
itary, and the provincial courts provided a market for both 
staple foodstuffs and luxury manufactures. The diversifica- 
tion of markets was still more striking in the countryside. 
A network of small rural market towns, purely economic 

in function and acting as feeders to the county markets, 
grew up. At these periodic markets, held at regular in- 
tervals every few days, traveling merchants and peddlers 
dealt in the everyday needs of the rural population. By the 
end of the T’ang period these rural market centres had 
begun to form a new sort of urban centre, intermediate 
between the county town, with its administrative presence 
and its central market, and the villages. 
The growth of trade brought an increasing use of money. 

In early T’ang times silk cloth had been commonly em- 
ployed as money in large transactions. When the central 
government lost control of the major silk-producing re- 
gion in Hopeh and Honan, silk was replaced in this use 
by silver. The government neither controlled silver pro- 
duction nor minted a silver coinage. Silver circulation and 
assay were in the hands of private individuals. Various 
credit and banking institutions began to emerge: silver- 
smiths took money on deposit and arranged for transfers 
of funds; a complex system of credit transfers arose by 
which tea merchants would pay the tax quota for a dis- 
trict, sometimes even for a whole province, out of their 
profits from the sale of the crop at Ch’ang-an and receive 
reimbursement in their home province. 
The increasing use of money and of silver also affected 

official finance and accounting. Taxes began to be assessed 
in money. The salt monopoly was collected and accounted 
for entirely in money. The government also began to look 
to trade as a source of revenue—to depend increasingly 
on taxes on commercial transactions, levies on merchants, 
transit taxes on merchandise, and sales taxes. 
The most prosperous of the merchants were the great 

dealers in salt, the tea merchants from Kiangsi, the bankers 
of the great cities and particularly of Ch’ang-an, and the 
merchants engaged in overseas trade in the coastal ports. 
Foreign trade was still dominated by non-Chinese mer- 
chants. Yang-chou and Canton had large, Arab trading 
communities. The northern coastal traffic was dominated 
by the Koreans. Overland trade to Central Asia was mostly 
in the hands of Sogdian and later of Uighur merchants. 
Central Asian, Sogdian, and Persian merchants and ped- 
dlers carried on much local retail trade and provided 
restaurants, wine shops, and brothels in the great cities. 
Only in the 9th century did the foreign influence in trade 
begin to recede. 
In the late T’ang many officials began to invest their 
money (and official funds entrusted to them) in commer- 
cial activities. High officials took to running oil presses and 
flour mills, dealing in real estate, and providing capital for 
merchants. The wall between the ruling class and the mer- 
chants that had existed since the Han period was rapidly 
breaking down in the 9th century, and the growth of 
urbanization, which characterized the Sung period (960- 
1279), had already begun on a wide scale. (DIG) 

The Five Dynasties and the Ten Kingdoms 

The period of political disunity between the T’ang and 
the Sung lasted little more than half a century, from 907 
to 960. During this brief era, when China was truly a 
multistate system, five short-lived regimes succeeded one 
another in control of the old Imperial heartland in north- 
ern China, hence the name Wu-tai (Five Dynasties). Dur- 
ing these same years, 10 relatively stable regimes occupied 
sections of southern and western China, so the period is 
also referred to as that of the Shih-kuo (Ten Kingdoms). 
Most of the major developments of this period were 

extensions of changes already under way during the late 
Tang, and many were not completed until after the 
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founding of the Sung dynasty. For example, the process 
of political disintegration had begun long before Chu 
Wen brought the T’ang dynasty to a formal end in 907. 
The developments that eventually led to reunification, the 
rapid economic and commercial growth of the period, and 
the decline of the aristocratic clans had also begun long 
before the first Sung ruler, T’ai-tsu, reconquered most of 
the empire, and they continued during the reigns of his 
successors on the Sung throne. ; 

THE WU-TAI (FIVE DYNASTIES) 

None of the Wu-tai regimes that dominated North China 
ever forgot the ideal of the unified empire. Each sought, 
with gradually increasing success, to strengthen the power 
of the central authorities. Even Chu Wen, who began the 
Wu-tai by deposing the last T’ang emperor in 907, sought 
to extend his control in the north. While consolidating his 
strength on the strategic plains along the Huang Ho (Yel- 
low River) and connecting them with the vital transporta- 
tion system of the Grand Canal, he made the significant 
choice of locating his base at Pien (modern K’ai-feng, in 
Honan); it later became the Pei (Northern) Sung capital. 
Pien’s lack of historical prestige was balanced by the pres- 
ence of the ancient capital, Lo-yang, a short distance to 

the west, which was still the nation’s cultural centre. Chu 
Wen’s short-lived Hou (Later) Liang dynasty, founded in 
907, was superseded by the Hou T’ang in 923, by the 
Hou Chin in 936, by the Hou Han in 947, and by the 
Hou Chou in 951. These rapid successions of dynasties 
came to an end only with the rise in 960 of the Sung 
dynasty, which finally succeeded in establishing another 
lasting empire and in taking over much, though not all, 
of the former T’ang Empire. 
Beneath the surface, however, were the continuous ef- 

forts of a reintegrative political process that heralded the 
coming of a new empire and helped to shape its political 
system. In this respect the successive rulers moved like a 
relay team along the tortuous road back to unification. 
These militarists expanded their personal power by recruit- 
ing peoples of relatively humble social origins to replace 
the aristocrats. Such recruits owed personal allegiance to 
their masters, on whose favours their political positions 
remained dependent, thus presaging the rise of absolutism. 
Rather than being discarded, the T’ang administrative 

form underwent expedient alterations so that the new types 
of officials, promoted because of merit from regional posts 
to palace positions, could use the military administration 
to supervise the nearby provinces and gradually bring 
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them under direct control. Top priority went to securing 
fiscal resources from the salt monopoly, tribute transport, 
and in particular new tax revenues, without which mil- 
itary domination would have been hard to sustain and 
political expansion impossible. Eventually, a pattern of 
centralizing authority emerged. Fiscal and supply officials 
of the successive regimes went out to supervise provincial 
finances and the local administration. The minor mili- 
tarists, heretofore the local governors in control of their 

Own areas, were under double pressure to submit to rein- 
tegrative measures. They faced the inducement of political 
accommodation, which allowed them to keep their resid- 

ual power, and the military threat of palace army units 
commanded by special commissioners, which were sent 
on patrol duty into their areas. The way was thus paved, 
in spite of occasional detours and temporary setbacks, for 
the ultimate unification. 
The seemingly chaotic period was in fact less chaotic 

than other rebellious times, except from the standpoint 
of the aristocrats, who lost their preeminent status along 
with their large estates, which were usually taken over 
piecemeal by their former managers. The aristocratic era 
in Chinese history was gone forever; a new bureaucratic 
era was about to begin. 

THE SHIH-KUO (TEN KINGDOMS) 

From the time of the T’ang dynasty until the Ch’ing dy- 
nasty, which arose in the 17th century, China consisted of 
two parts: the north, militarily strong, and the south, eco- 

nomically and culturally wealthy. Between 907 and 960, 
10 independent kingdoms emerged in China, mainly in 
the south: the Wu (902-937), the Nan (Southern) T’ang 
(937-975/976), the Nan P’ing (924/925-963), the Ch’u 
(927-951), the Ch’ien (Former) Shu (907-925), the Hou 
(Later) Shu (934-965), the Min (909-945/946), the Pei 
(Northern) Han (951-979), the Nan Han (917-971), and 
the Wu-Yuieh (907-978), the last located in China’s most 
rapidly advancing area—in and near the lower Yangtze 
Delta. 
Some of these separate regimes achieved relative internal 

stability; none attained enough strength to strive to unify 
China. Nonetheless, the regional developments in South 
China, in the upper Yangtze region in southwest China, 
and in the lower Yangtze region in southeast China were 
of great interest. In South China, the Min kingdom in 
modern Fukien and the Nan Han in modern Kwangtung 
and Kwangsi reflected sharp cultural differences. Along 
the coast, sea trade expanded, promoting both urban pros- 
perity and cultural diversity. On land, wave after wave 
of refugees moved southward, settling along rivers and 
streams and in confining plains and mountain valleys, 
using a frontier agriculture but with highly developed ir- 
rigation and land reclamation. Usually they pushed aside 
the aboriginal minorities, earlier settlers, and previous im- 
migrant groups. This process turned South China into a 
cultural chessboard of great complexity, with various sub- 
cultural pieces sandwiched between one another. Many 
eventually evolved along different lines. 
In southwest China the valley of modern Szechwan 

presented an interestingly different picture of continuous 
growth. Usually protected from outside disturbances and 
invasions by the surrounding mountains, it enjoyed peace 
and prosperity except for one decade of instability between 
the Ch’ien Shu and Hou Shu. The beautiful landscape in- 
spired poets who infused a refreshing vitality into old-style 
poetry and essays. In this region, a stronghold of Taoist 
religion, the people inserted into Confucian scholarship 
an admixture of Taoist philosophy. Buddhism also flour- 
ished. These intellectual trends in Szechwan foreshadowed 
an eclectic synthesis of the three major teachings—Confu- 
cianism, Taoism, and Buddhism. 
The Buddhist monasteries owned large estates and were 

usually among the first to introduce new and better tech- 
nology. Growing commerce created a demand for money. 
The ensuing shortage of copper was met by an increasing 
output of iron through more efficient methods and an 
elementary division of labour in production. When the 
limited number of copper coins could no longer meet 
the growing volume of trade, iron currency briefly went 

into circulation. Increasing commerce also resulted in the 
development of various paper credit instruments, the best 
known being drafts for transmitting funds called fei-ch’ien 
(“flying money”). Somewhat later the private assay shops 
in Szechwan began to issue certificates of deposit to mer- 
chants who had left valuables at the shops for safekeeping. 
These instruments, which began to circulate, were the 
direct ancestors of the paper money that emerged in the 
early 11th century. 
During the Wu-tai printing became common. The most 

famous, and monumental, cultural production of the pe- 
riod was the editing and printing of the Confucian Classics 
and the Buddhist TJipifaka, but the period also saw the 
rise of a printing industry that produced works for private 
buyers. The best printing in the country during the Wu-tai 
and the Sung dynasty came from the regions of Szechwan 
and Fukien. 
From the Wu-tai onward southeast China, especially its 

core region of the Yangtze Delta, began to lead the coun- 
try in both economic prosperity and cultural refinement. 
In this region fertile soil, irrigation networks, and highly 
selective crops combined to create the best model of inten- 
sive farming. Interlocking streams, rivers, and lakes fed an 

ever-increasing number of markets, market towns, cities, 

and metropolitan areas, where many farm products were 
processed into an ever-expanding variety of consumer 
goods. Such development enhanced regional trade, stimu- 
lated other regions to adopt specialization, and promoted 
overseas commerce. 
The Sung conquerors from the north recognized the high 

level of cultural development in this region. After the 
surrender of the last Nan T’ang ruler, himself a renowned 
poet, the unexcelled royal library in the capital at Nanking 
was moved to the north; along with it went many officials 
who were skilled in art, literature, and bibliography. The 
surrender of the Wu-Yieh kingdom, slightly farther south, 
followed the same pattern. Moreover, refined culture de- 
veloped away from the coast in such inland mountainous 
areas as modern Kiangsi, which shortly thereafter pro- 
duced internationally coveted porcelain and where many 
great artists and scholar-officials attained positions of cul- 
tural leadership. Thereafter, southeast China retained its 
cultural excellence. At the end of the Pei Sung period the 
Nan Sung based itself in the lower Yangtze Delta and 
located its capital at Hang-chou, the former capital of 
the Wu-Yiieh. 
As traditional histories stress, this period of disunity def- 

initely had its dark side: militarism, wars, disintegration 
of the old order, and an inevitable lowering of moral 

standards. The dark side, however, stemmed largely from 
underlying changes that were transforming China into a 
new pattern that would last for nearly a millennium. 

The “barbarians”: Tangut, Khitan, and Juchen 

On the frontier the far-reaching influence of T’ang cul- 
ture affected various nomadic, seminomadic, and pastoral 
peoples. 

THE TANGUT 

In the northwest the Tangut, a Tibetan people, inhabited 
the region between the far end of the Great Wall in mod- 
ern Kansu and the Huang Ho bend in Inner Mongolia. 
Their semioasis economy combined irrigated agriculture 
with pastoralism. Their control over the terminus of the 
famous Silk Road made them middlemen in trade be- 
tween Central Asia and China. They adopted Buddhism 
as a state religion, in government and education followed 
the T’ang model, and devised a written script for their 
own language. This richly mixed culture blossomed, as 
evidenced by the storing at the Tun-huang caves of an un- 
paralleled collection of more than 30,000 religious paint- 
ings, manuscripts, and books in Chinese, Tibetan, Uighur, 
and other languages. In 1038 the Tangut proclaimed their 
own kingdom of Hsi Hsia, which survived for nearly two 
centuries with remarkable stability despite a series of on- 
and-off border clashes with the neighbouring states in 
North China. The kingdom’s end came with the Mongols, 
the first nomads to conquer all of China. 
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THE KHITAN 

To the north at the time of the Wu-tai rose the semi- 
nomadic but largely pastoral Khitan, who were related 
to the eastern Mongols. The word Khitan (or Khitai) is 
the source of Cathay, the name for North China in me- 
dieval Europe (as reported by Marco Polo), and of Kitai, 
the Russian name for China. The Khitan founded the 
Liao Empire (907-1125) by expanding from the border of 
Mongolia into both southern Manchuria and the 16 pre- 
fectures below the Great Wall. This area south of the line 
of the Great Wall was to remain out of Chinese political 
control for more than 400 years. Its control by a non- 
Chinese state posed a dangerous security problem for the 
Pei Sung. More importantly in the long run, this region 
acted for centuries as a centre for the mutual exchange of 
culture between the Chinese and the northern peoples. 

The Liao made Yen-ching (modern Peking) their south- 
ern capital, thus starting that city’s history as a capital, 
and claimed to be the legitimate successors to the T’ang. 
They incorporated their own tribes under respective chief- 
tains and, with other subdued tribes in the area, formed 
a confederation, which they transformed into a hereditary 
monarchy. Leadership always remained in the hands of 
the ruling tribe, the Yeh-li, who for the sake of stability 
shifted to the Chinese clan system of orderly succession. 
The Liao economy was based on horse and sheep raising 

and on agriculture. Millet was the main crop, and salt, 
controlled by government monopoly, was an important 
source of revenue. There were also such other riches as 
iron produced by smelters. The Liao employed an effec- 
tive dual system of administration to guard against the 
danger of being absorbed by Sinicization. They had one 
administration for their own people that enforced tribal 
laws, maintained traditional rites, and largely retained the 

steppe style of food and clothing. The Liao deliberately 
avoided the use of Chinese and added to their particular 
branch of the Mongolian language two types of writing—a 
smaller one that was alphabetical and a larger one related 
to Chinese characters. A second administration governed 
the farming region by the old T’ang system, using T’ang 
official titles, an examination system, Chinese-style tax 
regulations, and the Chinese language. The laws of the 
second administration enforced the established way of life, 
including such practices as ancestral worship among the 
Chinese subjects. The status of Chinese subjects varied. 
Some were free subjects who might move upward into the 
civil service; others might be held in bondage and slavery. 
Though honouring the Confucian philosophy, the Liao 

rulers patronized Chinese Buddhism. Their achievements 
were generally military and administrative rather than 
cultural, but they did provide a model for their succes- 
sors, the Chin, who in turn influenced the Mongols and, 
through them, succeeding Chinese dynasties. 

THE JUCHEN 

The Liao were eventually overthrown by the Juchen 
(Ju-chen in Wade-Giles, Ruzhen in Pinyin), another 
seminomadic and semipastoral people who originated in 
Manchuria, swept across North China, ended the Pei Sung, 
and established the Chin dynasty (1115-1234). This new 
and much larger empire in North China followed the Liao 
pattern of dual government and of some acculturation but 
at a much higher cultural level. 
The Juchen, in establishing their Chinese-style Chin Em- 

pire, occupied a broader geographic region in the farming 
country than had any previous nomadic or pastoral con- 
querors. The migration of their own people in large num- 
bers notwithstanding, they were proportionally a smaller 
minority than were the Khitan, for the Chin ruled a much 
larger Chinese population. Because they formed a small 
minority in their own empire, their tribesmen were kept 
in a standing army that was always prepared for warfare. 
Though quartered among their farming subjects, they were 
expected to respond to the command of their captains at 
short notice. In the military service the Juchen language 
was kept alive, and no Chinese-style names, clothing, or 
customs were permitted. They realized that protecting 
their separate ethnic and cultural identity was indispens- 
able to maintaining military superiority. 

Politically, however, it was necessary for the Juchen rulers 
to familiarize themselves with the higher culture of their 
Chinese subjects in order to manage state affairs. While 
limiting Chinese participation in the government, they 
shrewdly deflected the interests of their subjects toward 
the pursuit of such peaceful arts as printing, scholarship, 
painting, literature, and, significantly, the development 
of drama for widespread entertainment. (These trends 

continued under the Mongols and enriched the Chinese 
culture.) In spite of the Juchen efforts, time was on the 

side of the majority culture, which gradually absorbed the 
minority. The transplanted tribesmen, after settling on 
farmland, could not avoid being affected by the Chinese 
way of life, particularly during long periods of peace. 
Economically, the Juchen were no match for the Chi- 

nese. In time a number of Juchen became tenants on 
Chinese-owned land; some were reduced to paupers. Their 
economic decline altered social relations. Eventually they 
were permitted intermarriage, usually with parties wealth- 
ier than themselves. Their military strength also declined. 
It became normal for military units to be undermanned. 
Captains of “hundreds” often could put no more than 25 
men into the field, and captains of “thousands” had no 
more than four or five such nominal “hundreds” under 
them. Their ruling class followed a parallel decline. The 
interests of the ruling group shifted from government af- 
fairs to Confucian studies, Chinese Classics, and T’ang- 
and Sung-style poetry. The rulers found little use for the 
two styles of Juchen script that their ancestors had devised. 
Eventually the Juchen, much weakened, were brought 

down by the Mongols, led by Genghis Khan and his suc- 
cessors. (See below The Ytian, or Mongol, dynasty: The 
Mongol conquest of China.) 

The Sung dynasty 

PEI (NORTHERN) SUNG (960-1127) 

The Pei Sung (also known simply as the Sung) was the last 
major Chinese dynasty to be founded by a coup d’état. Its 
founder, Chao K’uang-yin (known by his temple name, 
T’ai-tsu), the commander of the capital area of K’ai-feng 
and inspector general of the Imperial forces, usurped the 
throne from the Hou Chou, the last of the Wu-tai. 
Unification. Though a militarist himself, T’ai-tsu ended 

militarism as well as usurpation. Even his own coup was 
skillfully disguised to make it appear that the popular 
acclaim of the rank and file left him with no choice. 
Masterful in political maneuvering, T’ai-tsu, as emperor 
(reigned 960-976), did not destroy other powerful generals 
as had many previous founding rulers. Instead, he per- 
suaded them to give up their commands in exchange for 
honorary titles, sinecure offices, and generous pensions— 
an unheard-of arrangement in Chinese history. The Sung 
founder and his successors reduced the military power 
of the generals and used a variety of techniques to keep 
them weak, but Sung rulers continued to support their 
social importance by frequently marrying members of the 
Imperial clan to members of leading military families. 
With a shrewd appreciation of the war-weariness among 

the population, T’ai-tsu stressed the Confucian spirit of 
humane administration and the reunification of the whole 
country. To implement this policy, he took power from the 
military governors, consolidated it at court, and delegated 
the supervision of military affairs to able civilians; but 
no Official was regarded as above suspicion. A pragmatic 
civil service system evolved, with a flexible distribution 
of power and elaborate checks and balances. Each official 
had a titular office, indicating his rank but not his actual 
function, a commission for his normal duties, and addi- 
tional assignments or honours. This seemingly confusing 
formula enabled the ruler to remove an official to a lower 
position without demotion of rank, to give an official a 
promotion in rank but an insignificant assignment, or to 
pick up a low-ranking talent and test him on a crucial 
commission. Councillors controlled only the civil admin- 
istration because the division of authority made the mili- 
tary commissioner and the finance commissioner separate 
entities, reporting directly to the ruler, who coordinated 
all important decisions. In decision making, the Emperor 
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received additional advice from academicians and other 
advisers—collectively known as opinion officials—whose 
function was to provide separate channels of information 
and to check up on the administrative branches. 
Similar checks and balances existed in the diffused net- 

work of regional officials. The empire was divided into 
circuits, which were units of supervision rather than ad- 
ministration. Within these circuits officials, or intendants, 

were charged with overseeing the civil administration. 
Below these intendants were the actual administrators. 
These included prefects, whose positions were divided 
into several grades according to an area’s size and impor- 
tance. Below the prefects there were district magistrates 
(also called subprefects), in charge of areas corresponding 
roughly in size to counties. The duties of these subprefects 
were catholic, for they were supposed to see to all aspects 

of the welfare of the people in their area. This was the 
lowest level of major direct Imperial rule (though there 
were some petty officials on levels below the district). 
Because the members of the formal civil service level of 
the government were so few, actual administration in the 
yamen, or administrative headquarters, depended heavily 
on the clerical staff. Beyond the yamen walls control was 
in the hands of an officially sanctioned but locally staffed 
sub-bureaucracy. 
Following-Confucian ideals, the founder of the Sung dy- 

nasty lived modestly, listened to his ministers, and curbed 
excessive taxation. The rising prestige of his regime pre- 
ceded his conquests. He also absorbed the best military 
units under his own command and disciplined them in the 
same Confucian style. His superior force notwithstanding, 
he embarked upon a reunification program by mixing 
war with lenient diplomatic or accommodative terms that 
assured defeated rivals of generous treatment. A well- 
planned strategy first took Szechwan in the southwest in 
965, the extreme south in 971, and the most prosperous 
lower Yangtze area in the southeast one year before his 
death, making the reunification nearly complete. The Wu- 
Yueh, the sole survivor among the Shih-kuo (Ten King- 
doms), chose to surrender without a war in 978. 
The sudden death of the founder of the Sung dynasty left 

a speculative legend of assassination, though it was prob- 
ably caused by his heavy drinking. The legend stemmed 
from the fact that his young son was denied the orderly 
succession. Instead, the Emperor’s younger brother, who 
had acquired much experience at his side, seized the 
throne. With reunification accomplished in the south, the 
new emperor, T’ai-tsung (reigned 976-997/998), turned 
northward to fight the Khitan Empire, only to suffer a 
disastrous defeat (986). A relative shortage of horses and 
grazing grounds to breed them, in contrast to the strong 
Khitan cavalries, was not the only reason for the defeat. 
It also resulted from a deliberate policy of removing gen- 
erals from their armies, subordinating officers to civilians, 

concentrating strength in Imperial units, and converting 
most provincial armies into labour batallions. 
The Sung never achieved a military prowess comparable 

to that of the Han or the T’ang. Despite the occasional 
bellicosity of its officials, the Sung government failed to 
penetrate Indochina or to break the power of the Hsi Hsia 
of Tibet. As a result, Sung China became increasingly iso- 
lated, especially from Central Asia, whence much cultural 
stimulus had come under preceding dynasties. Combined 
with a natural pride in internal advancements, China’s 
cultural ethnocentrism deepened. 
Consolidation. Under the third emperor, Chen-tsung 

(reigned 997/998-1022/23), the Sung achieved consolida- 
tion. A threatening Khitan offensive was directly met by 
the Emperor himself. A few battles assured neither side 
of victory. The two empires pledged peaceful coexistence 
in 1004 through an exchange of sworn documents that 
foreshadowed modern international treaties. The Khitan 
gave up its claim to a disputed area it had once occupied 
below the Great Wall, and the Sung agreed to a yearly 
tribute: 100,000 units (a rough equivalent of ounces) of 
silver and 200,000 rolls of silk. It was a modest price for 
the Sung to pay for securing the frontier. 
The Emperor thereafter sought to strengthen his abso- 

lutist image by claiming a Taoist charisma. Prompted by 

magicians and ingratiating high officials, he proclaimed 
that he had received a sacred document directly from 
Heaven. He ordered a grand celebration with elaborate 

rites, accompanied by reconstructed music of ancient 
times; and he made a tour to offer sacrifices at Mt. T’ai, 
following a Han dynasty precedent. 
After the Emperor’s death, friction arose between his 

widow, the empress dowager, who was acting as regent, 
and Jen-tsung (reigned 1022/23-1063/64), his teenage son 
by a palace lady of humble rank. Following the death of 
the Empress Dowager, the Emperor divorced his empress, 
who had been chosen for him by and had remained in 
sympathy with the Empress Dowager. The divorce was 
unjustifiable in Confucian morality and damaged the Im- 
perial image. 
By this time the bureaucracy was more highly developed 

and sophisticated than that of the early Sung. Well-regu- 
lated civil service examinations brought new groups of ex- 
cellent scholar-officials who, though a numerical minority, 
dominated the higher policy-making levels of government. 
The sponsorship system, which discouraged favouritism 
by putting responsibility upon the sponsors for the official 
conduct of their appointees, also ensured deserving pro- 
motions and carefully chosen appointments. Many first- 
rate officials—especially those from the south whose fam- 
ilies had no previous bureaucratic background—upheld 
Confucian ideals. These new officials were critical not 
only of palace impropriety but also of bureaucratic mal- 
practices, administrative sluggishness, fiscal abuses, and 
socioeconomic inequities. Respecting absolutism, they fo- 
cused their attacks upon a veteran chief councillor, whom 
the Emperor had trusted for years. Factionalism developed 
because many established scholar-officials, mostly from 
the north, with long bureaucratic family backgrounds, 
stood by their leader, the same chief councillor. 
A series of crises proved the complaints of the idealists 

justified. After half a century of complacency, peace and 
prosperity began to erode. This became apparent in the 
occurrence of small-scale rebellions near the capital itself; 
in the disturbing inability of local governors to restore 
order themselves; and in a dangerous penetration of the 
northwestern border by Hsi Hsia, which rejected its vassal 
status and declared itself an independent kingdom. The 
Khitan took advantage of the changing military balance 
by threatening another invasion. The idealistic faction, put 
into power under these critical circumstances in 1043- 
44, effectively stopped the Hsi Hsia on the frontier by 
reinforcing a chain of defense posts and made it pay due 
respect to the Sung as the superior empire (though the 
Sung no longer claimed suzerainty). Meanwhile, the peace 
with Khitan was reensured by an increase in yearly tribute. 
The court also instituted administrative reforms, stress- 

ing the need for emphasizing statecraft problems in civil 
service examinations, eliminating patronage appointments 
for family members and relatives of high officials, and 
enforcing strict evaluation of administrative performance. 
It also advocated reduction of compulsory labour, land 
reclamation and irrigation construction, organization of 
local militias, and a thorough revision of codes and reg- 
ulations. Though mild in nature, the reforms hurt vested 
interests. Shrewd opponents undermined the reformers by 
misleading the Emperor into suspecting that they had 
received too much power and were disrespectful of him 
personally. With the crises eased, the Emperor found one 
excuse after another to send most reformers away from 
court. The more conventionally minded officials were re- 
turned to power. 

Despite a surface of seeming stability, the administrative 
machinery once again fell victim to creeping deteriora- 
tion. When some reformers eventually returned to court, 
beginning in the 1050s, their idealism was modified by 
the political lesson they had learned. Eschewing policy 
changes and tolerating colleagues of varying opinions, 
they made appreciable progress by concentrating upon the 
choice of better personnel, proper direction, and careful 
implementation within the conventional system; but many 
fundamental problems remained unsolved. Mounting mil- 
itary expenditures did not bring greater effectiveness; an 
expanding and more costly bureaucracy could not reverse 
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the trend of declining tax yields. Income no longer covered 
expenditures. During the brief reign of Ying-tsung (1063/ 
64-1067/68), relatively minor disputes and symbolically 
important issues concerning ceremonial matters embroiled 
the bureaucracy in mutual and bitter criticism. 
Reforms. Shen-tsung (reigned 1067/68-1085/86) was a 

reform emperor. Originally a prince reared outside the 
palace, familiar with social conditions and devoted to se- 
rious studies, he did not come into the line of Imperial 
succession until adoption had put his father on the throne 
before him. Shen-tsung responded vigorously (and rather 
unexpectedly, from the standpoint of many bureaucrats) 
to the problems troubling the established order, some of 
which were approaching crisis proportions. Keeping above 
partisan politics, he made the scholar-poet Wang An-shih 
his chief councillor and gave him full backing to make 
sweeping reforms. Known as the new laws, or new poli- 
cies, these reform measures attempted drastic institutional 

changes. In sum, they sought administrative effectiveness, 
fiscal surplus, and military strength. Wang’s famous “Ten 
Thousand Word Memorial” outlined the philosophy of 
the reforms. Contrary to conventional Confucian views, it 
upheld assertive governmental roles; but its ideal remained 
basically Confucian—economic prosperity would provide 
the social environment essential to moral well-being. 
Never before had the government undertaken so many 

economic activities. The Emperor empowered Wang to 
institute a top-level office for fiscal planning, which su- 
pervised the Commission of Finance, previously beyond 
the jurisdiction of the chief councillor. The government 
squarely faced the reality of a rapidly spreading money 
economy by increasing the supply of currency. The state 
became involved in trading, buying specific products of 
one area for resale elsewhere (thereby facilitating the ex- 
change of goods), stabilizing prices whenever and wher- 
ever necessary, and making a profit itself. This did not 
displace private trading activities. On the contrary, the 
government extended loans to small urban and regional 
traders through state pawnshops—a practice somewhat 
like modern government banking but unheard-of at the 
time. Far more important, if not controversial, the govern- 
ment made loans at the interest rate, low for the period, 
of 20 percent to the whole peasantry during the sowing 
season, thus assuring their farming productivity and un- 
dercutting their dependency upon usurious loans from the 
well-to-do. The government also maintained granaries in 
various cities to ensure adequate supplies on hand in case 
of emergency need. The burden upon rich and poor alike 
was made more equitable by a graduated tax scale based 
upon a reassessment of the size and the productivity of the 
landholdings. Similarly, compulsory labour was converted 
to a system of graduated tax payments, which were used 
to finance a hired-labour service program that at least 
theoretically controlled underemployment in farming ar- 
eas. Requisition of various supplies from guilds was also 
replaced by cash assessments, with which the government 
was to buy what it needed at a fair price. 
Wang’s reforms achieved increased military power as 

well. To remedy the Sung’s military weakness and to re- 
duce the immense cost of a standing professional army, 
the villages were given the duty of organizing militias, 
under the old name of pao-chia, to maintain local order 
in peacetime and to serve as army reserves in wartime. 
To reinforce the cavalry, the government procured horses 
and assigned them to peasant households in northern and 
northwestern areas, in consideration for which one mem- 
ber of the family had the privilege of serving in the army 
with his horse. Various weapons were also developed. As 
a result of these efforts, the empire eventually scored some 
minor victories along the northwestern border. 
The gigantic reform program required an energetic bu- 

reaucracy, which Wang attempted to create—with mixed 
results—by means of a variety of policies: promotion of 
a nationwide state school system; establishment or expan- 
sion of specialized training in such utilitarian professions 
as the military, law, and medicine, which were neglected 
by Confucian education; placing a strong emphasis on sup- 
portive interpretations of Classics, some of which Wang 
himself supplied rather dogmatically; demotion and dis- 

missal of dissenting officials (thus creating conflicts in the 
bureaucracy); and provision of strong incentives for better 
performances by clerical staffs, including merit promotion 
into bureaucratic ranks. 
The magnitude of the reform program was matched 

only by the bitter opposition to it. Determined criticism 
came from the groups hurt by the reform measures: large 
landowners, big merchants, and moneylenders. Noncoop- 
eration and sabotage arose among the bulk of the bu- 
reaucrats, drawn as they were from the landowning and 
otherwise wealthy classes. Geographically, the strongest 
opposition came from the traditionally more conservative 
northern areas. Ideologically, however, the criticisms did 

not necessarily coincide with either class background or 
geographic factors. They were best expressed by many lead- 
ing scholar-officials, some of whom were northern conser- 
vatives while others were brilliant talents from Szechwan. 
Both the Emperor and Wang failed to reckon with the 
fact that, by its very nature, the entrenched bureaucracy 
could tolerate no sudden change in the system to which it 
had become accustomed. It also reacted against the over- 
concentration of power at the top, which neglected the art 
of distributing and balancing power among government 
offices; against the overexpansion of governmental power 
in society; and against the tendency to apply policies rela- 
tively uniformly in a locally diverse empire. 
Without directly attacking the Emperor, the critics at- 

tacked the reformers for deviations from orthodox Con- 
fucianism. It was wrong, the opponents argued, for the 
state to pursue profits, to assume inordinate power, and 
to interfere in the normal life of the common people. It 
was often true as charged that the reforms—and the re- 
sulting changes in government—brought about the rise of 
unscrupulous officials, an increase in high-handed abuses 

in the name of strict law enforcement, unjustified discrim- 
ination against many scholar-officials.of long experience, 
intense factionalism, and resulting widespread miseries 
among the population—all of which were in contradiction 
to the claims of the reform objectives. Particularly open 
to criticism was the rigidity of the reform system, which 
allowed little regional discretion or desirable adjustment 
for differing conditions in various parts of the empire. 
In essence the reforms augmented growing trends to- 

ward both absolutism and bureaucracy. Even in the short 
run, the cost of the divisive factionalism that the reforms 
generated had disastrous effects. To be fair, Wang was 

to blame for his overzealous if not doctrinaire beliefs, 
his low tolerance for criticism, and his persistent support 
of his followers even when their errors were hardly in 
doubt. Nonetheless, it was the Emperor himself who was 
ultimately responsible. Determined to have the reform 
measures implemented, he ignored loud remonstrances, 
disregarded friendly appeals to have certain measures mod- 
ified, and continued the reforms after Wang’s retirement. 
The traditional historians, by studying documentary ev- 

idence alone, overlooked the fact that scholar-officials 
rarely openly criticized an absolutist emperor, and they 
generally echoed the critical views of the conservatives in 
assigning the blame to Wang—a revisionist Confucian in 
public, a profound Buddhist practitioner in his old age, 
and a great poet and essayist. 
Decline and fall. Careful balancing of powers in the bu- 

reaucracy, through which the rulers acted and from which 
they received advice and information, was essential to 
good government in China. The demonstrated success of 
this principle in early Pei Sung so impressed later scholars 
that they described it as the art of government. It became 
a lost art under Shen-tsung, however, in the reform zeal 
and more so in the subsequent eagerness to do away with 
the reforms. 
The reign of Che-tsung (1085/86-1100) began with a 

regency under another empress dowager, who recalled the 
conservatives to power. An antireform period lasted until 
1093, during which time most of the reforms were re- 
scinded or drastically revised. Though men of integrity, the 
conservatives offered few constructive alternatives. They 
achieved a relaxation of tension and a seeming stability but 
did not prevent old problems from recurring. Some con- 
servatives objected to turning back the clock, especially by 
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swinging to the opposite extreme, but they were silenced. 
Once the young emperor took control, he undid what the 
Empress Dowager had done; the pendulum swung once 
again to a restoration of the reforms, a period that lasted 
to the end of the Pei Sung. In such repeated convulsions, 
the government could not escape dislocation, and the so- 
ciety became demoralized. Moreover, the restored reform 
movement was a mere ghost without its original idealism. 
Enough grounds were found by conservatives out of power 
to blame the reforms for the fall of the dynasty. 
Che-tsung’s successor, Hui-tsung (reigned 1100-1125/ 

26), was a great patron of the arts and an excellent artist 
himself, but such qualities did not make him a good ruler. 
Indulgent in pleasures and irresponsible in state affairs, 
he misplaced his trust in favourites. Those in power knew 
how to manipulate the regulatory system to obtain exces- 
sive tax revenues. At first the complacent emperor granted 
more support to government schools everywhere; the ob- 
jection that this move might flood the already crowded 
bureaucracy was dismissed, seeing the significant gains it 
would bring in popular support among scholar-officials. 
Then the Emperor built a costly new Imperial garden. 
When his extravagant expenditures put the treasury in 
deficit, he rescinded scholarships in government schools. 
Support for him among scholar-officials soon vanished. 
More serious was carelessness in war and diplomacy. 

The Sung disregarded the treaty and coexistence with the 
Liao Empire, allied itself with the expanding Juchen from 
Manchuria, and made a concerted attack on the Liao. 
The Sung commander, contrary to long-held prohibition, 
was a favoured eunuch; under him and other unworthy 

generals, military expenditures ran high, but army morale 
was low. The fall of Liao was cause for court celebration. 
But because the Juchen had done most of the fighting, 
they accused the Sung of not doing its share and denied 
it certain spoils of the conquest. The Juchen soon turned 
upon the Sung. At this point the Emperor chose to abdi- 
cate, giving himself the title of Taoist “emperor emeritus” 
and leaving affairs largely in the unprepared hands of his 
son, Ch’in-tsung (reigned 1125/26-1127), while seeking 
safety and pleasure himself by touring the Yangtze region. 
During this period the government became increasingly 

ineffective. The reform movement had enlarged both the 
size and duties of the clerical staff. The antireform period 
brought a cutback but also a confusion that presented ma- 
nipulative opportunities to some clerks. Supervision was 
difficult because officials stayed only a few years, whereas 
clerks remained in office for long periods. Bureaucratic 
laxity spread quickly to the clerical level. Bribes for ap- 
pointments went either to them or through their hands. 
It was they who made cheating possible at examinations, 
using literary agents as intermediaries between candidates 
and themselves. 
The Juchen swept across the Huang Ho plain and found 

the internally decayed Sung an easy prey. During their 
long siege of K’ai-feng (1126) they repeatedly demanded 
ransoms in gold, silver, jewels, other valuables, and gen- 
eral supplies. The court, whose emergency call for help 
brought only undermanned reinforcements and untrained 
volunteers, met the invaders’ demands and ordered the 
capital residents to follow suit. Finally, an impoverished 
mob plundered the infamous Imperial garden for fire- 
wood. The court remained convinced that financial power 
could buy peace, and the Juchen lifted the siege briefly. 
But once aware that local resources were exhausted and 
that the regime, even with the return of the Emperor 
Emeritus, no longer had the capability of delivering addi- 
tional wealth from other parts of the country, the invaders 
changed their tactics. They captured the two emperors 
and the entire Imperial house, exiled them to Manchuria, 
and put a tragic end to the Pei Sung. 

NAN (SOUTHERN) SUNG (1127-1279) 

The Juchen could not extend their conquest beyond the 
Yangtze River. The Huai River valley, with its winding 
streams and crisscrossed marshlands, made cavalry opera- 
tions difficult. Though the invaders penetrated this region 
and raided several areas below the Yangtze, they found the 
weather there too warm and humid for them. Moreover, 
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the farther they went, the stronger the resistance they met. 
These areas had been leading the country in productivity 
and population and therefore in defense capability. Be- 
sides, the Juchen felt concerned about the areas in the rear 

that they had already occupied, where one after another 
of their puppet rulers had failed to secure popular support 
and the Juchen had been forced to consolidate control by 
setting up their own administration, following the Liao 
model of dual government. 
Survival and consolidation. Despite the fall of the Pei 

Sung, the majority of scholar-officials refused to identify 
themselves with the alien conquerors. The same was gen- 
erally true at the grass-roots level, among numerous roving 
bands of former volunteer militias, army units that had 
disintegrated, and bandits who had arisen during the dis- 
order. As time went on, both civilians and military men 
turned toward the pretender to the throne, Kao-tsung. He 
was the only son of the former emperor Hui-tsung who 
had been absent from K’ai-feng and thus spared captivity. 
As the founder of the Nan Sung, Kao-tsung devoted his 

long reign (1127-1162/63) to the arduous task of putting 
the pieces together. He rediscovered the lost arts of his 
ancestors: recruiting bureaucrats, securing fiscal resources, 
and extending centralized control. Since he started with 
no more than a few thousand troops, he had to place a 

much greater reliance on sophisticated politics, which he 
often artfully disguised. By praising the old, established 
ways of his predecessors, he pleased the conservatives 
who remained opposed to the reform system. In reality 
he modified the system he had inherited where it had 
obviously failed and pragmatically retained the parts that 
were working. Though he honoured the scholar-officials 
who had refused to serve under the puppet rulers, he 
was also glad to have those who had compromised their 
integrity in so serving. While he denounced the notorious 
favourites who had misled his father, he used the excuse 

of being broad-minded in picking many of their former 
subordinates for key positions, especially those experi- 
enced in raising tax revenues. A new network of officials 
called the fiscal superintendent generals was set up in 
each region, but they reported directly to court. Urban 
taxes were increased; they were easier to collect than rural 

revenues, and prosperous cities did not suffer much from 
the imposition. The high priority placed on fiscal matters, 
though not publicized as in the previous reform period in 
order to avoid a bad image, persisted throughout the Nan 
Sung, which was a long era of heavy taxation. 
Some officials, anxious for the recovery of the central 

plains, wished to have the capital located in Nanking, or 
farther up the Yangtze in central China. Kao-tsung dis- 
creetly declined such advice because these locations were 
militarily exposed. Instead, he chose Hang (present-day 
Hang-chou), renaming it Lin-an (“Temporary Safety”). 
Protected by the coastline and by the mountain ranges at 
its back, it was a securer retreat. It was popularly referred 
to as the place of Imperial headquarters (Hsing-tsai), later 
known to Marco Polo as Quinsai. Economically, it had 
the advantage of being at the corner of the lower Yangtze 
delta, the wealthy core of the new empire. 
The Nan Sung, through continuous development, eventu- 

ally became wealthier than the Pei Sung had been. Though 
its capital was near the sea—the only such case among 
Chinese empires—and international trade increased, the 
country was not sea-oriented. Kao-tsung maintained a 
defensive posture against periodic Juchen incursions from 
the north and meanwhile proceeded to restore Imperial 
authority in the hinterland as far west as the strategic 
Szechwan and in parts of Shensi to its immediate north. 
No less important was the need for adequate military 

forces. Neither conscription nor recruitment would suffice. 
Because his position was militarily weak but financially 
strong, Kao-tsung adopted the chao-an policy, which of- 
fered peace to the various roving bands. The government 
granted them legitimate status as regular troops, and it 
overlooked their minor abuses in local matters. Thus, the 
size of Imperial forces swelled, and the problem of inter- 
nal security was largely settled. The court then turned its 
attention to the control of these armies, which was insep- 
arable from the issue of war or peace with the Juchen. 
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Kao-tsung did not want to prolong the war; he valued 
most the security of his realm. A few minor victories did 
not convince him that he could hope to recover North 
China. Rather, he saw war as a heavy drain on available 
resources, with the risk of eventual defeat. Nor did he 
feel comfortable with the leading generals, on whom he 
would have to rely in case the war went on. He had to 
get around the critics at court, however, who found the 

Juchen peace terms humiliating and unacceptable: in addi- 
tion to an enormous yearly tribute, the Juchen demanded 
that the Nan Sung formally admit, with due ceremonials, 
its inferior status as a vassal state. The shrewd emperor 

found an impeccable excuse for accepting the terms by 
claiming filial piety; he sought the return of his mother 
from captivity. To this, no Confucian could openly object. 
Significantly, Kao-tsung refrained from asking the release 
of former emperor Ch’in-tsung; such a move would have 

called into question the legitimacy of his succession. 
A dramatic crisis occurred in 1141. On the eve of con- 

cluding peace negotiations, Kao-tsung decided to strip the 
three leading generals of their commands. The generals, 
summoned to the capital on the pretext of rewarding their 
merits, were promoted to military commissioners, while 

their units were reorganized into separate entities directly 
under Imperial control. Two of the generals reconciled 
themselves to the nominal honours and sizable pensions, 
but the third, Yueh Fei, openly criticized the peace ne- 
gotiations. He was put to death on a trumped-up charge 
of high treason. He later became the subject of a great 
legend, in which he was seen as a symbol of patriotism. At 
the time, however, his elimination signified full internal 
and external security for the court. 
Relations with the Juchen. In spite of Kao-tsung’s per- 

sonal inclination, his artful guiding hand, and the success 
of his efforts to consolidate the empire, the impulse re- 
mained strong among many idealistic Confucians to at- 
tempt to recover the central plains. Even when silenced, 
they were potentially critical of court policies. Kao-tsung 
eventually decided to abdicate. He left the matter to his 
adopted heir, but he retained control from behind the 
throne. The new emperor, Hsiao-tsung (reigned 1162/63- 
1189/90), sympathetic to the idealists, appointed several 
of them to court positions and command posts. Informa- 
tion about a Juchen palace coup and alleged unrest in the 
Juchen Empire, particularly in the parts recently occupied, 
led to a decision to resume the war. An initial Sung attack 
was repulsed with such heavy losses that even regrouping 
took some time to accomplish. Sporadic fighting went on 
for nearly two years in the Huai Valley, reflecting a mili- 
tary stalemate. This resulted in a significant change in the 
new peace formula of 1165. The vassal state designation 
was dropped, and the Nan Sung attained a nearly equal 
footing with the Juchen, although it had to defer to the 
latter empire as the senior one. 
After the death of Kao-tsung in 1187, Hsiao-tsung fol- 

lowed the precedent of abdication. The international peace 
was kept during the brief reign of his son, Kuang-tsung 
(reigned 1189/90-1194/95), but it was broken again in 
1205, during the reign of his grandson, Ning-tsung (reigned 
1194/95-1224/25). The 40-year span of continuous peace 
dimmed the memory of difficulties in waging war. A new 
generation, nurtured by a flourishing Confucian educa- 
tion, tended to underestimate enemy strength and to think 
once more about recovering the central plains. The Nan 
Sung again initiated a northward campaign, and again it 
met with defeat. The event left no doubt that the Juchen 
Empire’s hold over North China was far beyond the 
military capability of the southern empire alone. It was 
also obvious that the Chinese population in North China 
consisted of new generations brought up under alien dom- 
ination and accustomed to it. 
The Juchen not only retained their military edge over 

the Nan Sung but also revived their ambition of south- 
ward expansion. An offer was made to the governor of 
Szechwan, who decided to turn against the Sung court in 
faraway Lin-an and to become king of a vassal state allied 
with the Juchen. The civilian officials around him, how- 
ever, took quick action and ended his separatist rebellion. 
Though a passing danger, it highlighted the fact that the 

Nan Sung consolidation was not entirely secure; peace 
was preferred. 
The court’s relations with the bureaucracy. Kao-tsung 

set the style for all subsequent Nan Sung emperors. The 
first two emperors in the Pei Sung, both strong militarists, 
had towered above the relatively modest bureaucracy they 
had created; most of their successors had found little dif- 

ficulty in maintaining a balance in the bureaucracy. The 
circumstances under which the Nan Sung came into be- 
ing, however, were quite different. Kao-tsung faced tough 
competition in building up a loyal bureaucracy, first with 
the two puppet rulers in the North and then from the dual 
administration the Juchen Empire had set up. He became 
keenly aware that a cautious handling of bureaucrats 
was essential. Later, the attempted rebellion in Szechwan 
taught his successors the same lesson. 
Kao-tsung was an attentive student of history who con- 

sciously emulated the restoration by the Tung (Eastern) 
Han (AD 25-220) and defined his style as the “gentle 
approach.” This meant using bureaucratic tactics to deal 
with the bureaucrats themselves. The gentle approach 
proved helpful in maintaining a balance at court and 
thus protecting councillors and Imperial favourites from 
the criticism of “opinion-officials.” Absolutism had grown 
since the middle of the Pei Sung; the emperors had del- 

egated much more power than before to a few ranking 
councillors. Similarly, Imperial favourites—e.g., eunuchs, 
other personal attendants of the emperor, and relatives of 
the consorts—gained influence. 
The opinion-officials by virtue of their rank or convic- 

tion wished to speak against those who abused power and 
influence; as a result of the factionalism that had plagued 
the late Pei Sung, their effectiveness had declined and 
never recovered. But as long as absolutism was qualified by 
Confucian values and the monarch cherished a Confucian 
image, he had to learn to deal with some adverse opinions; 
he often resorted to sophisticated delaying tactics. Skilled 
at bureaucratic manipulation, the Nan Sung emperors lis- 
tened to criticism with ostensible grace, responded appre- 
ciatively, and made it known that they had done so, but 
they did not take concrete action. Sometimes an emperor 
would either order an investigation or express a general 
agreement with the criticism, thereby preventing the crit- 
ics from making an issue of it by repeated remonstrances. 
On other occasions the emperors would listen to the crit- 
ics and commend them for their courage, but, to avoid 
stirring up a storm, the court would explicitly forbid the 
circulating of private copies of the criticisms among other 
scholar-officials. More subtly, the court would sometimes 

announce an official version of such criticism, leaving out 
the most damaging part. Likewise, rectifying edicts that 
followed the acceptance of criticism often had little sub- 
stance. Reconciliation at court was another technique; an 
emperor would deliberately, if not evasively, attribute crit- 
icism to probable misunderstanding, assemble the parties 
in dispute, ask them to compose their differences, caution 
those under attack to mend their ways, and suggest to 
the critics that their opinions, though valid, should be 
modified. The handling of severe critics who refused to 
change their stand required different tactics. Seemingly 
accepting their adverse opinion, the court might reward 
them by promotion to a higher position, whose functions 
did not include the rendering of further advice. Rarely did 
the court demote or punish opinion-officials, especially 
those with prestige; sometimes it would not even permit 
them to resign or to ask for a transfer. Any such move 
tended to damage the court’s valuable Confucian image. 
On sensitive issues the emperors were likely to invoke 
their absolutist power, but this was usually handled gently, 
by quietly advising the opinion-officials to refrain from 
commenting on the issues again. 
Under this bureaucratized manipulation by the court, the 

institution of opinion-officials degenerated. Often the em- 
perors appointed their own friends to such posts; but just as 
often, when the emperors hinted that they were displeased 
with certain ministers, the opinion-officials dutifully re- 
sponded with unfavourable evidence, thus furnishing the 
court with grounds for dismissals. Such Imperial manip- 
ulations served manifold purposes: safeguarding absolutist 
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power and its delegation to various individuals, disguising 
absolutism, and keeping the bureaucracy in balance. 
The chief councillors. The later Nan Sung emperors 

preferred not to take on the awesome burden of man- 
aging the huge and complex bureaucracy. Most of them 
were concerned chiefly with security and the status quo. 
The Nan Sung court delegated a tremendous amount of 
power and thus had a series of dominant chief councillors; 
none of them, however, ever was a potential usurper. No 
bureaucrat during the Sung era had a political base, a 
hereditary hold, or a personal following in any geographic 
area. In addition, the size of the bureaucracy and fluidity 
of its composition precluded anyone from controlling it. 
The tenure of chief councillor was essentially dependent 
upon the sanction of the emperor. At times even the chief 
councillor had to reaffirm his loyalty along with other 
bureaucrats. Loyalty in absolutist terms being another 
name for submission, the court, bureaucratized as it was, 

retained its supreme position beyond challenge. 
Nevertheless, the history of Nan Sung politics had much 

to do with powerful chief councillors, increasingly so as 
time went on. Kao-tsung at first had a rapid succession 
of ranking ministers, but none of them measured up to 

the difficult task at hand: seeking external security by 
maintaining peace with the northern empire, and internal 
security by undermining the power of leading generals. 
Only the chief councillor Ch’in Kuei did both; moreover, 
he increased tax revenues, strengthening the fiscal base of 
the court and enriching the private Imperial treasury. For 
these merits, he was given full support to impose tight 
control over the bureaucracy as long as he lived. Powerful 
as he was, he avoided doing anything that might arouse 
Imperial suspicion. He had many dissident scholar-officials 
banished from court, but only with Imperial sanction. He 
accommodated many bureaucrats, even those who neither 

opposed nor followed him, but he made many of them 
jealous of his great power and of the rapid promotions he 
gave to his son and grandson. Ch’in Kuei failed, however, 
to properly assess the wiles of his bureaucratized master, 
who turned out to be the more masterful politician. Upon 
Ch’in Kuei’s death, the Emperor shifted all blame to him 
and recalled from banishment some of his opponents, thus 
restoring in time a balance in the bureaucracy. 
After his voluntary abdication, Kao-tsung retained his 

power by using Hsiao-tsung more or less as a chief coun- 
cillor. Hsiao-tsung subsequently failed to find a firm hand 
among his successive ministers, and the great burden on 
himself was probably one reason that he chose to abdicate. 
His son, Kuang-tsung, was mentally disturbed, unrespon- 

sive to bureaucratic consensus, and pathetically dominated 
by his consort. He turned against Hsiao-tsung and even 
refused to perform state funeral rites when the retired 
emperor died—an unprecedented default that shocked 
the court. The solution was equally unprecedented; the 
Empress Dowager, the palace personnel, and the ranking 

ministers agreed to force his abdication and oversee the 
accession of Ning-tsung. Through the crisis, Han T’o- 
chou, mentioned above in connection with the renewed 
war against the Juchen, moved rapidly into power. Re- 
lated originally to the Empress Dowager and again to a 
new consort, he received deferential treatment from Ning- 
tsung. He was made chief councillor but found it hard 
to control many bureaucrats who objected to his lack 
of scholarly qualifications, questioned his political ability, 
and criticized his nepotistic appointments. Reacting to 
the hostility, he made first a crucial mistake and then a 
fatal one. First, he banned a particular school of Con- 
fucian idealists, led by Chu Hsi (see below The rise of 
Neo-Confucianism). This proved unpopular, even among 
neutral scholar-officials. After he rescinded the ban, he at- 
tempted to recruit support and to reunite the bureaucracy 
by initiating the war. After its defeat in the war, the Sung 
sacrificed him in its search for peace. 
Shih Mi-yiian emerged as the dominant chief coun- 

cillor. Coming from a bureaucratic family background, 
he understood the gentle approach and the importance 
of accommodating various kinds of bureaucrats in order 
to achieve a political balance. Promoting on merit and 
refraining from nepotism, he restored stability. He recog- 
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nized that the ideological prestige the followers of Chu Hsi 
had won had become a political factor, and he appointed 
some of their prominent leaders to highly respectable posts 
but without giving them real power. Like the emperors 
he served, he wanted to have both authority and a good 
political image. Ning-tsung had no son, and the chief 
councillor helped him adopt two heirs. When the Emperor 

died without designating an heir apparent, Shih Mi-yiian 
arbitrarily decided in favour of the younger one, which 
was contrary to the normal order of succession but had 
the backing of palace-connected personnel. 
Both Li-tsung (reigned 1224/25-1264/65) and his succes- 

sor Tu-tsung (reigned 1264/65-1274) indulged excessively 
in pleasure, though much of it was carefully concealed 

from the public. Shortly after the death of Shih Mi- 
yuan, the role of chief councillor went to Chia Ssu-tao. 

Though denounced in history, he actually deserves much 
credit. He dismissed many incompetents from the palace, 
the court, the bureaucracy, and the army. He curbed ex- 

cessive corruption by instituting minor administrative re- 
forms. His strict accounting made the generals personally 
liable for misappropriation of funds. A system of public 
fields was introduced, cutting into the concentration of 
landownership by requisitioning at a low price one-third 
of large estates beyond certain sizes and using the income 
for army expenditures when the government faced exter- 
nal danger and fiscal deficit. These measures, however, 
hurt the influential elements of the ruling class, making 
Chia unpopular. He too had failed to practice the gentle 
approach. He was denounced by those who had defected 
to the enemy and later reconciled their guilt by placing 
the blame on him. 
Except in name, the several dominant chief councillors 

were nearly actual rulers by proxy. They ran the civil 
administration, supervised both state finance and mili- 
tary affairs, and controlled most scholar-officials by some 
varying combination of gentle accommodation and high- 
handed pressure. The emperors, however, kept their sep- 
arate Imperial treasury—from which the government in 
deficit had to borrow funds—and their private intelligence 
systems to check upon the chief councillors. Moreover, 
potential competitors always existed in the bureaucracy, 
ready to criticize the chief councillors whenever state af- 
fairs went badly enough to displease or disturb the emper- 
ors. The chief councillors had enormous power only by 
virtue of the Imperial trust, and that lasted only as long 
as things went tolerably well. 
The bureaucratic style. Regular posts in the Nan Sung 

civil service numbered about 20,000 without counting nu- 
merous sinecures, temporary commissions, and a slightly 
larger number of military officers. Besides eliminating 
most patronage privileges, by which high officials were 
entitled to obtain an official title for a son or other family 
member, the court occasionally considered a general re- 
duction in the size of the bureaucracy. But vested interests 
always opposed it. Those who entered government service 
seldom dropped out or were thrown out. Meanwhile, new 
candidates waiting for offices came in waves from state ex- 
aminations, from extra examinations on special occasions, 
from graduation from the National Academy, or from 
special recommendations and unusual sponsorship; others 
gained official titles because their families contributed to 
famine relief or to military expenditures. Thus, the ever- 
increasing supply of candidates far exceeded the vacancies. 
According to Confucian theory, any prosperity that made 

possible more books in print, schools, and availability of 
a better educated elite was all for the good. But the orig- 
inal Confucian ideal intended to have the elite serve the 
society in general and the community in particular rather 
than flood the bureaucracy. Rising educational standards 
made the competition at examinations harder and perhaps 
raised the average quality of degree holders. 
Families with members in the bureaucracy responded in 

part by successfully increasing the importance of other 
avenues of entrance into government service, especially 
the “protection” privilege that allowed high officials to se- 
cure Official rank for their protégés (usually junior family 
members). People outside the civil service responded by 
altering their goals and values and by reducing the stress 
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on the importance of entering the bureaucracy. It is not 
accidental that this era saw the spread of Neo-Confucian 
academies that emphasized moral self-development, not 
success in examinations, as the proper goal of education. 
During the Sung period there was increased emphasis 

on morals and ethics and a continuous development of 
the law. The early Sung had adopted a legal code almost 
wholly traceable to an earlier T’ang code, but Sung cir- 
cumstances differed from those of the T’ang. As a result, 

there was a huge output of legislation in the form of Impe- 
rial edicts and approved memorials that took precedence 
over the newly adopted code and soon largely displaced 
it in many areas of law. Sung legal bureaucrats periodi- 
cally compiled and edited the results of this outpouring 
of new laws. The new rules not only altered the content 
of the (largely criminal) sphere covered by the code but 
also legislated in the areas of administrative, commercial, 

property, sumptuary, and ritual law. There were literally 
hundreds of compilations of various sorts of laws. 
Perhaps as a result of the growth of this legal tangle from 

the late Pei Sung onward, magistrates made increasing 
use of precedents, decisions by the central legal authori- 
ties on individual cases, in reaching legal decisions. The 
government sought to help its officials by instituting a 
variety of devices to encourage officials and prospective 
officials to learn the law and to certify that those in office 
did have some familiarity with things legal. There was an 
increase in the writing and publication of other sorts of 
works concerned with the law, including casebooks and 
the world’s oldest extant book on forensic medicine. De- 
spite the appearance of such works, which were intended 
to help them, officials were under strong pressure to rule 
in a conservative way and to avoid rocking the boat. 
Many scholar-officials sought simply to keep things quiet 

and maintain the appearance that there was no serious 
trouble. The bureaucratic style was to follow the accus- 
tomed ways in accordance with proper procedure, find 
expedient solutions based upon certain principles in spirit, 
make reasonable compromises after due consideration of 
all sides, and achieve smooth reconciliations of divergent 
views. To protect one’s own career record it was essential 
to engage in time-consuming consultations with all appro- 
priate offices and to report to all concerned authorities so 
that everyone else would have a share of responsibility. 
Anyone who criticized the bureaucratic style would be 
going against the prevalent mode of operation, namely, 
mutual accommodation. Even the emperor adopted the 
bureaucratic style. 
The picture was not entirely dark. Evasions and de- 

viations notwithstanding, the letter of the laws and the 
formalities of procedures had to be fulfilled. Definite lim- 
its were set on official negligence and misconduct. For 
example, suppressing evidence or distorting information 
were punishable offenses. Minor juggling of accounts went 
on, but outright embezzlement was never permissible. Ex- 
pensive gifts were customary and even expected, but an 
undisguised bribe was unacceptable. The refined art of the 
bureaucratic style was not sophistry and hypocrisy alone; 
it required a circumspect adherence to the commonly 
accepted substandard norms, without which the mainte- 
nance of government would have been impossible. 
The clerical staff. The norms for the clerks were even 

lower, especially in local government. Some 300 clerks 
in a large prefecture or nearly 100 in a small one were 
placed under the supervision of a few officials. The clerks 
had numerous dealings with various other elements in the 
community, whereas the officials, being outsiders, rarely 
had direct contacts. Holding practically lifelong tenure 
after benefiting from the cumulative experience of their 
fathers and uncles before them, the clerks knew how to 
operate the local administrative machinery far better than 
did the officials, who served only brief terms before mov- 
ing elsewhere. Clerks often received inadequate salaries 
and were expected to support themselves with “gifts” from 
those needing their services. Under honest, strict, and 
hardworking magistrates, the clerks would recoil, but only 
briefly, because such magistrates would soon either gain 
promotion for their remarkable reputations, or their strict 
insistence on clean government would become intolerable 

to their superiors, colleagues, subordinates, and influential 
elements in the community who had connections with 
high circles. Though all bureaucrats complained of clerical 
abuses, many connived with the clerks and none had a 
viable alternative to the existing situation. One significant 
suggestion was to replace the clerks with the oversupply of 
examination candidates and degree holders, who presum- 
ably had more moral scruples. But this solution had no 
chance of being considered because it implied a downgrad- 
ing of the status of those who considered themselves to be 
either potential or actual members of the ruling class. 
The law did place definite limits on clerical misbehaviour. 

But when a clerk was caught in his wrongdoing, he knew 
enough to save himself—taking flight before arrest, getting 
a similar job elsewhere under a different name, defending 
himself through time-consuming procedures, appealing for 
leniency in sentencing, requesting a review, or applying 
for clemency on the occasion of Imperial celebrations. 
What prevented clerical abuses from getting worse was 
not so much official enforcement of legal limits as it was 
the social convention in the community. For themselves 
as well as for their descendants, the clerks could ill afford 

to overstep the socially acceptable limits. 
The net result of a large bureaucracy and its supporting 

clerical staff, accommodating one another in various de- 
faults, malfunctions, and misconduct within loose limits, 
was a declining tax yield, tax evasion by those who be- 
friended colluding officials and clerks, and an undue shift 
of the tax burden onto those least able to pay. 
The rise of Neo-Confucianism. The rise of the partic- 

ular school of Neo-Confucianism led by Chu Hsi takes 
on special meaning in this context. The Neo-Confucian 
upsurge beginning in the late T’ang embraced many excit- 
ing extensions of the Classical vision. Noteworthy during 
the Pei Sung was the emergence of.a new Confucian 
metaphysics that was influenced by Buddhism and that 
borrowed freely from Taoist terminology while rejecting 
both religions. Of relevance to Nan Sung political and so- 
cial conditions was its continuous growth into a well-inte- 
grated philosophical system that synthesized metaphysics, 
ethics, social ideals, political aspirations, individual disci- 
pline, and self-cultivation. 

The best thinkers of the early Nan Sung were disillusioned 
by the realization that previous Neo-Confucian attempts 
had failed. Reforms that had sought to apply statecraft 
had ended in abuses and controversies. The spread of 
education had not coincided with an uplifting of moral 
standards. The loss of the central plains was a great cul- 
tural shock, but to talk of recovering the lost territory was 
useless unless it was preceded by a rediscovery of the true 
meaning of Confucianism. To Chu Hsi and his followers, 
a state permeated by true Confucian practices would be 
so internally strong and would have such an attraction for 
outsiders that the retaking of the north would require only 
a minimal effort; a state lacking true Confucian practices 
would be so internally weak and unattractive that retaking 
the lost territories would be quite impossible. 
Moreover, threatened by the Juchen adoption of the 

same heritage, the Sung felt driven to make an exclusive 
claim to both legitimacy and orthodoxy. Such a claim 
required that the new departures be interpreted as reaffir- 
mation of ancient ideals. Thus, the intellectual trend that 
developed under Chu Hsi’s leadership was at first referred 
to as Tao Hsiieh (the School of True Way) and later as 
Li Hsieh (the School of Universal Principles). Education, 
to the thinkers of this school, meant a far deeper self- 
cultivation of moral consciousness, the ultimate extent of 
which was the inner experience of feeling at one with 
universal principles. These men, who might be described 
as transcendental moralists in Confucianism, also made 
a commitment to reconstruct a moral society—to them 
the only conceivable foundation for good government. 
With missionary-like zeal, they engaged in propagation of 
this true way and formed moral-intellectual fellowships. 
Chu Hsi, the great synthesizer, ranked the Classics in a 
step-by-step curriculum, interpreted his foremost choices, 
collectively known as the Four Books, summed up a 
monumental history in a short version full of moralistic 
judgments, prepared other extensive writings and sayings 
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of his own, and opened the way for an elementary cate- 
chism, entitled the “Three Word Classics,” that conveyed 

the entire value system of this school in simple language 
for what approximated mass education. 
Many idealistic scholars flocked to Chu Hsi, his asso- 

ciates, and his disciples. Frustrated and alienated by the 
prevalent conditions and demoralizing low standards, these 
intellectuals assumed a peculiar archaic and semireligious 
life-style. Prominent in scholarship, educational activities, 
and social leadership and filling some relatively minor 
government posts, they asserted their exclusive ideological 
authority with an air of superiority, much to the displea- 
sure of many conventional Confucians. Though they were 
not keen about politics, the prestige they acquired was an 
implicit threat to those in power. The chief councillor Han 
T’o-chou was particularly alarmed when he found some of 
his political adversaries sympathetic to and even support- 
ing this particular school. A number of other bureaucrats 
at various ranks shared Han’s alarm; one after another, 

they accused this school of being similar to a subversive 
religious sect, calling it a threat to state security and at- 
tacking its alleged disrespect for the court. The school was 
proscribed as false learning and un-Confucian. Several 
dozen of its leaders, including Chu Hsi, were banished, 
some to distant places. Thenceforth, all state examination 
candidates had to declare that they had no connection 
with the school. 
Most historical accounts follow the view that the con- 

troversy was another example of factional strife, but that 
was not the case. The attackers were not a cohesive group, 
except for their common resentment toward this school, 
nor was the school itself an active group in politics. The 
conflict was in fact one between two polarized levels— 
political power and ideological authority. The nature of 
the Confucian state required that the two should converge 
if not coincide. 
The persecution boomeranged by making heroes out of 

its victims and arousing sympathy among neutral scholar- 
officials. Realizing his mistake a few years later, Han 
lifted the ban. Most historical accounts leave an erro- 
neous impression that, once the ban was removed, the 
Chu Hsi school of Neo-Confucianism by its preeminence 
soon gained wide acceptance, which almost automatically 
raised it to the coveted status of official orthodoxy. But 
in reality the rise to orthodoxy was slow and achieved 
by political manipulation, occasioned by an internal crisis 
of Imperial succession and then by the external Mongol 
threat. Shih Mi-yuan, the chief councillor who made Li- 
tsung emperor, created circumstances that forced the elder 
heir to commit suicide. This was damaging to the image 
of the court and to that of Shih himself. Mending political 
fences, he placed a few of the school’s veteran leaders in 
prestigious positions in order to redress the balance of the 
bureaucracy. In 1233, the year before the Mongol conquest 
of Juchen, the Mongols honoured Confucius and rebuilt 
his temple in Peking. In 1237 their emerging nomadic 
empire, already occupying a large portion of North China, 
reinstituted a civil service examination, thus claiming that 
it, too, was a Confucian state. Threatened both militarily 
and culturally, the Nan Sung made Chu Hsi’s commen- 
taries official, his school the state orthodoxy, and its claim 
the accepted version—that the true way of Confucius had 
been lost for more than 1,000 years and that the line of 
transmission was not resumed until, inspired by the early 
Pei Sung masters, Chu Hsi reestablished it. This implied 
that whatever Confucianism the Mongols took over was 
but a pale imitation and without legitimacy. 
Internal solidarity during the decline of the Nan Sung. 

Honouring the Chu Hsi school did not reinvigorate the 
Nan Sung administration, but the military, despite some 
weaknesses, maintained an effective defense against the 
Mongols for four decades—the longest stand against Mon- 
gol invasions anywhere. The final Sung defeat came in 
part because the Mongol forces, frustrated for many years 
in their attempts to break the main Sung line of resistance, 
drove through territories to the west and outflanked the 
Sung defenders. The Sung capital, Lin-an, finally fell in 
1276 without much fighting, after high-ranking officials 
and officers had fled. The empire finally came to an end 
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in 1279, after its last fleet had been destroyed near Can- 
ton, when a loyal minister with the boy pretender to the 
throne committed suicide by jumping into the sea. 
Later Chinese historians attempted to explain the fall of 

the Nan Sung as the result of internal decay and abuses, 
and so they stressed the problems of heavy taxation, in- 
flation of paper currency, bureaucratic laxity, and clerical 
abuses. The absence of any large-scale uprisings among 
the peasantry, however, suggests that they overstated the 
seriousness of such problems. To explain this lack of 
major uprisings, most historical accounts point to Chi- 
nese patriotism because the war against the Mongols was 
for cultural rather than merely dynastic survival. Though 
partly true, this was not the only reason. The impressive 
internal solidarity involved many other factors: (1) the 

government mobilized the resources of the wealthiest re- 
gion, that of the lower Yangtze, without overburdening 
other parts; (2) the tax burden and the emergency req- 
uisitions fell mostly upon the prosperous urban sectors 
rather than on rural areas, the backbone of the empire; 
(3) scholar-officials in many areas, in spite of their short- 
comings, were sophisticated in the art of administration, 
moving quickly to put down small uprisings before they 
got larger, or offering accommodative terms to induce 
some rebel leaders to come over while dividing the rest. Fi- 
nally, the Neo-Confucian values had pervaded the country 
through more books, more schooling, and more efforts by 
Neo-Confucians to promote moral standards, community 
solidarity, and welfare activities, and through widespread 
Neo-Confucian roots planted at the local levels by half- 
literate storytellers, makeshift theatres, and traveling com- 

panies in various performing arts. 
The examination system itself played a major role in the 

Confucianization of Chinese society. Only a small per- 
centage of the candidates actually passed the degree exam- 
inations and entered the civil service. The vast majority, 
thoroughly imbued with Confucian studies, returned to the 
larger society, often to serve as teachers to the next gen- 
eration. Furthermore, the examination system reinforced 

the deeply Confucian character of the curriculum, from 
the lowest level of primary education to the highest level 
in the academies. Children began imbibing Confucian 
moral precepts when they began to read. These precepts 
stressed loyalty, and that in turn probably helped bolster 
the strength of the dynasty in the face of foreign invasion 
and helped limit internal disloyalty. 

SUNG CULTURE 

The Sung was an era of great change in most facets of Chi- 
nese life. Some of these developments were the outgrowths 
of earlier patterns, while others were largely born under 
that dynasty. These developments often related to or were 
made possible by major changes in Chinese economic life. 
An agricultural revolution produced plentiful supplies 

for a population of more than 100,000,000—by far the 
largest in the world at the time. Acreages under cultivation 
multiplied in all directions, stretching across sandy lands, 
climbing uphill, and pushing back water edges. A variety 
of early ripening rice, imported during the 11th century 
from Champa in modern Kampuchea, shortened farming 
time to fewer than 100 days, making two crops a year the 
norm and three crops possible in the warm south. Among 
other new crops the most important was cotton, which 

provided clothing for rich and poor alike; silk and hemp 
were also important. Improved tools, new implements, 
and mechanical devices that raised manpower efficiency 
were widely used and found their way into guidebooks 
used by the literate community leaders. Mineral produc- 
tivity of such substances as gold, silver, lead, and tin also 
increased. Consumption of iron and coal grew at a faster 
rate from 850 to 1050 than it had in England during 
the first two centuries of the Industrial Revolution. The 
Chinese, however, never combined the two resources to 
generate power mechanically. 
Manufacturing made tremendous headway within the 

skill-intensive pattern but with the aid of new devices, 
better processing, a beginning of division of labour, and 
expertise. Chinese porcelain attained international fame. 
Though information on ordinary handicrafts was available 
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in handbooks and encyclopaedias, advanced skills were 
guarded as trade secrets. Specialization in production and 
regional trade stimulated mutual growth. 
Transportation facilities improved, allowing production 

away from the sources of supplies and making products 
available to distant parts. The state maintained highways, 
with staffed stations, for official travel and a courier ser- 
vice network, the latter being an index of centralized 
government control. Along the highways and branching 
byways stood private hostels and inns frequented by pri- 
vate traders. Rivers carried tribute vessels and barges, pri- 
vate shipping, transfer crafts, fishing boats, and pleasure 
yachts. Large ships with multiple decks were propelled by 
fast-moving wheels paddled by manpower; many sailed 
on the high seas, aided by accurate compasses, charts, and 

instruments as well as by experience in distant navigation. 
The expanding sea trade, apart from that with Japan and 
Korea, moved southward and linked up with merchants 
from Persia and Arabia. Some Chinese merchants began 
to settle in Southeast Asia. For the first time in history, 

Chinese naval forces assumed a vital military role, though 
China had not become a sea power. 
An advanced money economy was everywhere in evi- 

dence. Many cultivated lands produced cash crops. By 
1065 the Pei Sung government was taking in annual cash 
tax payments that were 20 times what the T’ang had re- 
ceived in 749. The income of the Nan Sung consisted of 
more cash revenues than grain and textile receipts. The 
economy had progressed to such a state that it needed 
more means of exchange. Merchants used drafts called 
fei-ch’ien (“flying money”) and certificates of deposits 
made elsewhere. State monopoly agencies in salt and tea 
followed with their respective certificates, which were as 
good as money. The government first permitted printed 
paper money for limited regional circulation and then 
authorized it as nationwide legal tender. (China was the 
first country to do so.) 

Busy transactions approached a commercial revolution, 
carried on by rapid calculations on the abacus, a spe- 

cialized service skill that remained unmatched until the 
appearance of adding machines and computers. Cities 
changed: the T’ang pattern of walled-in blocks, each for 
a particular trade, broke down; stores appeared in vari- 
ous parts of cities, and trade guilds proliferated. Though 
official documents and scholarly essays adopted a down- 
grading tone toward commercial activities, Sung China 
became a society of wholesalers, shippers, storage keepers, 
brokers, traveling salesmen, retail shopkeepers, and ped- 
dlers. Urban life reached a new intensity. The populations 
of several metropolitan areas approached 1,000,000. 
Crowding was serious. Houses usually had narrow 

frontages. Fires were frequent and disastrous. Neighbour- 
hood fire squads, with water containers at hand, could net 
prevent destruction, and some fires lasted several days. 
Nonetheless, prosperity was the keynote of urban life. 
Teahouses, wine shops, exquisite cuisines, and catering 
services for private parties existed in multitude and variety. 
Pleasure grounds provided daily amusement and festival 
merriment with acrobats, jugglers, wrestlers, sword swal- 
lowers, snake charmers, fireworks, gambling, performing 
arts of all sorts, puppet shows, storytellers, singing girls, 
and professionally trained courtesans. Upper-class families 
enjoyed higher culture, with such diversions as music, pets, 
intricate games, hobbies, calligraphy, painting, and poetry. 
Noticeably declining were hunting, horseback riding, and 
polo. Gentility displaced sportsmanship. The prosperous 
cities also provided easy prey for pickpockets and profes- 
sional thieves. Inasmuch as pauperism appeared in cities, 
parallel to rural underemployment and unemployment, 
the government undertook relief and such welfare mea- 
sures as orphanages, nursing homes for the aged poor, 
charitable graveyards, and state pharmacies. 
Knowledge expanded because of specialization. Medicine 

embraced such skills as acupuncture, obstetrics, dentistry, 
laryngology, ophthalmology, and treatment of rheuma- 
tism and paralysis. The demand for improvement in tech- 
nology, aided by certain concerns of the Neo-Confucian 
philosophy, helped to promote numerous investigations 
approaching science. Literacy spread with printing, which 

evolved from rubbing through block printing to the use of 
movable type that facilitated a large quantity of produc- 
tion at reduced cost. A large number of scholars achieved 
high standing through Classical studies, newly developed 
archaeology, philosophical interpretations, statecraft ideas, 
classical forms of poetry, an evolving lyric poetry called 
tz’u, which had its origin in singing, and written versions 
of popular songs, called san-ch’u. Of greatest influence on 
scholar-officials in succeeding generations was a masterly 
prose style that was original and creative but that was 
always used in the name of reviving ancient models. Di- 
versified and specialized developments widened knowledge 
so much that scholars compiled voluminous histories, col- 
lected works, comprehensive handbooks, compendiums, 
and encyclopaedias. Fine arts also reached new heights. 
The term early modern has often been applied in describ- 

ing Sung culture because it not only advanced beyond the 
earlier pattern in China and far ahead of the rest of the 
world at the time but it also had many startlingly new 
features that approximated later developments in western 
Europe. This characterization, though helpful to highlight 
and appreciate the Sung progress, tends to be misleading. 
The so-called early modern stage did not pave the way for 
more modernity later. On the contrary, the Sung pattern 
attained cultural stability, giving rise to the myth of an 
unchanging China. 
These conflicting images stemmed from the cultural and 

regional diversity of the Sung, in which modern-style 
advances existed alongside continuing older practices. In 
some areas such as the delta lands immediately south of 
the Yangtze River, sizable estates grew up with a com- 

plicated social pattern characterized by tenant farming. 
Elsewhere, in less well-developed areas, there was a greater 
proportion of owner-farmers, while in still other regions, 
the landlords tried to bind the tillers to the soil. The same 
confusion was reflected in the status of women. During the 
Sung the notorious practice of foot binding first became 
common, clearly marking a fall in the status of women, 
but there is evidence that during the Nan Sung (unlike 
any other Chinese dynasty) daughters as well as sons could 
inherit property in their own names. Furthermore, Sung 
families tried in various ways to strengthen the ties created 
by the marriages of their daughters to other families. 
The extraordinarily rapid pace of economic and techno- 

logical change that marked the Pei Sung seems to have 
slowed during the Nan Sung. For reasons that are not 
wholly clear, Chinese society did not break through its in- 
herited patterns in any radically new ways. It may be that, 
with an abundance of inexpensive labour, economic ratio- 
nality moved men to produce through increased amounts 
of labour rather than through innovation or capital in- 
vestment. This disincentive to investment helped create 
a relatively stable economic and technological pattern 
that remained with little change for centuries thereafter. 
Despite this slowing of economic and technological devel- 
opment, however, the Sung did give birth to changes. It 
not only saw the creation of a new Confucian synthesis 
but also helped create the devices that spread the new 
ideas among the people at large. The urban and urbanized 
culture that arose in the Sung was retained and devel- 
oped in succeeding dynasties, when the early modern (or 
neotraditional) pattern created in the Sung provided both 
the model for and the basis of the gradual transformation 
of some aspects of Chinese life that belied the image of 
China as unchanging. (J.T.C.L./B.E.McK.) 

The Yiian, or Mongol, dynasty 

THE MONGOL CONQUEST OF CHINA 

Genghis Khan rose to supremacy over the Mongol tribes 
in the steppe in 1206, and within a few years he attempted 
to conquer northern China. By securing the allegiance of 
the Tangut state of Hsi Hsia in what are now Kansu 
and northeastern Tibet (1209), he disposed of a potential 
enemy and prepared the ground for an attack against 
the Chin state of the Juchen in northern China. At that 
time the situation of Chin was precarious: the Juchen 
were exhausted by a costly war (1206-08) against their 
hereditary enemies, the Nan Sung. Discontent among the 
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non-Juchen elements of the Chin population (Chinese and 

Khitan) had increased, and not a few Chinese and Khitan 
nobles defected to the Mongol side. Genghis Khan, in his 

preparation for the campaign against Chin, could there- 
fore rely on foreign advisers who were familiar with the 
territory and the conditions of the Chin state. 
Invasion of the Chin. The Mongol armies started their 

attack in 1211, invading from the north in three groups; 
Genghis Khan led the centre group himself. For several 
years they pillaged the country; finally, in 1214 they con- 
centrated upon the central capital of the Chin, Chung- 
tu (modern Peking). Its fortifications proved difficult to 
overcome, so the Mongols concluded a peace and with- 

drew. Shortly afterward the Chin emperor moved to 
the southern capital at Pien (modern K’ai-feng). Genghis 
Khan considered this a breach of the armistice; a renewed 
attack brought large parts of northern China under Mon- 
gol control and finally resulted in 1215 in the capture 
of Chung-tu (renamed Ta-tu in 1272). The Mongols had 
had little or no experience in siege craft and warfare in 
densely populated areas; their strength had been chiefly in 
cavalry attacks. The assistance of defectors from the Chin 
state probably contributed to this early Mongol success. 
In subsequent campaigns the Mongols relied even more 
upon the sophisticated skills and strategies of the increased 
number of Chinese under their control. 
After 1215 the Chin were reduced to a small buffer state 

between the Mongols in the north and Sung China in the 
south, and their extinction was but a matter of time. The 
Mongol campaigns against Hsi Hsia in 1226-27 and the 
death of Genghis Khan in 1227 brought a brief respite for 
Chin, but the Mongols resumed their attacks in 1230. 
The Sung Chinese, seeing a chance to regain some of the 

territories they had lost to the Juchen in the 12th century, 
formed an alliance with the Mongols and besieged Pien in 
1232. The Emperor of Chin left Pien in 1233, just before 

the city fell, and took up his last residence in Ts’ai Prefec- 
ture (Honan), but this refuge was also doomed. In 1234 
the Emperor committed suicide, and organized resistance 
ceased. The southern border of the former Chin state— 
the Huai River—now became the border of the Mongol 
dominions in northern China. 
Invasion of the Sung. During the next decades there 

was an uneasy coexistence between the Mongols in north- 
ern China and the Sung state in the south. The Mongols 
resumed their advance in 1250 under the grand khan 
Mongke and his brother Kublai Khan—grandsons of 
Genghis Khan. Their armies outflanked the main Sung 
defenses on the Yangtze River and penetrated deeply 
into southwestern China, conquered the independent Tai 
state of Nan Chao (in what is now Yunnan), and even 
reached present-day northern Vietnam. Mongke died in 
1259 while leading an army to capture a Sung fortress 
in Szechwan, and Kublai succeeded him. Kublai sent an 
ambassador, Hao Ching, to the Sung court with an offer 
to establish peaceful coexistence. Hao did not reach the 
Sung capital of Lin-an (now Hang-chou), however, but 
was interned at the border and regarded as a simple spy. 
The Sung chancellor, Chia Ssu-tao, considered the Sung 
position strong enough to risk this affront against Kublai; 
he thus ignored the chance offered by Kublai and in- 
stead tried to strengthen the military preparations against 
a possible Mongol attack. He secured military provisions 
by a land reform that included the confiscation of land 
from large owners, but this alienated the greater part of 
the landlord and official class. The Sung generals, whom 
Chia distrusted, also had grievances, which may explain 
why a number of them later surrendered to the Mongols 
without fighting. 
From 1267 onward, the Mongols, this time assisted by 
numerous Chinese auxiliary troops and technical special- 
ists, attacked on several fronts. The prefectural town of 
Hsiang-yang (modern Hsiang-fan) on the Han River was 
a key fortress, blocking the access to the Yangtze River. 
The Mongols besieged Hsiang-yang for five years (1268- 
73). The Chinese commander finally surrendered in 1273, 
after he had obtained a solemn promise from the Mon- 
gols to spare the population, and he took office with his 
former enemies. 
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Kublai Khan’s warning to his forces not to engage in 
indiscriminate slaughter seems to have been heeded to a 
certain extent. Several prefectures on the Yangtze River 
surrendered; others were taken after brief fighting. In Jan- 
uary 1276, Mongol troops reached Lin-an. Last-minute 
attempts by the Sung court to conclude a peace failed, and 
the Mongol armies took Lin-an in February. The reign- 
ing Sung empress dowager and the nominal emperor— 

a boy—were taken to Ta-tu and granted an audience by 
Kublai Khan. 
National resistance in the Sung state continued, however, 

and loyalists retreated with two Imperial princes into the 
southern province of Fukien and from there to the region 
of Canton. In 1277 the last remnants of the court left Can- 
ton and eventually fled the mainland by boat. A faithful 
minister drowned himself and the last surviving Imperial 
prince in the ocean in March 1279. When organized resis- 
tance ceased soon afterward, foreign invaders controlled 
the whole Chinese empire for the first time in history. 

CHINA UNDER THE MONGOLS 

Mongol government and administration. After their ini- 
tial successes in northern China in 1211-15, the Mongols 

faced the problem of how to rule and extract material 
benefits from a largely sedentary population. They were as- 
sisted by Khitan and Chinese and even Juchen renegades; 
these defectors were treated as “companions” (ndkoér) of 
the Mongols and were given positions similar to the higher 
ranks of the steppe aristocracy—their privileges included 
the administration and exploitation of fiefs considered as 
their private domain. 
Early Mongol rule. The government system during the 

early years of the Mongol conquest was a synthesis of 
Mongoi military administration and a gradual return to 
Chinese traditions in those domains ruled by former sub- 
jects of the Chin state. The most important office or func- 
tion in Mongol administration was that of the darughatchi 
(or seal bearer), whose powers were at first all-inclusive; 
only gradually were subfunctions entrusted to specialized 
officials in accordance with Chinese bureaucratic tradition. 
This refeudalization of northern China along Mongol lines 
with a slight understructure of Chinese-type bureaucrats 
lasted for many years. 
The central administration of Mongol China was largely 

the creation of Yeh-li Ch’u-ts’ai, originally a Chin state 
official of Khitan extraction who had acquired a profound 
Chinese scholarship and had become one of Genghis 
Khan’s trusted advisers. Yeh-lii continued to serve under 
Og6dei, who became grand khan in 1229, and persuaded 
him to establish a formal bureaucracy and to replace indis- 
criminate levies with a rationalized taxation system along 
Chinese lines. An important part of Yeh-li’s reforms was 
the creation of the Central Secretariat (Chung-shu sheng), 
which centralized the civilian administration and achieved 
some continuity. The territory was divided into provinces, 
and the provincial administrations were responsible for 
regularized taxation. The people had to pay a land tax and 
a poll tax, either in kind (textiles and grain) or in silver. 
Merchants had to pay a sales tax. Monopolies on wine, 
vinegar, salt, and mining products were also introduced. 
All this enabled the treasuries of the Mongol court to 
accumulate considerable wealth. 
In spite of the success of his economic policy, Yeh-lii’s 

influence decreased during his later years. One reason was 
bitter opposition from the Mongol feudatories and from 
those Chinese, Juchen, and Khitan nobles who were used 
to ruling independently in their appanages, which they 
exploited at will. Also, Ogédei himself apparently lost in- 
terest in the internal conditions of the Mongol dominion 
in China. During the 1230s Muslims from the Middle East 
had already begun to fill the higher positions at the Mon- 
gol court, and their ruthless exploitation of the Chinese 
created widespread resentment of Mongol rule. A relapse 
into feudal anarchism seemed inevitable, and Yeh-lii’s re- 
forms fell into temporary abeyance. China was ruled more 
or less like a colony by the foreigners and their allies. 
Changes under Kublai Khan and his successors. Kublai 

Khan’s ascendancy in 1260 marked a definite change 
in Mongol government practice; Kublai moved the seat 
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of Mongol government from Karakorum in Mongolia to 
Shang-tu (Upper Capital) near modern To-lun in Inner 

Mongolia. In 1267 the official capital was transferred to 
Chung-tu, where Kublai ordered the construction of a new 
walled city, replete with grand palaces and official quar- 
ters, that was renamed Ta-tu (“Great Capital”) before its 
completion. Under its Turkicized name, Cambaluc (Khan- 
baliq, “The Khan’s Town”), the capital became known 

throughout Asia and even Europe. But, true to nomad 
traditions, the Mongol court continued to move between 
these two residences—Shang-tu in summer and Ta-tu in 
winter. With the establishment of Ta-tu as the seat of the 
central bureaucracy, Mongolia and Karakorum no longer 

remained the centre of the Mongol Empire. Mongolia 
began to fall back to the status of a northern borderland, 
where a nomadic way of life continued and where Mongol 
grandees, dissatisfied with the growing Sinicization of the 
court, repeatedly engaged in rebellions. 
Kublai, who even prior to 1260 had surrounded himself 

with Chinese advisers such as the eminent Buddho-Taoist 
Liu Ping-chung and several former Chin scholar-officials, 
was still the nominal overlord of the other Mongol do- 
minions (u/us) in Asia. By then, however, his Chinese 
entourage had persuaded him to accept the role of a tra- 
ditional Chinese emperor. A decisive step was taken in 
1271 when the Chinese dominion was given a Chinese 
dynastic name—Ta Yuan, the “Great Origin.” Before this 
the Chinese name for the Mongol state was Ta Ch’ao 
(“Great Dynasty”), introduced c. 1217. It was a translation 
of the Mongol name Yeke Mongghol Ulus (“Great Mon- 
gol Nation”) adopted by Genghis Khan c. 1206. The new 
name, however, was a departure from Chinese traditions. 
All earlier Chinese dynasties were named after ancient 
feudal states or geographic terms; even the Khitan and the 
Juchen had followed this tradition by naming their states 
Liao (after the Liao Ho in Manchuria) and Chin (“Gold,” 
after a river in Manchuria that had a Juchen name with 
that meaning). Yuan was the first nongeographic name of 
a Chinese dynasty since Wang Mang established the Hsin 
dynasty (AD 9~25). 

During the 1260s the central bureaucracy and the local 
administration of the Chinese empire were remodeled on 
Chinese lines, with certain alterations introduced by the 
Chin, or Juchen, state. The Central Secretariat remained 
the most important civilian authority, with specialized 
agencies such as the traditional six ministries of finance, 
war, Officials, rites, punishments, and public works. The 
Shu-mi yiian (Military Council) was another institution 
inherited from previous dynasties. A Yi-shih t’ai (Cen- 
sorate) was originally created for remonstrations against 
the emperor and criticism of policies, but it became more 
and more an instrument of the court itself and a tool to 
eliminate other members of the bureaucracy. In the main, 
the territorial divisions followed Chinese models, but the 
degree of local independence was much smaller than it had 
been under the Sung; the provincial administrations were 
actually branches of the Central Secretariat. The struc- 
tures of the various provincial administrations throughout 
China were smaller replicas of the Central Secretariat. 
According to Chinese sources, in 1260-61 the lower ech- 
elons in the Central Secretariat were mostly Chinese: the 
high offices, however, even if they had traditional Chi- 
nese names, were reserved for non-Chinese. Surprisingly, 
Kublai Khan had few Mongols in high administrative po- 
sitions; apparently suspicious of some of his tribal leaders, 
he preferred absolute foreigners. The military sphere was 
affected least by the attempts to achieve a synthesis be- 
tween Chinese and native ways of life; there the Mongol 
aristocracy remained supreme. 
Too many antagonistic social and ethnic groups existed 

within the Yuan government to secure a stable rule. The 
traditional Chinese value system had largely disappeared, 
and no political ethics had replaced it. While personalized 
loyalty focused on the ruler, the companionship of nékér 
relations was not enough to amalgamate the heterogeneous 
ruling group into a stable body. This unbalanced system 
of government could function only under a strong ruler; 
under a weak or incompetent emperor disintegration was 
certain, and a decline in efficiency resulted. 

The former scholar-officials of China remained to a 
great extent outside the governmental and administrative 
structure; only minor positions were open to them. The 
Mongols never made full use of the administrative poten- 
tial of the scholar-officials, fearing their competence and 
abilities. The ruling foreign minority in China was more 
an elite of the colonialist type than a part of the Chinese 
social system. 
The unwillingness of the Mongols to assimilate with the 

Chinese is shown by their attempts to cement the in- 
equalities of their rule. After the Sung Empire had been 
conquered, the population of China was divided into 
four classes. The first class was the Mongols themselves, 
a tiny but privileged minority. Next came the se-mu jen 
(“persons with special status”), such confederates of the 
Mongols as Turks or Middle Eastern Muslims. The third 
group was called the han-jen (a term that generally means 
Chinese but that was used to designate the inhabitants 
of only northern China); this class included the Chinese 
and other ethnic groups living in the former Chin state, 
as well as Hsi Hsia, Juchen, Khitan, Koreans, Po-hai, and 

Tangut, who could be employed in some functions and 
who also formed military units under Mongol leadership. 
The last group was the man-tzu, an abusive term in Chi- 
nese, meaning “southern barbarian,” which designated the 
former subjects of Sung China, about three-fourths of the 
Chinese empire. The lowest stratum in Yuan China was 
the slaves, whose numbers were quite considerable. The 

slave status was hereditary, and only under certain condi- 
tions could a slave be freed. 
More than 80 percent of the taxpayers came from the 

man-tzu group, which was generally barred from holding 
higher office (only rarely would one of them rise to some 
prominence). The Mongols and the se-mu jen were tax- 
exempt and enjoyed the protection of the law to a higher 
degree than did the han-jen and mantzu. 
The formal distinction between various ethnic groups 

and the corresponding graded status was no Mongol in- 
vention but a social differentiation inherited from the 
Chin state. In the same way, many institutions were taken 
over from the Chin. Law in Yiian China was based partly 
on the legislation of the Chin and partly on traditional 
Chinese law; but Mongol legal practices and institutions 
also played a great role, particularly in penal law. The 
Yuan legal code has been preserved in the dynastic history, 
Ytian shih, and other sources. In addition, many rules, 
ordinances, and decisions of individual cases are collected 
in such compilations as Yiian tien-chang, which throw 
much light not only on the legal system but also on social 
conditions in general. 
Mongol and Chinese dualism was also reflected in the 

problem of administrative documents and languages. Few 
of the ruling Mongols, even in the later years of the Yiian, 
knew Chinese, and the number who mastered the Chi- 
nese script was still smaller. On the other hand, very few 
Chinese bothered to learn the language of the conquerors. 
Administration and jurisdiction, therefore, had to rely 
largely on interpreters and translators. Mongol was the 
primary language; most decisions, ordinances, and decrees 
were originally drafted in Mongol, and a Chinese inter- 
lineary version was added. This Chinese version was in 
the colloquial language instead of the formal documentary 
style, and it followed the Mongol word order so that these 
Chinese versions must have seemed barbaric to the native 
literati. Many of these Chinese versions have survived in 
such collections as Yiian tien-chang. 3 
Economy. The Mongol conquest of the Sung Empire 

had for the first time since the end of T’ang reunified all 
China. Sung China had traded with its neighbours, the 
Liao and Chin, but trade had been strictly controlled and 
limited to authorized border markets. The Mongol con- 
quest therefore reintegrated China’s economy. The Mon- 
gol administration, in its desire to utilize the resources 
of the former Sung territory, the most prosperous part of 
China, tried to promote internal trade and aimed at a 
fuller integration of north and south. The region around 
the capital was dependent on grain transports from the 
south, and large quantities of food and textiles were needed 
to keep the Mongol garrisons. The Grand Canal, which 
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had linked the river systems of the Yangtze, the Huai, and 
the Huang since the early 7th century, was repaired and 
extended to Ta-tu in 1292-93 with the use of corvée under 
the supervision of a distinguished Chinese astronomer and 
hydraulic engineer, Kuo Shou-ching—an action entirely 
within Chinese tradition. This was preceded, however, by 
another measure in the field of economic communica- 
tions that was unorthodox in Chinese eyes: in about 1280, 
concessions for grain transport overseas were granted to 
some private Chinese entrepreneurs from the southeastern 
coastal region (some Chinese government officials were 
traditionally antagonistic toward private trade and enter- 
prise, an attitude that the ruling Mongols did not share). 
These private shipowners transported in their fleets grain 
from the lower Yangtze region to northern Chinese har- 
bours and from there to the capital. Early in the 14th cen- 
tury, however, these private fleet owners, who had made 

huge fortunes, were accused of treason and piracy, and 
the whole action was abolished. The Mongol government 
never replaced them with government fleets. 
Another factor that contributed to the flourishing internal 

trade in China was the unification of currency. The Sung 
and Chin had issued paper money but only in addition to 
bronze coins, which had remained the basic legal tender. 
The Yuan government was the first to make paper money 
the only legal currency throughout the empire (1260). This 
facilitated financial transactions in the private sector as 
well as in the state treasuries. As long as the economy as 
such remained productive, the reliance on paper money as 
the basic currency had no detrimental effects. Only when 
the economy began to disintegrate under the last Mongol 
ruler did the paper money become gradually valueless and 
inflation set in. One reason for the paper currency might 
have been that much bronze and copper was used for the 
Buddhist cult and its statues, another that metal ores in 
China proper were insufficient to supply enough coins for 
some 80,000,000 people. 
Religious and intellectual life. The Mongols did not try 

to impose their own religion (a cult of Heaven, the forces 
of nature, and shamanistic practices) on their subjects. 
This gave comparative freedom to the existing religions in 
China. These included what the Mongol rulers considered 
to be the san chiao (“three teachings”): Taoism, Buddhism, 
and Confucianism. Both Taoism and Buddhism retained 
their distinctive identities and organizations; although they 
often rivaled each other, they were not mutually exclusive. 
The Neo-Confucianism of the Chu Hsi school enjoyed 
orthodox status after the 1310s, but adherents of the three 
teachings interacted philosophically and intellectually in 
a way that popularized the “amalgamation” of the three 
schools among the common people and literati, if not the 
foreign residents, of China. 
Taoism. Under the Chin dynasty several popular Taoist 

sects had flourished in northern China, and Genghis Khan 
had apparently been impressed by the Taoist patriarch 
Ch’ang-ch’un. In 1223 Genghis Khan granted to Ch’ang- 
ch’un and his followers full exemption from taxes and 
other duties demanded by the government; this was the 
first of a series of edicts granting special privileges to the 
clergy of the various religions in China. 
For some time it seemed as if Chinese Taoism would win 

favour with the Mongol rulers at the expense of Chinese 
Buddhism. The Buddhists, however, also profited from 
the open-minded attitude at the court; they tried to win 
influence within the Imperial family, prompted by the fact 
that many Buddhist institutions had been occupied by the 
Taoists, who relied on Mongol favour. Under the grand 
khan Mongke, several discussions were held between the 
Taoist and Buddhist clergy (1255-58), ending in a ruling 
that the former Buddhist temples should be returned to 
their original purpose. Imperial orders also outlawed some 
apocryphal Taoist texts, in which Buddhism was presented 
as a branch of Taoism and the Buddha as a reincarnation 
of Lao-tzu, the founder of Taoism. But Taoism as such 
continued to exist under the Yiian, and the fiscal privi- 
leges originally granted to the Taoist followers of Ch’ang- 

ch’un were extended on principle to all clergies. 
Buddhism. The spokesmen of Chinese Buddhism under 

the early Mongol rulers came from the Ch’an sect (med- 
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itation Buddhism). Their high intellectuality and refined 
aestheticism, however, did not appeal to the Mongols, 
who felt more attracted by the mixture of magic practices, 
rather nebulous metaphysics, and impressive symbolism 
in the visual arts of Tibetan Buddhism. Kublai Khan 
appointed a young Tibetan lama known by the honorific 
name of ’Phags-pa as Imperial teacher (ti-shih); Phags-pa 
became the head of the Buddhist church in all Mongol 
dominions, including China. A special government agency 
to deal with Buddhism was established in 1264 and served 
as a sort of bureau for the Imperial teacher; it was in 
charge not only of Buddhist affairs in general but also 
of Tibetan affairs, although Tibet remained outside the 
administration of China proper, and no Mongol garrisons 
were ever established in Tibet. Tibetan politicians had 
thus succeeded in winning over the Mongol court and in 
retaining a more than nominal independence. 
After the conquest of Sung China, a special agency for 

the supervision of Buddhism in southern China was es- 
tablished and placed under the control of another Tibetan 
lama. There thus existed two supervisory offices for Bud- 
dhism—one in Ta-tu for northern China and Tibet and 
one in Lin-an for southern China. The southern office 
caused great resentment among Chinese Buddhists and the 
population at large by its brutal and avaricious procedures, 
seizures of property, and extortions from the popula- 
tion. Throughout the Yuan dynasty, complaints continued 
against the arrogant behaviour of Tibetan lamas. (Under 
the last emperor, Togon-temir, Tibetan clerics introduced 

the court to sexual rites calling for intercourse with con- 
secrated females—practices not unfamiliar in Indian and 
Tibetan cultures but shocking to the Chinese elite.) 
Although Buddhism had won a victory among the ruling 

minority of China, it was a foreign rather than a Chinese 
Buddhism. The national varieties of Buddhism, especially 
Ch’an Buddhism, continued to exist, and monasteries in 

southern China sometimes became islands of traditional 
civilization where monks and lay Buddhists alike culti- 
vated poetry, painting, and all the intellectual pastimes of 
the Chinese literati class; but, on the whole, Chinese Bud- 
dhism suffered from the general conditions in the Yuan 
Empire. The exemption from taxes and corvée attracted 
many persons to monastic life for purely utilitarian rea- 
sons, and, the more society disintegrated, the more people 
sought refuge behind the monastery walls. In about 1300 
the number of monks throughout China was estimated at 
500,000, and it must have grown during the last decades of 
Mongol rule. Monks played a great role in the rebellions 
to which the Yuan Empire eventually succumbed; also, 
the first Ming emperor had been a monk for some time. 
Foreign religions. Tibetan Buddhism always remained 

outside Chinese civilization, as did other imported reli- 
gions. A certain number of Muslims came to China, all 
from the Middle East or from Central Asia. The Turkic 
Ongitt tribe was largely Nestorian Christian. Many tomb- 
stones have been preserved with a bilingual Turkic and 
Chinese inscription, but none of these believers seems to 
have been Chinese by origin; a census taken about 1300 
in Chen-chiang (in the present-day province of Kiangsu) 
lists the Nestorians together with foreign nationalities. The 
number of Nestorian Christians in China was so great 
that in 1289 a special agency for their supervision was 
established in Ta-tu. Manichaeism, which had spread to 
China under the T’ang, became extinct under the Yuan 

as an organized religion; but some Manichaean commu- 
nities were probably absorbed by messianic Buddhist sects 
such as the White Lotus sect, a group that attracted many 
followers among the Chinese lower classes. 
Confucianism. Confucianism was perceived by the 

Mongols as a Chinese religion, and it had mixed fortunes 
under their rule. The teachings of the Neo-Confucian 
school of Chu Hsi from the Sung period were introduced 
to the Mongol court at Chung-tu in the late 1230s but were 
confined to limited circles there and in North China. Con- 
fucian scholars enjoyed the benefits extended to the clergy 
of all religions, but they were dealt a strong blow by the 
discontinuation of the literary examinations following the 
Mongol conquest. For many centuries the examinations, 
based on Confucian texts, had been the basis for the selec- 
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tion of officials and for their privileged position within the 
state and society. After Kublai’s accession, Confucianism 
had a more cordial reception at the Mongol court through 
the efforts of Chinese advisers like Liu Ping-chung and the 
great Confucian master Hst Heng. Under their steward- 
ship a certain Confucianization took place in government 
and education. Chinese rituals were performed for a while 
in the dynastic temple (t’ai-miao), erected in Chung-tu in 
1263. State sacrifices were offered to Confucius, and the 
study of the Classics was encouraged. Many of the rites 
observed at the court that were either Tibetan Buddhist 
or inherited from the Mongol nomadic past were con- 
tinued, however. The emperor Buyantu (ruled 1311-20), 
one of the most Sinicized Mongol rulers, reintroduced the 
examination system in 1313, but it remains doubtful how 
well the examinations functioned. They certainly did not 
guarantee an official career, as those under the Sung and, 
to a certain extent, under the Chin had done. 
The system of the Yuan, as introduced in 1313, provided 

different types of curricula for Mongols, other foreigners 
(se-mu jen), and Chinese; also, the requirements were 
different—Chinese had to show their complete mastery 
of the curriculum, whereas Mongols and other foreigners 
had to give only a mediocre performance: This inequality 
was even formalized for the candidates who were to be 
admitted to the state academy (Kuo-tzu chien). The first 
examinations were held in the presence of the Emperor in 
1315, and, of the 300 persons granted the title of doctor 
(chin-shih), 75 were Mongols, 75 were other foreigners, 75 
were northern Chinese (han-jen), and 75 came from south- 
ern China; they all received official positions within the 
bureaucracy, Mongols the higher and Chinese the lesser 
posts. The positions of power within the hierarchy re- 
mained in the hands of the Mongols and other foreigners. 
Under Buyantu, for the first time, the interpretation 

and commentaries of the Neo-Confucian school were 
made obligatory. This cemented Neo-Confucian ideology 
not only among the Chinese literati who wished to pass 
an examination but also for future generations. Chinese 
Confucian orthodoxy from the 14th to the 19th century 
therefore rested largely on the foundations it had received 
under the Yuan. In spite of all this, Classical scholarship 
under the Yuan did not produce a single remarkable 
work but struggled under an adverse political and intel- 
lectual climate. Striving to preserve their sacred tradition, 
the Confucian scholars were content with expounding the 
doctrines laid down by the Sung philosophers, seeking to 
harmonize the different philosophical issues and points of 
view rather than exploring new horizons. 
Literature. Chinese literature also shows conservative 

tendencies. Poetry composition remained a favourite pas- 
time of the educated class, including the Sinicized scholars 
of Mongol, Central Asian, and western Asian origins, 
but no great works or stylistic innovations were created. 
During the last chaotic decades of the Yiian, some no- 

table poets emerged, such as the versatile Yang Wei-chen 
and the bold and unconventional Kao Ch’i. Many prose 
works dealing with contemporary events and persons were 
written under the Yuan, but these were notable for their 
content, not their literary merit. Surprisingly harsh criti- 
cism and satire against the Mongols and also undisguised 
Sung loyalism found open expression, presumably because 
the Mongols were uninterested in what the Chinese wrote 
in Chinese and, moreover, were mostly unable to read 
it. Some writers collected rare or interesting and piquant 
items and transmitted many aspects of Sung culture to 
future generations. The lament for the refinement and 
grandeur of the Sung is a constant theme in Yiian writings. 
During the early Yuan period the traditional Chinese 

official historiography was restored under the charge of 
the Hanlin Academy, which sponsored the compilation 
of the official dynastic histories of the Sung, Liao, and 
Chin states conquered by the Mongols and undertook the 
compilation of the reign chronicles (shih-/u) and other 
governmental compendiums. The major achievement of 
official historiography was the compilation (1329-33) of 
the Ching-shih ta-tien, a repository of 800 chiian (chap- 
ters) of official documents and laws, but the text is now 
lost. Private historiography, especially works on the events 

of the Sung, fared rather poorly under the Yuan because 
of the adverse political and intellectual climate. The most 
distinguished contribution was written by Ma Tuan-lin 
and titled Wen-hsien t’ung-k’ao (“Comprehensive Survey 
of Literary Remains”). It was an encyclopaedic documen- 
tary history of Chinese institutions from the earliest times 
down to the middle reign of the Nan Sung dynasty. 
In urban society a literature in the vernacular language 

began to flourish, untrammeled by rigid norms of for- 
malistic or ideological orthodoxy. Novels and stories were 
written for the amusement of a wide-reading public. And 
dramatic literature reached such a peak in Yuan China that 
later literary criticism regarded the Yuan as the classical 
age for operatic arias (ch’li, a word that also means a full 
opera, with arias and chanted recitativo). The collection 
Ytian ch’ti hstian (“Selection from Yuan Operas”), with 
100 opera librettos, and the storyteller “prompt books” for 
such dramatized historical romances as San-kuo (“Three 
Kingdoms”) give ample evidence for the creativity and 
vitality of Chinese dramatic literature. This phenomenon 
may perhaps be considered as evidence that under the 
Yuan a certain urbanization took place and something 
like a bourgeoisie emerged, because dramatic literature 
and colloquial novels found their clientele chiefly among 
the merchant and artisan classes. 
Foreigners, chiefly of Turkic or Persian origin, also con- 

tributed to Chinese literature under the Yuan. They wrote 
poetry and painted in the Chinese way in order to distin- 
guish themselves in fields where they could gain prestige 
among the educated Chinese. All the foreigners who wrote 
in Chinese seem to have avoided any reference to their 
foreign origin or creed. Nothing, in fact, could be more 
Chinese than their productions. Even foreigners who, like 
the Persians, came from a country with a considerable 

literary tradition of its own never attempted to introduce 
their native forms, subject matter, er religions. No liter- 
ary symbiosis seemed possible, and, although China was 
exposed to more external influences under the Yuan than 
ever before, Chinese literature shows little effect from such 
contacts with the outside world. It is perhaps symptomatic 
that under the Yuan no literary works from other civi- 
lizations were translated into Chinese and that practically 
no translations of Chinese Classical and historical works 
into Mongol have survived. There seemed to be only the 
alternatives of complete rejection of Chinese civilization, 
as practiced by most Mongols, or wholesale absorption by 
Chinese culture. (H.Fr./H.Ch.) 
The arts. Conservatism played a dominant role in the 

arts during the Mongol period. In sponsored arts such as 
sculpture and ceramics, the Mongols’ desire to lay claim to 
the Chinese Imperial heritage was not complemented by 
any strong artistic vision of their own, and conservatism 
meant mere perpetuation. Sung, Liao, and Chin ceramic 
types were continued, often altered only by increased bulk, 
while the great artistic achievement of the era, blue-and- 
white ware, probably derived from non-Imperial sources. 
Government-sponsored Buddhist sculpture often attained 
high artistic standards, preserving the realism and power- 
ful expression of T’ang and Sung traditions, while in the 
finest sculpture of the time, such as the reliefs at the Chii- 
yung Gate north of Ta-tu (1342-45), this was combined 
with a flamboyant surface decor and striking dramatiza- 
tion better suited to foreign taste than to the increasingly 
restrained Chinese aesthetic. 
Conservatism also tempered the private arts of callig- 

raphy and painting: the scholar-amateurs who produced 
them felt impelled to preserve their heritage against a 
perceived barbarian threat. Conservatism, however, often 

took the form of a creative revival that combed the past 
for sources of inspiration and then artistically transformed 
them into a new idiom. In calligraphy, Chao Meng-fu 
gave new impetus to the 4th-century style of Wang Hsi- 
chih, which then became a standard for Chinese writing 
and book printing for centuries. In painting, Chao and 
his contemporary Ch’ien Hsiian helped to complete the 
development of a distinctively amateur style that ushered 
in a new phase in the history of Chinese painting. Their 
work did not continue that of the previous generation but 
ranged widely over the available past tradition, and past 
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styles rather than observed objects became the subject of 
artistic interpretation. The naturalism of Sung painting 
gave way to calligraphically inspired abstractions. Paint- 
ings became closely linked in style to the written inscrip- 
tions that appeared upon them with increasing frequency 
and prominence. Skillful professional techniques and overt 
visual attractiveness were avoided, replaced by deliberate 
awkwardness and an intellectualized flavour. Their works 
were done for private purposes, often displaying or con- 
cealing personal and political motives, to be understood 
only by fellow literati through the subtle allusions of their 
subject matter, stylistic references, or inscriptions. 
Naturalistic painting styles also continued in popularity 

throughout the first two-thirds of the period, painted by 
such important artists as Li K’an and Jen Jen-fa. Perpet- 
uating northern traditions of the T’ang and Sung periods, 
these styles were practiced chiefly by scholar-officials asso- 
ciated with the court at the capital. Several members of the 
Mongol royal family became major patrons or collectors 
of such conservative styles, although Imperial patronage 
remained slight in comparison with earlier periods. 
In the latter third of the dynasty, with a sharp de- 

cline in the practice of painting by scholar-officials and 
northerners, Yiian painting was increasingly represented 
by the innovative approach of Chao Meng-fu as prac- 
ticed by reclusive scholars from the Su-chou—Wu-hsing 
area. Four of these—the landscape painters Huang Kung- 
wang, Wu Chen, Ni Tsan, and Wang Meng—transformed 
and blended certain elements from the past into highly 
personal, easily recognizable styles and later came to be 
known as the Four Masters of the Yiian dynasty. In the 
early Ming period the Hung-wu emperor decimated the 
Su-chou literati and with it Su-chou painting, but by the 
end of the 15th century Su-chou artists came once again 
to dominate Chinese painting, and the styles of the Four 
Masters became the most influential of all painting models 
in later Chinese history. (Je.Si.) 
Yiian China and the West. As mentioned above, Mon- 

gol rulers favoured trade in all their dominions. In China, 
too, they eliminated state trade controls that had existed 
under the Sung and Chin, so that internal and external 
trade reached unprecedented proportions. It seems, how- 
ever, that China’s transcontinental trade with the Middle 
East and Europe was in the hands of non-Chinese (Per- 
sians, Arabs, Syrians). Silk, the Chinese export commodity 
par excellence, reached the Middle East and even Europe 
via the caravan routes across Asia; Chinese ceramics were 
also exported, chiefly into the Islamic countries. The Asian 
countries concentrated their European trade largely with 
the Italian republics (e.g., Genoa, Venice). To the Italians, 
trade with the East was so important that the Practica 
della mercatura, a handbook on foreign trade, included 
the description of trade routes to China. 
Direct contacts between China and Europe were insignif- 

icant, however, in spite of China’s being a part of an 
empire stretching from Ta-tu to southern Russia. Chinese 
historical and geographic literature had little to say about 
the European parts of the Mongol Empire; in the ofh- 
cial dynastic history of the Yiian, references to foreign 
countries are limited to countries such as Korea, Japan, 
Nam Viet, Burma, and Champa, with which China had 
carried on trade or tributary relations for centuries, and 

there are some scattered data on Russia. For some time 
a Russian guards regiment existed in Ta-tu, and some 
Russian soldiers were settled in military colonies in east- 
ern Manchuria. As a whole, however, the civilizations of 
Europe and China did not meet, although contacts were 
made easy; Europe remained for the Chinese a vague re- 
gion somewhere “beyond the Uighur.” 
More important were the contributions from the Muslim 

countries of the Middle East, chiefly in the fields of science 
and technology. During the reign of Kublai Khan, Arab- 
Persian astronomy and astronomical instruments were in- 
troduced into China, and the Chinese astronomer Kuo 
Shou-ching operated an observatory. Nevertheless, the ba- 
sic conceptions of astronomy remained Chinese, and no 
attempt was made to adopt the Middle Eastern mathemat- 
ical and theoretical framework. Similarly, Middle Eastern 
physicians and surgeons practiced successfully in China, 
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but Chinese medical theory remained uninfluenced by 
Western practices. In geography a Chinese world map of 
the 14th century incorporates Arabic geographical knowl- 
edge into the Chinese worldview. It shows not only China 
and the adjacent countries but also the Middle East, Eu- 

rope, and Africa; the African continent is already given 
in its actual triangular shape. But this knowledge proba- 
bly never spread beyond a limited circle of professional 
geographers, and it is certain that the Sinocentric world 
conception continued unchallenged under the Yiian dy- 
nasty; no curiosity of what lay beyond the Chinese borders 
was aroused. For the countries to be reached by sea (such 
as Southeast Asian countries and India), Chinese works of 
the Yuan offer only a poor extract from the Sung work 
Chu-fan chih (“Description of the Barbarians”) of c. 1225. 
The situation is different regarding European knowledge 

of China. The Mongol advance into eastern Europe had 
given Europeans an acute awareness that actual people 
lived in regions hitherto shrouded in vague folkloric !eg- 
ends and myths; the Islamic world had become a reality 
to Europeans with the first Crusades. It was, therefore, 
only natural that the Roman Catholic Church looked 
for potential converts among the obviously non-Muslim 
people of Asia. After Franciscan envoys brought back in- 
formation on what was known as Cathay (China) in the 
mid-13th century, Pope Nicholas IV, a former Francis- 
can, dispatched a Franciscan mission to the court of the 
Grand Khan in Ta-tu (known in Europe as Cambaluc). 
The missionaries formed the nucleus of a Catholic hi- 
erarchy on Chinese soil: Cambaluc became the seat of 
an archbishopric, and in 1323 a bishopric was estab- 
lished in Ch’tian-chou. A famous Franciscan missionary 
was Odoric of Pordenone, who traveled in China in the 

1320s; his reports—together with letters written by other 
Catholic missionaries—brought firsthand information on 
China to medieval Europe and today throw some light 
on the earliest missionary work in China. The Francis- 
can mission, which had to compete with the Nestorian 

clergy, was carried on more by the foreigners in China 
than by the Chinese themselves. The friars preached in 
Tatar, which means either Mongol or Turkic, and appar- 

ently won no Chinese converts. Significantly, no Chinese 
source mentions the activities of these missionaries; the 
Chinese probably regarded the Franciscans as one of the 
many strange, foreign sects, perhaps an outlandish variety 
of Buddhism. Archaeological evidence of the presence of 
Europeans and of Roman Catholicism has been discov- 
ered only in modern times, in Yang-chou (in present-day 
Kiangsu), on a Latin tombstone dated 1342 and recording 
the death of an Italian lady whose name suggests some 
relation to a Venetian family engaged in trade with Asia. 
Only the last direct contact between the papal see and 
Yuan China can be corroborated by both Western and 
Chinese sources. In 1336 a group of Alani Christians in 
Ta-tu sent a letter to Pope Benedict XII, who sent John 
of Marignola with a mission to the Mongol court. The 
mission reached the summer capital, Shang-tu, in 1342. 
Chinese sources have recorded the date of its audience 
as Aug. 19, 1342. The country from where the envoys 
came is given by the Chinese source as Fu-lang, a Chinese 
version of the name Farang (Franks), which was used as 
a general term for Europeans in the Middle East. The 
arrival of envoys from what must have seemed the end 
of the world so impressed the court that an artist was 
commissioned to paint a portrait of the battle horse that 
Marignola had brought as a present; this portrait was still 
extant in the 18th century but is now lost. Chinese literati 
wrote many eulogies on the portrait of the horse; the 
country of Fu-lang, however, did not interest the Chinese 
poets, and the whole embassy of Marignola is invariably 
described in terms that point to an unbroken Sinocentric 
attitude. Thus, the contact between the pontiff and the 

Mongol court remained without further consequence. The 
end of Mongol rule over China and the strong nationalism 
of the Ming dynasty also doomed the Catholic missions of 
the 14th century. The reports of Marco Polo, on the other 

hand, inaugurated for Europe the era of discoveries and 
created a new vision of the world, with China as a part. 
Although China as a separate cultural entity was only 
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realized dimly and gradually in the European West, Chi- 
nese influences spread under the Yuan dynasty to other 
parts of Asia. Chinese medical treatises were translated 

into Persian, and Persian miniature painting in the 13th 
and 14th centuries shows many influences of Chinese 
art. Chinese-type administration and chancellery practices 
were adopted by various Mongol dominions in Central 
Asia and the Middle East. It has even been suggested that 
the invention of gunpowder and of printing in Europe was 
due to a sort of stimulus diffusion from China, although 
a direct influence from China cannot be proved. 
Chinese civilization itself remained very much what it 

had been before the Yuan dynasty, with a certain cultural 
isolationism a distinctive element. Neither the self-image 
of the Chinese nor China’s position in the world changed 
very drastically. The change and challenges to which China 
was exposed under the Yuan, however, can explain many 

of the characteristic traits of Ming history. 
The end of Mongol rule. The basic dilemma of Mon- 

gol rule in China—the Mongols’ inability to achieve a 
durable identification with Chinese civilian institutions 
and to modify the military and colonialist character of 
their rule—became more apparent under Kublai’s succes- 
sors and reached a maximum under Togon-temir, the 

last Yuan ruler. Togon-temir was not unfriendly toward 
Chinese civilization, but this could not alter the contempt 

of many leading Mongols for Chinese civilian institutions. 
For centuries China had known clique factionalism at 
court, but this was mostly fought with political means; 
Mongol factionalism usually resorted to military power. 
Militarization gradually spread from the Mongol ruling 
class into Chinese society, and not a few dissatisfied Chi- 
nese leaders established regional power based on local 
soldiery. The central administration, headed by a weak 
emperor, proved incapable of preserving its supremacy. 
Thus, the military character of Mongol rule paved the 

way for the success of Chinese rebels, some of whom 

came from the upper class, while others were messianic 
sectarians who found followers among the exploited peas- 
antry. The Mongol court and the provincial administra- 
tions could still rely on a number of faithful officials and 
soldiers, and so the progress of the rebel movement in 
the 1350s and 1360s remained slow. But the rebel armies 
who had ‘chosen what is now Nanking as their base took 
Ta-tu in 1368; the Mongol emperor fled, followed by the 
remnants of his overthrown government. 
The Mongols remained a strong potential enemy of 

China for the next century, and the Genghis Khan clan 
in Mongolia continued to regard itself as the legitimate 
ruler of China. The century of Mongol rule had some 
undesirable effects upon the government of China—Impe- 
rial absolutism and a certain brutalization of authoritarian 
rule, inherited from the Yiian, were features of the suc- 
ceeding Ming government. Yet, Mongol rule lifted some 
of the traditional ideological and political constraints on 
Chinese society. The Confucian hierarchical order was not 
rigidly enforced as it had been under the T’ang and Sung, 
and the Mongols thereby facilitated the upward mobility 
of some social classes, such as the merchants, and encour- 

aged extensive growth of popular culture, which had been 
traditionally downgraded by the literati. (H.Fr./H.Ch.) 

The Ming dynasty 

POLITICAL HISTORY 

Ineptitude on the throne, bureaucratic factionalism at 
court, rivalries among Mongol generals, and ineffective 
supervision and coordination of provincial and local ad- 
ministration had gravely weakened the Yuan government 
by the 1340s. And in 1351 disastrous flooding of the 
Huang and Huai river basins aroused hundreds of thou- 
sands of long-oppressed Chinese peasants into open rebel- 
lion in northern Anhwei, southern Honan, and northern 
Hupeh provinces. Capitalizing on the breakdown of Yiian 
control, rebel movements spread rapidly and widely, es- 
pecially throughout central China. By the mid-1360s large 
regional states had been created that openly flouted Yuan 
authority: Sung in the Huai Basin, under the nominal 
leadership of a mixed Manichaean-Buddhist secret-society 

leader named Han Lin-erh; Han in the central Yangtze 
Valley, under a onetime fisherman named Ch’en Yu- 
liang; Hsia in Szechwan, under an erstwhile general of 

the rebel Han regime named Ming Yi-chen; and Wu in 
the rich Yangtze Delta area, under a former Grand Canal 
boatman named Chang Shih-ch’eng. A onetime salt trader 
and smuggler named Fang Kuo-chen had simultaneously 

established an autonomous coastal satrapy in Chekiang. 
While Yuan chieftains contended with one another for 
dominance at the capital, Ta-tu (present-day Peking), and 
in the North China Plain, these rebel states to the south 
wrangled for survival and supremacy. Out of this turmoil 
emerged a new native dynasty called Ming (1368-1644). 
The dynasty’s founder. Chu Yiian-chang, founder of 

the new dynasty, came from a family of physiognomists 
from K’ai-feng who in Yuan times had deteriorated into 
itinerant tenant farmers in northern Anhwei Province. 
Orphaned by famine and plague in 1344, young Chu was 
taken into a small Buddhist monastery near Feng-yang city 
as a lay novice. For more than three years he wandered as 
a mendicant through the Huai Basin; then he studied for 
the Buddhist priesthood in his monastery. In 1352, after 
floods, rebellions, and Yuan campaigns against bandits 
had devastated and intimidated the whole region, Chu was 

persuaded to join a Feng-yang branch of Han Lin-erh’s 
uprising. He quickly made himself the most successful 
general on the southern front of the rebel Sung regime, 
and in 1356 he captured and set up his headquarters in 
Nanking, a populous and strategically located city on the 
Yangtze River. There he began assembling a rudimentary 
government and greatly strengthened his military power. 
Between 1360 and 1367, still nominally championing the 
cause of the Sung regime, his armies gained control of the 
vast central and eastern stretches of the Yangtze Valley, 
absorbing first the Han domain to the west of Nanking 
and then the Wu domain to the east. He also captured 

the Chekiang coastal satrap, Fang Kuo-chen. Chu then 

announced his intention of liberating all China from 
Mongol rule and proclaimed a new dynasty effective with 
the beginning of 1368. The dynastic name Ming, mean- 
ing “Brightness,” reflects the Manichaean influence in the 
Sung-revivalist Han Lin-erh regime under which Chu had 
achieved prominence. Chu came to be known by his reign 
name, the Hung-wu (“Vastly Martial”) emperor. 
Vigorous campaigning in 1368 drove the Mongols out of 

Shantung, Honan, and Shansi provinces and from Ta-tu 
itself, which was occupied by Ming forces on Septem- 
ber 14, and simultaneously extended Ming authority 
through Fukien and Hunan into Kwangtung and Kwangsi 
provinces on the south coast. In 1369-70 Ming control 
was established in Shensi, Kansu, and Inner Mongolia; 
and continued campaigning against the Mongols thereafter 
extended northwestward to Ha-mi (1388), northeastward 
to the Sungari River in Manchuria (1387), and northward 
into Outer Mongolia beyond Karakorum, almost to Lake 
Baikal (1387-88). In operations to the west and southwest, 
Ming forces destroyed the rebel Hsia regime in Szechwan 
in 1371, wiped out major Mongol and aboriginal resis- 
tance in Kweichow and Yunnan in 1381-82, and pacified 
aboriginal tribesmen on the Sino-Burmese border in 1398. 
Thus, by the end of the Hung-wu emperor’s 30-year reign 
in 1398, his new dynasty controlled the whole of mod- 
ern China proper and dominated the northern frontier 
regions, from Ha-mi through Inner Mongolia and into 
northern Manchuria. 
The dynastic succession. The Ming dynasty, which en- 

compassed the reigns of 16 emperors, proved to be one 
of the stablest and longest dynasties of Chinese history. 
Rulers of Korea, Mongolia, East Turkistan, Burma, Siam, 
and Nam Viet regularly acknowledged Ming overlord- 
ship, and at times tribute was received from as far away 
as Japan, Java and Sumatra, Ceylon and South India, 
the East African coast, the Persian Gulf region, and 
Samarkand. Modern Chinese honour the Ming emperors 
especially for having restored China’s international power 
and prestige, which had been in decline since the 8th 
century. The Ming emperors probably exercised more far- 
reaching influence in East Asia than any other native 
rulers of China, and their attitude toward the representa- 

Back- 
ground 
of the 
founding 
emperor 



Ming reign 
names 

Conflict 
with the 
western 
Mongols 

tives of Portugal, Spain, Russia, Britain, and Holland who 
appeared in China before the end of their dynasty was a 
condescending one. 

For the first time in Chinese history the Ming rulers 
regularly adopted only one reign name (nien-hao) each: 
the sole exception was the sixth emperor, who had two 
reigns separated by an interval of eight years. Because of 
this reign-name practice, which was perpetuated under the 
succeeding Ch’ing dynasty, modern writers, confusingly 
but correctly, refer to the Wan-li emperor, for example, by 
his personal name, Chu I-chiin, or as Ming Shen-tsung, or 
sometimes, incorrectly but conveniently, simply as Wan- 
li, as if the reign name were a personal name. 

The Ming dynasty’s founder, the Hung-wu emperor, was 
one of the strongest and most colourful personalities of 
Chinese history. His long reign established the govern- 
mental structure, policies, and tone that characterized the 
whole dynasty. After his death in 1398 his grandson and 
successor, the Chien-wen emperor, trying to assert control 
over his powerful uncles, provoked a rebellion on the part 
of the Prince of Yen and was overwhelmed in 1402. The 
Prince of Yen took the throne as the Yung-lo emperor 
(reigned 1402-24) and proved to be vigorous and ag- 
gressive. He subjugated Nam Viet, personally campaigned 
against the reorganizing Mongols in the north, and sent 
large naval expeditions overseas, chiefly under the eunuch 
admiral Cheng Ho, to demand tribute from rulers as far 
away as Africa. He also returned the empire’s capital to 
Peking, giving that city its modern name. 
For a century after the Yung-lo emperor, the empire 

enjoyed stability, tranquillity, and prosperity. But state ad- 
ministration began to suffer from exploitative domination 
of weak emperors by favoured eunuchs: Wang Chen in 
the 1440s, Wang Chih in the 1470s and 1480s, and Liu 
Chin from 1505 to 1510. The Hung-hsi (reigned 1424- 
25), Hstian-te (1425-35), and Hung-chih (1487-1505) em- 

perors were, nevertheless, able and conscientious rulers in 

the Confucian mode. The only serious disruption of the 
peace occurred in 1449 when the eunuch Wang Chen 
led the Cheng-t’ung emperor (first reign 1435-49) into a 
disastrous military campaign against the Oyrat (western 
Mongols). The Oyrat leader Esen Taiji ambushed the Im- 
perial army, captured the Emperor, and besieged Peking. 
The Ming defense minister, Yi Ch’ien, forced Esen to 
withdraw unsatisfied and for eight years dominated the 
government with emergency powers. When the interim 
Ching-t’ai emperor (reigned 1449-57) fell ill in 1457, 
the Cheng-tung emperor, having been released by the 
Mongols in 1450, resumed the throne as the T’ien-shun 
emperor (1457-64). Yu Ch’ien was executed as a traitor. 
The Cheng-te (reigned 1505-21) and Chia-ching (1521- 
1566/67) emperors were among the less esteemed Ming 
emperors. The former was an adventure-loving carouser, 
the latter a lavish patron of Taoist alchemists. For one 
period of 20 years, during the regime of an unpopular 
grand secretary named Yen Sung, the Chia-ching emperor 
withdrew almost entirely from governmental cares. Both 
emperors cruelly humiliated and punished hundreds of 
officials for their temerity in remonstrating. 
China’s long peace ended in the Chia-ching emperor’s 

reign. The Oyrat, under the vigorous new leadership of 
Altan Khan, were a constant nuisance on the northern 
frontier from 1542 on; in 1550 Altan Khan raided the 
suburbs of Peking itself. During the same era Japan- 
based sea raiders repeatedly plundered China’s southeast- 
ern coast. Such sea raiders, a problem in Yiian times and 
from the earliest Ming years, had been suppressed in the 
reign of the Yung-lo emperor, when the Ashikaga shogun- 
ate offered nominal submission to China in exchange for 
generous trading privileges. But eventually changes in the 
official trade system provoked new discontent along the 
coast, and during the 1550s corsair fleets looted the Shang- 
hai—Ning-po region almost annually, sometimes sending 
raiding parties far inland to terrorize cities and villages 
throughout the whole Yangtze Delta. Although coastal 
raiding was not totally suppressed, it was brought under 
control in the 1560s. Also in the 1560s Altan Khan was 
repeatedly defeated, so that he made peace in 1571. For 
the next decade, during the last years of the Lung-ch’ing 
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emperor (reigned 1566/67-1572) and the early years of 

the Chia-ching emperor (1572-1620), there was a high 
level of governmental stability. The court was dominated 
by the outstanding grand secretary of Ming history, Chang 
Chii-cheng, and capable generals such as Ch’i Chi-kuang 
restored and maintained effective military defenses. 
In 1592, when Japanese forces under Toyotomi Hideyoshi 

invaded Korea, Ming China was still strong and responsive 
enough to campaign effectively in support of its tributary 
neighbour. But the Korean war dragged on indecisively 

until 1598, when Hideyoshi died and the Japanese with- 
drew. It made heavy demands on Ming resources and 
apparently precipitated a military decline in China. 
The reign of the Wan-li emperor was a turning point of 
Ming history in other regards as well. Partisan wrangling 
among civil officials had flared up in the 1450s in reaction 
to Yu Ch’ien’s dominance and again in the 1520s during 
a prolonged “rites controversy” provoked by the Chia- 
ching emperor on his accession; after Chang Chii-cheng’s 
death in 1582, it became the normal condition of court 
life. Through the remainder of the Wan-li emperor’s long 
reign a series of increasingly vicious partisan controversies 
absorbed the energies of officialdom, while the harassed 
emperor abandoned more and more of his responsibilities 
to eunuchs. The decline of bureaucratic discipline and 
morale continued under the T’ai-ch’ang emperor, whose 
sudden death after a reign of only one month in 1620 fu- 
eled new conflicts. The T’ien-chi emperor (reigned 1620- 
27) was too young and indecisive to provide needed lead- 
ership. In 1624 he finally gave almost totalitarian powers 
to his favourite, Wei Chung-hsien, the most notorious 
eunuch of Chinese history. Wei brutally purged hundreds 
of officials, chiefly those associated with a reformist clique 
called the Tung-lin party, and staffed the government 
with sycophants. 

A new threat had meantime appeared on the north- 

ern frontier. The Manchu, quiet occupants of far eastern 
Manchuria from the beginning of the dynasty, were aroused 
in 1583 by an ambitious young leader named Nurhachi. 
During the Wan-li emperor’s latter years they steadily 
encroached on central Manchuria. In 1616 Nurhachi pro- 

claimed a new dynasty, and overwhelming victories over 
Ming forces in 1619 and 1621 gave him control of the 
whole northeastern segment of the Ming Empire, down to 
the Great Wall at Shan-hai-kuan. 
The Ch’ung-chen emperor (reigned 1627-44) tried to re- 

vitalize the deteriorating Ming government. He banished 
Wei Chung-hsien but could not quell the partisan strife 
that was paralyzing the bureaucracy. The Manchu re- 
peatedly raided within the Great Wall, even threatening 
Peking in 1629 and 1638. Taxes and conscriptions became 
more and more oppressive to the Chinese population, and 
banditry and rebellions spread in the interior. The Ming 
government became completely demoralized, Finally, a 
domestic rebel named Li Tzu-ch’eng captured the capital 
in April 1644, and the Ch’ung-chen emperor committed 
suicide. The Ming commander at Shan-hai-kuan accepted 
Manchu help in an effort to punish Li Tzu-ch’eng and 
restore the dynasty, only to have the Manchu seize the 
throne for themselves. 
Ming loyalists ineffectively resisted the Manchu Ch’ing 

dynasty from various refuges in the south for a generation. 
Their so-called Nan (Southern) Ming dynasty principally 
included the Prince of Fu (Chu Yu-sung, reign name 
Hung-kuang), the Prince of T’ang (Chu Yi-chien, reign 
name Lung-wu), the Prince of Lu (Chu I-hai, no reign 
name), and the Prince of Kuei (Chu Yu-lang, reign name 
Yung-li). The loyalist coastal raider Cheng Ch’eng-kung 
(Koxinga) and his heirs held out on Taiwan until 1683. 

GOVERNMENT AND ADMINISTRATION 

Local government. The Ming state system was built 
upon a foundation of institutions inherited from the T’ang 

and Sung dynasties and modified by the intervening dy- 
nasties of conquest from the north, especially the Yiian. 
The distinctive new patterns of social and administrative 
organization that emerged in Ming times persisted, in 
their essential features, through the Ch’ing dynasty into 
the 20th century. 

The threat 

from the 
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At local and regional levels the traditional modes and 
personnel of government were perpetuated in ad hoc fash- 
ion in the earliest Ming years, but as the new empire 
became consolidated and stabilized, highly refined control 
structures were imposed that—in theory and probably also 
in reality—eventually subjugated all Chinese to the throne 
to an unprecedented and totalitarian degree. The Ming 
law code, promulgated in final form in 1397, reinforced 
the traditional authority and responsibility of the paterfa- 
milias, considered the basis of all social order. Each family 
was classified according to hereditary status, the chief 
categories being civilian, military, and artisan; and neigh- 
bouring families of the same category were organized into 
groups, for purposes of self-government and mutual help 
and surveillance. Civilians were grouped in “tithings” of 
10 families, and these, in turn, were grouped in “commu- 
nities” totaling 100 families, plus 10 additional prosperous 
households, which in annual rotation provided commu- 
nity chiefs who were intermediaries between the citizenry 
at large and the formal agencies of government. This sys- 
tem of social organization, called /i-chia (later replaced by 
or coexistent with a local defense system called pao-chia), 
served to stabilize, regulate, and indoctrinate the populace 

under relatively loose formal state supervision. 
As in earlier times, formal state authority at the lowest 

level was represented by court-appointed magistrates of 
districts (Hsien), and each cluster of neighbouring districts 
was subordinate to a supervisory prefecture (fi) normally 
governed from and dominated by a large city. Government 
at the modern provincial (sheng) level, after beginnings in 
Yiian times, was now regularized as an intermediary be- 

tween the prefectures and the central government. There 
were 13 Ming provinces, each as extensive and populous as 
modern European states: Shantung, Honan, Shansi, Shensi 

(incorporating modern Kansu), Szechwan, Hukuang (com- 
prising modern Hupeh and Hunan), Kiangsi, Chekiang, 
Fukien, Kwangtung, Kwangsi, Kweichow, and Yunnan. 
Nam Viet was a 14th province from 1407 to 1428. The 
large regions dominated by the great cities Peking (in 
modern Hopeh) and Nanking (in modern Kiangsu and 
Anhwei) were not subordinated to provincial-level govern- 
ments but for administrative supervision were “directly 
attached” (chih-li) to the capital establishments in those 
cities; they are normally referred to as the northern and 

southern metropolitan areas (Pei Chih-li and Nan Chih- 
li). Nanking was the Ming capital through 1420. There- 
after Peking was the capital, but Nanking retained special 
status as auxiliary capital. 
Ming provincial governments consisted of three coordi- 

nate agencies with specialized responsibilities for general 
administration, surveillance and judicial affairs, and mil- 
itary affairs. These were the channels for routine admin- 
istrative contacts between local officials and the central 
government. 

Central government. In its early form the Ming central 
government was dominated by a unitary Secretariat. The 
senior executive official of the Secretariat served the em- 
peror as a chief counselor, or prime minister. Suspected 
treason on the part of the chief counselor Hu Wei-yung in 
1380 caused the Hung-wu emperor to abolish all executive 
posts in the Secretariat, thus fragmenting general adminis- 
tration authority among the six functionally differentiated, 
formerly subordinate ministries of Personnel, Revenue, 
Rites, War, Justice, and Works. This effective abolition 
of the Secretariat left the emperor as the central govern- 
ment’s sole coordinator of any significance, strengthened 
his control over the officialdom, and, in the view of many 
later scholars, gravely weakened the Ming state system. 
Especially prominent among other agencies of the cen- 

tral government was a Censorate, which was charged with 
the dual functions of maintaining disciplinary surveillance 
over the whole of officialdom and remonstrating against 
unwise state policies and improprieties in the conduct of 
the emperor. Equally prominent were five chief military 
commissions, each assigned responsibility, jointly with the 
Ministry of War, for a geographically defined segment 
of the empire’s military establishment. There was origi- 
nally a unitary Chief Military Commission paralleling the 
Secretariat, but in the 1380s its authority was similarly 

fragmented. The hereditary soldiers, who were under the 
administrative jurisdiction of the chief military commis- 
sions, originated as members of the rebel armies that 
established the dynasty, as surrendering enemy soldiers, 
in some instances as conscripts, or as convicted criminals. 
They were organized and garrisoned, principally along the 
frontiers, near the capital, or in other strategic places, but 
also throughout the interior, in units called guards and 
battalions. Whenever possible, such units were assigned 
state-owned agricultural lands so that, by alternating mil- 
itary duties with farm labour, the soldiers could be self- 
supporting. The military families, in compensation for 
providing soldiers in perpetuity, enjoyed exemptions from 
labour services levied by the state on civilian families. 
Each guard unit reported to its Chief Military Commission 
at the capital through a provincial-level Regional Military 
Commission. Soldiers from local guards were sent in ro- 
tation to the capital for special training or to the Great 
Wall or another area of comparable military importance 
for active patrol and guard duty. At such times, as on 
large-scale campaigns, soldiers served under tactical com- 
manders who were on ad hoc duty assignments, detached 
from their hereditary posts in guard garrisons or higher 
echelons of the military service. 
Later innovations. In the 15th century new institutions 

were gradually devised to provide needed coordination 
both in the central government and in regional admin- 
istration. Later emperors found the Hung-wu emperor’s 
system of highly centralized power and fragmented gov- 
ernment structure inefficient and inconvenient. Littera- 
teurs of the traditional and prestigious Hanlin Academy 
came to be assigned to the palace as secretarial assistants, 
and they quickly evolved into a stable Grand Secretariat 
(Nei-ko) through which emperors guided and responded 
to the ministries and other central government agencies. 
Similarly, the need for coordinating provincial-level affairs 
led to the delegation of high-ranking central government 
dignitaries to serve as regional commanders (tsung-ping 
kuan) and governor-like grand coordinators (Astin-fu) in 
the provinces. Finally, clusters of neighbouring provinces 
came under the supervisory control of still more prestigious 
central government officials, known as supreme comman- 
ders (tsung-tu), whose principal function was to coordi- 
nate military affairs in extended, multiprovince areas. As 
the dynasty grew older, as the population expanded, and 
as administration became increasingly complex, coordina- 
tors proliferated even at subprovincial levels in the form 
of circuit intendants (tao-t’ai), who were delegated from 
provincial agencies as functionally specialized intermedi- 
aries with prefectural administrations. 
To an extent unprecedented except possibly in Sung 

times, Ming government was dominated by nonhereditary 
civil service officials recruited on the basis of compet- 
itive written examinations. Hereditary military officers, 
although granted ranks and stipends higher than their 
civil service counterparts and eligible for noble titles rarely 
granted to civil officials, always found themselves subordi- 
nate to policymaking civil servants except in the very early 
years of the dynasty. Members of the Imperial clan, except 
in the earliest and latest years of the dynasty, were forbid- 
den to take active part in administration, and the Ming 
practice of finding Imperial consorts in military families 
effectively denied Imperial in-laws access to positions of 
significant authority. High-ranking civil officials usually 
could place one son each in the civil service by hereditary 
right, and, beginning in 1450, wealthy civilians often were 
able to purchase nominal civil service status in govern- 
ment fund-raising drives. But those entering the service 
in such irregular ways rarely had notable, or even active, 
careers in government. In the early decades of the dynasty, 
before competitive examinations could provide sufficient 
numbers of trustworthy men for service, large numbers of 
officials were recruited directly from government schools 
or through recommendations by existing officials; and 
such recruits often rose to eminence. But after about 1400, 
persons entering the civil service by avenues other than 
examinations had little hope for successful careers. 
In a departure from traditional practices but in accor- 

dance with the Yiian precedent, there was only one type 
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of examination given in Ming times. It required a gen- 
eral knowledge of the Classics and history and the ability 
to relate Classical precepts and historical precedents to 
general philosophical or specific political issues. As in 

Yuan times, interpretations of the Classics by the Chu 
Hsi school of Neo-Confucianism were prescribed. By the 
end of the Ming dynasty the writing of examination re- 
sponses had become highly stylized and formalized in a 
pattern called “the eight-legged essay” (pa-ku-wen), which 
in subsequent centuries became notoriously repressive of 
creative thought and writing. 
Beginning in the Hung-wu emperor’s reign, the govern- 

ment sponsored district-level schools, in which state-subsi- 
dized students prepared for the civil service examinations. 
Especially talented students could be promoted from such 
local schools into programs of advanced learning and pro- 
bationary service at a National University in the capital. 
Especially after 1500 there was a proliferation of private 
academies in which scholars gathered to discuss philos- 
ophy and students were also prepared for the examina- 
tions. Education intendants from provincial headquarters 
annually toured all localities, examining candidates who 
presented themselves and certifying those of “promising 
talent” (hsiu-ts‘ai) as being qualified to undertake week- 
long examination ordeals that were conducted every third 
year at the provincial capitals. Those who passed the 
provincial examinations (chii-jen) could be appointed di- 
rectly to posts in the lower echelons of the civil service. 
They were also eligible to compete in triennial metropoli- 
tan examinations conducted at the national capital. Those 
who passed were given degrees often called doctorates 
(chin-shih) and promptly took an additional palace exam- 
ination, nominally presided over by the emperor, on the 
basis of which they were ranked in order of excellence. 
They were registered as qualified officials by the Ministry 
of Personnel, which assigned them to active-duty posts as 
vacancies occurred. While on duty they were evaluated 
regularly by their administrative superiors and irregularly 
by touring inspectors from the Censorate. It was normally 
only after long experience and excellent records in low- 
and middle-grade posts, both in the provinces and in the 
capital, that an official might be nominated for high office 
and appointed by personal choice of the emperor. 
Although acceptance into, and success in, the civil service 

were the most highly esteemed goals for all and were nom- 
inally determined solely by demonstrated scholastic and 
administrative abilities, other factors inevitably intruded to 
prevent the civil service system from being wholly “open.” 
Differences in the economic status of families made for 
inequalities of educational opportunity and, consequently, 
inequalities of access to civil service careers. The sons of 
well-to-do families clearly had advantages, and men of 
the affluent and cultured southeastern region so threat- 
ened to monopolize scholastic competitions that regional 
quotas for passers of the metropolitan examinations were 
imposed by the government, beginning in 1397. Once 
in the service one’s advancement or even survival often 
depended on shifting patterns of favouritism and faction- 
alism. Modern scholarship strongly suggests, nevertheless, 
that “new blood” was constantly entering the Ming civil 
service, that influential families did not monopolize or 

dominate the service, and that men regularly rose from 
obscurity to posts of great esteem and power on the basis 
of merit. Social mobility, as reflected in the Ming civil 
service, was very possibly greater than in Sung times and 
was clearly greater than in the succeeding Ch’ing era. 
The Ming pattern of government has generally been es- 

teemed for its stability under civil service dominance, its 

creativity in devising new institutions to serve changing 
needs, and its suppression of separatist warlords on one 
hand and disruptive interference by Imperial clansmen 
and palace women on the other. It suffered, however, 
from sometimes vicious factionalism among officials, from 
recurrences of abusive influence on the part of palace eu- 
nuchs, and from defects in its establishment of hereditary 
soldiers. The military system not only failed to achieve 
self-support but stagnated steadily, so that from the mid- 
15th century onward it had to be supplemented by con- 
scripts and, finally, all but replaced by mercenary recruits. 
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Most notoriously, the Ming state system allowed emperors 
to behave capriciously and abusively toward their officials. 
Despite their high prestige, officials had to accept be- 
ing ignored, humiliated, dismissed, or subjected to bodily 
punishment and to risk being cruelly executed (sometimes 
in large numbers), as suited the Imperial fancy. Power 
was concentrated in the hands of the Ming emperors to a 
degree that was probably unparalleled in any other long- 
lived dynasty of Chinese history, and the Ming emperors 
often exercised their vast powers in abusive fashion. 

FOREIGN RELATIONS 

Whereas in Ming times the Chinese organized themselves 
along wholly bureaucratic and tightly centralized lines, 
the Ming emperors maintained China’s traditional feudal- 
seeming relationships with foreign peoples. These included 
the aboriginal tribes of south and southwest China, who 
often rose in isolated rebellions but were gradually being 
assimilated. The Chinese took for granted that their em- 
peror was everyone’s overlord and that de facto (mostly 
hereditary) rulers of non-Chinese tribes, regions, and states 
were properly his feudatories. Foreign rulers were thus 
expected to honour and observe the Ming ritual calendar, 
to accept nominal appointments as members of the Ming 
nobility or military establishment, and, especially, to send 
periodic missions to the Ming capital to demonstrate fealty 
and present tribute of local commodities. Tributary envoys 
from continental neighbours were received and entertained 
by local and provincial governments in the frontier zones. 
Those from overseas were welcomed by special maritime 
trade supervisorates (shih-po ssu, often called offices of 
trading ships) at three key ports on the southeast and 
south coasts: Ning-po in Chekiang (for Japanese contacts), 
Ch’iian-chou in Fukien (for contacts with Taiwan and the 
Ryukyu Islands), and Canton in Kwangtung (for contacts 
with Southeast Asia). The frontier and coastal authorities 
forwarded foreign missions to the national capital, where 
the Ministry of Rites offered them hospitality and ar- 
ranged for their audiences with the emperor. All envoys 
received valuable gifts in acknowledgement of the tribute 
they presented. They also were permitted to buy and sell 
private trade goods at specified, officially supervised mar- 
kets, both in the capital and on the coasts and frontiers. 
Thus, copper coins and luxury goods (notably silks and 
porcelains) flowed out of China, and pepper, other spices, 
and similar rarities flowed in. On the western and north- 
ern frontiers the principal exchange was in Chinese tea 
and steppe horses. On balance, the combined tribute and 
trade activities were highly advantageous to foreigners—so 
much so that the Chinese early established limits for the 
size and cargoes of foreign missions and prescribed long 
intervals that must elapse between missions. 
The principal aim of Ming foreign policy was political: to 

maintain China’s security and, especially, to make certain 
the Mongols could not threaten China again. To this end 
the Hung-wu emperor repeatedly sent armies northward 
and northwestward to punish resurgent Mongol groups 
and prevent any reconsolidation of Mongol power. The 
Yung-lo emperor was even more zealous: he personally 
campaigned into the Gobi (desert) five times, and his 
transfer of the national capital from Nanking to Peking, 
completed in 1421 after long preparations, was largely a 
reflection of his concern about the frontier. His successors, 
though less zealous than he in this regard, were vigilant 
enough so that the Great Wall was restored and expanded 
to its present-day extent and dimensions. Frontier defense 
forces, aligned in nine defense commands stretching from 
Manchuria to Kansu, kept China free from Mongol incur- 
sions, except for occasional raiding forays such as those 
by Esen Taiji and Altan Khan. 
The fact that the Mongols could not reunite themselves 

was a fortunate circumstance for Ming China. As early 
as the Yung-lo emperor’s time the Mongols were divided 
into three groups that were often antagonistic to one an- 
other. They were the so-called western Mongols or Oyrat 
(also known as Eleuthes, Kalmycks, or Dzungar), the 
eastern Mongols or Tatars, and a group in the Ch’eng- 

te area known as the Urianghad tribes. The Urianghad 
tribes surrendered to the Hung-wu emperor and were in- 

Aims of 
foreign 
policy 



116 China 

Tribute- 

collecting 
voyages 
of the 
Yung-lo 
emperor’s 
reign 

corporated into China’s frontier defense system under a 
Chinese military headquarters. Because they served the 
Yung-lo emperor as a loyal rear guard during his seizure 

of the throne, he rewarded them with virtual autonomy, 
withdrawing the Chinese command post from their home- 
land beyond the Great Wall. Subsequently, the Hstan- 

te emperor similarly withdrew the command post that 
the Hung-wu emperor had established at the Mongols’ 
old extramural capital, Shang-tu. These withdrawals iso- 
lated Manchuria from China proper, terminated active 
Chinese military control in Inner Mongolia, and exposed 
the Peking area in particular to the possibility of probing 
raids from the nearby steppes. They reflected an essen- 
tially defensive Chinese posture in the north, which by late 
Ming times allowed the Oyrat to infiltrate and dominate 
Ha-mi and other parts of the northwestern frontier, and 

the Manchu to rise to power in the northeast. 
As for foreign peoples other than the Mongols, the 

Ming attitude was on the whole unaggressive: so long as 
they were not disruptive, the Ming emperors left them 
to themselves. The Hung-wu emperor made this his ex- 
plicit policy. Even though he threatened the Japanese with 
punitive expeditions if they persisted in marauding along 
China’s coasts, he dealt with the problem by building 
strong fortresses and coastal-defense fleets that successfully 
repulsed the marauders. He did send an army to subdue 
T’u-lu-p’an in 1377 when the Turko-Mongol rulers of 
that oasis region rebelled and broke China’s traditional 
transport routes to the west. But he refused to intervene 
in dynastic upheavals in Nam Viet and Korea (where the 
Koryo fell to the Yi), and he was unmoved by the rise 
of the Turko-Mongol empire of Timur in the far west at 
Samarkand, even though Timur murdered Chinese envoys 
and planned to campaign against China. 
The Yung-lo emperor was much more aggressive. He 

sent the eunuch admiral Cheng Ho on tribute-collecting 
voyages into Southeast Asia, the Indian Ocean, the Per- 
sian Gulf, and as far as East Africa. On one early voyage 
Cheng Ho intervened in a civil war in Java and established 
a new king there; on another, he captured the hostile king 
of Ceylon and took him prisoner to China. The Yung- 
lo emperor also reacted to turbulence in Nam Viet by 
sending an expeditionary force that incorporated the area 
into the Ming domain as a province in 1407. 
After the Yung-lo era the Ming government reverted to 

the founding emperor’s unaggressive policy toward foreign 
states. Nam Viet was abandoned in 1428 after protracted 
guerrilla-style resistance had thoroughly undermined Chi- 
nese control there. A new civil war in Nam Viet provoked 
the Chinese, after long and agonized discussion, to prepare 
to intervene there again in 1540; but the offer of ritual 
submission by a usurper gave the Chinese an opportunity 
to avoid war, and they welcomed it. On only two other 
occasions were Ming military forces active outside China’s 
borders: in 1445-46 when Chinese troops pursued a rebel- 
lious border chief into Burma despite Burmese resistance, 
and in 1592-98 when the Ming court undertook to help 
Choson (Korea under the Yi dynasty) repulse Japanese 
invaders, in a long and costly effort. 
In order to preserve the government’s monopolistic con- 

trol of foreign contacts and trade, and, at least in part, 
to keep the Chinese people from being contaminated by 
“barbarian” customs, the Ming rulers prohibited private 
dealings between Chinese and foreigners and forbade any 
private voyaging abroad. The rules were so strict as to 
disrupt even coastal fishing and trading, on which large 
populations in the south and southeast had traditionally 
depended for their livelihood. Such unrealistic prohibi- 
tions were unpopular and unenforceable, and from about 
the mid-15th century Chinese readily collaborated with 
foreign traders in widespread smuggling, for the most part 
officially condoned. By late Ming times, also, thousands of 
venturesome Chinese had migrated to become mercantile 
entrepreneurs in the various regions of Southeast Asia and 
even in Japan. In efforts to enforce its laws the Ming court 
closed all maritime trade supervisorates except the one at 
Canton early in the 16th century, and by the 1540s it had 
begun to reinvigorate coastal defenses against marauders 
throughout the southeast and the south. 

These circumstances shaped the early China coast ex- 
periences of the Europeans, who first appeared in Ming 
China in 1514. The Portuguese had already established 
themselves in southern India and at Malacca, where they 
learned of the huge profits that could be made in the re- 
gional trade between the China coast and Southeast Asia. 
Becoming involved in what the Ming court considered 
smuggling and piracy, the Portuguese were not welcomed 
to China; but they would not be rebuffed and by 1557 
had taken control of a settlement at the walled-off end 
of a coastal peninsula (modern Macau) and were trading 
periodically at nearby Canton. In 1575 Spaniards from 
Manila visited Canton in a vain effort to get official trading 
privileges, and soon they were developing active though 
illegal trade on the Kwangtung and Fukien coasts. Repre- 
sentatives of the Dutch East India Company, after unsuc- 

cessfully trying to capture Macau from the Portuguese in 
1622, took control of coastal Taiwan in 1624 and began 
developing trade contacts in nearby Fukien and Chekiang 
provinces. In 1637 a squadron of five English ships shot 
its way into Canton and disposed of its cargoes there. 
Russia, meanwhile, had sent peaceful missions overland to 
Peking, and by the end of the Ming dynasty the Russians’ 
eastward expansion across Siberia had carried them finally 
to the shores of the Pacific north of the Amur River. 
Christian missionaries from Europe were handicapped by 

the bad reputation their trader countrymen had acquired 
in China, but the Jesuit tactic of accommodating to local 
customs eventually got the Jesuits admitted to the main- 
land. Matteo Ricci was the successful pioneer, beginning 
his work in 1583 well trained in the Chinese language and 
acquainted with Confucian learning. By the time of his 
death in 1610, despite hostility in some quarters, Jesuit 
communities were established in many cities of south and 
central China, a church had been built in Peking under 
Imperial patronage, and Christianity. was known and re- 
spected by many Chinese scholar-officials. Before the end 
of the dynasty, Jesuits had won influential converts at 

court (notably the grand secretary Hsti Kuang-ch’i, or Paul 
Hst), had produced Chinese books on European science 
as well as theology, and were manufacturing Portuguese- 
type cannon for Ming use against the Manchu. They 
also held official appointments in China’s Directorate of 
Astronomy, which had the important responsibility of de- 
termining the official calendar. Both European technology 
and European ideas were beginning to have some effect 
on China, albeit still very limited. 

ECONOMIC POLICY AND DEVELOPMENTS 

Population. Ming China’s northward orientation in for- 
eign relations was accompanied by a flow of Chinese mi- 
grants from the crowded South back into the vast North 
China Plain, and by a concomitant shift in emphasis from 
an urban and commercial way of life back to a rural and 
agrarian pattern. Thus, demographic and economic trends 
that had characterized China for centuries—the southward 
movement of population and the urbanization and com- 
mercialization of life—were arrested or even reversed. 
The North China Plain had been neglected since early 

Sung times, and its rehabilitation became a high-priority 
project of the early Ming emperors. The Ming founder’s 
ancestral home was in the North, and his son, the Yung- 
lo emperor, won the throne from a personal power base 
in the newly recovered North at Peking. Securing the 
northern frontier was the major political goal of both 
these emperors, and both had reasons for being some- 
what suspicious of Southerners and hostile toward them. 
In consequence, both emperors regularly moved well-to- 
do city dwellers of the Yangtze Delta region to north- 
ern towns for their cultural adornment, resettled peasants 
from the overpopulated southeast into the vacant lands of 
the North for their agrarian redevelopment, and instituted 
water-control projects to restore the productivity of the 
Huang and Huai river basins. (Notable among these were 
rehabilitation and extension of the Grand Canal, which 
reopened in 1415.) Colonists were normally provided with 
seeds, tools, and animals and were exempted from taxes 
for three years. The numerous army garrisons that were 
stationed in the North for defense of the frontier and of the 
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post-1420 capital at Peking were also given vacant lands to 
develop and were encouraged to become self-supporting. 
Such government measures were supplemented, following 
political reunification, by popular migration into the rela- 
tively frontier-like and open North. Rehabilitation of the 
North was no doubt also facilitated by the new availability 
of sorghum for dry farming. All these elements produced 
a substantial revival of the North. In Yuan times censuses 
credited the northern provinces with only one-tenth of the 
total Chinese population, but by the late 16th century they 
claimed 40 percent of the registered total; and until the 
late Ming years they were productive enough to sustain 
themselves as well as most of the large frontier defense 
forces. Suspension of government incentives late in the 
15th century caused the northwest to enter into agrarian 
decline, and Shensi eventually became impoverished and 

bandit-infested. Support of the frontier defenses became 
an increasing burden on the central government. 
During the migrations back to the North, the registered 

populations of the largest urban centres of the southeast 
declined. For example, between 1393 and 1578 Nanking 
declined from 1,193,000 to 790,000; Chekiang Province 
from 10,487,000 to 5,153,000; and Kiangsi Province from 

8,982,000 to 5,859,000. Despite this leveling trend in the 

regional distribution of population, the South, and es- 
pecially the southeast, remained the most populous, the 
wealthiest, and the most cultured area of China in Ming 

times. Such great southeastern cities as Nanking, Su-chou, 
and Hang-chou remained the major centres of trade and 
manufacturing, of entertainment, and of scholarship and 
the arts. Peking was their only rival in the North—solely 
because of its being the centre of political power. 
Although official census figures suggest that China’s over- 

all population remained remarkably stable in Ming times 
at a total of about 60,000,000, modern scholars have esti- 
mated that there was, in fact, substantial growth, probably 
to a total well over 100,000,000 and perhaps almost as 

high as. 150,000,000 in the early 17th century. Domestic 
peace and political stability in the 15th century clearly set 
the stage for great general prosperity in the 16th century. 
This can be accounted for in part as the cumulative result 
of the continuing spread of early ripening rice and of cot- 
ton production—new elements that had been introduced 
into the Chinese economy in Sung and Yuan times. The 
introduction in the 16th century of food crops originat- 
ing in America—peanuts (groundnuts), corn (maize), and 
sweet potatoes—created an even stronger agrarian basis for 
rapidly escalating population growth in the Ch’ing period. 
Agriculture. Neofeudal land-tenure developments of 

late Sung and Yiian times were arrested with the estab- 
lishment of the Ming dynasty. Great landed estates were 
confiscated by the government, fragmented, and rented 
out; and private slavery was forbidden. In the 15th cen- 
tury, consequently, independent peasant landholders dom- 
inated Chinese agriculture. But the Ming rulers were not 
able to provide permanent solutions for China’s perennial 
land-tenure problems. As early as the 1420s the farming 
population was in new difficulties despite repeated tax 
remissions and other efforts to ameliorate its condition. 
Large-scale landlordism gradually reappeared, as powerful 
families encroached upon the lands of poor neighbours. 
Sung-style latifundia do not seem to have reemerged, but 
by the late years of the dynasty, sharecropping tenancy 
was the common condition of millions of peasants, es- 
pecially in central and southeastern China—and a new 
gulf had opened between the depressed poor and the ex- 
ploitative rich. The later Ming government issued count- 
less pronouncements lamenting the plight of the common 
man but never undertook any significant reform of land- 
tenure conditions. 
Taxation. The Ming laissez-faire policy in agrarian mat- 

ters had its counterpart in fiscal administration. The Ming 
state took the collection of land taxes—its main revenues 
by far—out of the hands of civil service officials and 
entrusted this responsibility directly to well-to-do family 
heads in the countryside. Each designated tax captain 
was, on the average, responsible for tax collections in an 

area for which the land-tax quota was 10,000 piculs (one 
picul = 107 litres) of grain. In collaboration with the /i- 
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chia community chiefs of his fiscal jurisdiction, he saw 
to it that tax grains were collected and then delivered, in 
accordance with complicated instructions: some to local 
storage vaults under control of the district magistrate, and 
some to military units, which, by means of the Grand 
Canal, annually transported more than 3,000,000 piculs 
northward to Peking. In the early Ming years venal tax 
captains seem to have been able to amass fortunes by 
exploiting the peasantry. Later, however, tax captains nor- 
mally faced certain ruin because tax-evading manipula- 
tions by large landlords thrust tax burdens increasingly on 
those least able to pay and forced tax captains to make up 
deficiencies in their quotas out of their personal reserves. 
The land-tax rate was highly variable, depending not on 

the productivity of any plot but on the condition of its 
tenure, which might be as freehold or as one of several 
categories of land rented from the government. The land 
tax was calculated together with labour levies, or corvée, 
which, though nominally assessed against persons, were 
assessed against land in normal practice. Corvée obliga- 
tions also varied widely and were usually payable in paper 
money or in silver rather than in actual service. Assess- 
ments against a plot of land might include several other 
considerations as well, so that a farmer’s tax bill was a 
complicated reckoning of many different tax items. Ef- 
forts to simplify land-tax procedures in the 16th century, 
principally initiated by conscientious local officials, cul- 
minated in the universal promulgation of a consolidated- 
assessment scheme called “a single whip” (i-t’iao-pien) 
in 1581. Its main feature was the reduction of land tax 
and corvée obligations to a single category of payment in 
bulk silver or its grain equivalent. This reform was little 
more than a bookkeeping change at best, and it was not 
universally applied. Land-tax inequities were unaffected, 
and assessments rose sharply and repeatedly from 1618 to 
meet spiraling costs of defense. 
Many revenues other than land taxes contributed to sup- 

port of the government. Some, such as mine taxes and 
levies on marketplace shops and vending stalls, were based 
on proprietorship; others, such as salt taxes, wine taxes, 
and taxes on mercantile goods in transit, were based on 
consumption. Of all state revenues, more than half always 
seem to have remained in local and provincial granaries 
and treasuries; and of those forwarded to the capital, about 
half seem normally to have disappeared into the emperor’s 
personal vaults. Revenues at the disposal of the central 
government were always relatively small. Prosperity and 
fiscal caution had resulted in the accumulation of huge 
surpluses by the 1580s, both in the capital and in many 
provinces; but thereafter the Sino-Japanese war in Cho- 
son, unprecedented extravagances on the part of the long- 
lived Wan-li emperor, and defense against domestic rebels 
and the Manchu bankrupted both the central government 
and the Imperial household. 

Coinage. Copper coins were used throughout the Ming 
dynasty. Paper money was used for various kinds of pay- 
ments and grants by the government, but it was always 
nonconvertible and, consequently, lost value disastrously. 
It would, in fact, have been utterly valueless except that it 

was prescribed for the payment of certain types of taxes. 
The exchange of precious metals was forbidden in early 
Ming times, but gradually bulk silver became common 
currency, and after the mid-16th century government ac- 
counts were reckoned primarily in taels (ounces) of silver. 
By the end of the dynasty silver coins produced in Mexico, 
introduced by Spanish sailors based in the Philippines, 
were becoming common on the south coast. 
Because during the last century of the Ming dynasty 

there emerged a genuine money economy, and because 
concurrently there developed some relatively large-scale 
mercantile and industrial enterprises under private as well 
as state ownership (most notably in the great textile centres 
of the southeast), some modern scholars have considered 

the Ming age one of “incipient capitalism” from which 
European-style mercantilism and industrialization might 
have evolved had it not been for the Manchu conquest 

and expanding European imperialism. It would seem clear, 
however, that private capitalism in Ming times flourished 
only insofar as it was condoned by the state, and it was 
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never free from the threat of state suppression and confis- 
cation. State control of the economy—for that matter, of 
society in all its aspects—remained the dominant charac- 
teristic of Chinese life in Ming times as earlier. 

CULTURE 

The predominance of state power also marked the intel- 
lectual and aesthetic life of Ming China. By requiring use 
of their interpretations of the Classics in education and 
in the civil service examinations, the state prescribed the 
Neo-Confucianism of the great Sung thinkers Ch’eng I and 
Chu Hsi as the orthodoxy of Ming times; by patronizing 
or commandeering craftsmen and artists on a vast scale, 
it set aesthetic standards for all the minor arts, for archi- 
tecture, and even for painting; and by sponsoring great 
scholarly undertakings and honouring practitioners of tra- 
ditional literary forms, the state established norms in these 
realms as well. It has consequently been easy for historians 
of Chinese culture to categorize the Ming era as an age 
of bureaucratic monotony and mediocrity. But the stable, 
affluent Ming society, in fact, proved irrepressibly creative 
and iconoclastic. Drudges by the hundreds and thousands 
may have been content with producing second-rate imi- 
tations or interpretations of T’ang and Sung masterpieces 
in all genres, but independent thinkers, artists, and writers 
were striking out in many new directions. The final Ming 
century, especially, was a time of intellectual and artistic 
ferment akin to the most seminal ages of the past. 
Philosophy and religion. Taoism and Buddhism by 

Ming times had declined into ill-organized popular reli- 
gions, and what organization they had was regulated by 
the state. State espousal of Chu Hsi thought, and state 
repression of noted early Ming litterateurs, such as the 
poet Kao Ch’i and the thinker Fang Hsiao-ju, made for 
widespread philosophical conformity during the 15th cen- 
tury. This was perhaps best characterized by the scholar 
Hstieh Hsiian’s insistence that the Way had been made 
so clear by Chu Hsi that nothing remained but to put it 
into practice. Philosophical problems about man’s identity 
and destiny, however, especially in an increasingly auto- 
cratic system, rankled in many minds; and new blends of 
Confucian, Taoist, and Buddhist elements appeared in a 
sequence of efforts to find ways of personal self-realiza- 
tion in contemplative, quietistic, and even mystical veins. 
These culminated in the antirationalist individualism of 
the famed scholar-statesman Wang Yang-ming, who. de- 
nied the external “principles” of Chu Hsi and advocated 
striving for wisdom through cultivation of the innate 
knowledge of one’s own mind and attainment of “the 
unity of knowledge and action.” Wang’s followers carried 
his doctrines to extremes of self-indulgence, preached to 
the masses in gatherings resembling religious revivals, and 
collaborated with so-called mad Ch’an Buddhists to spread 
the notion that Confucianism, Taoism, and Buddhism are 

equally valid paths to the supreme goal of individualistic 
self-fulfillment. Through the 16th century intense philo- 
sophical discussions were fostered, especially in rapidly 
multiplying private academies (shu-yiian). Rampant icon- 
oclasm climaxed with Li Chih, a zealous debunker of 
traditional Confucian morality, who abandoned a bureau- 
cratic career for Buddhist monkhood of a highly un- 
orthodox type. Excesses of this sort provoked occasional 
suppressions of private academies, occasional persecutions 
of heretics, and sophisticated counterarguments from tra- 
ditionalistic, moralistic groups of scholars, such as those 
associated with the Tung-lin Academy near Su-chou, who 
blamed the late Ming decline of political efficiency and 
morality on widespread subversion of Chu Hsi orthodoxy. 
The zealous searching for personal identity was only in- 
tensified, however, when the dynasty finally collapsed. 
Fine arts. In the realm of the arts, the Ming period has 

long been esteemed for the variety and high quality of its 
state-sponsored craft goods—cloisonné and, particularly, 
porcelain wares. The sober, delicate monochrome porce- 
lains of the Sung dynasty were now superseded by rich, 
decorative polychrome wares. The best known of these 
are of blue-on-white decor, which gradually changed from 
floral and abstract designs to a pictorial emphasis. From 
this eventually emerged the “willow-pattern” wares that 

became export goods in great demand in Europe. By late 
Ming times, perhaps because of the unavailability of the 
imported Iranian cobalt that was used for the finest blue- 
on-white products, more flamboyant polychrome wares 
of three and even five colours predominated. Painting— 
chiefly portraiture—followed traditional patterns under 
Imperial patronage, but independent gentlemen painters 
became the most esteemed artists of the age, especially 
four masters of the Su-chou area: Shen Chou, Ch’iu Ying, 
T’ang Yin, and Wen Cheng-ming. Their work, always of 
great technical excellence, became less and less academic 

in style; and out of this tradition, by the late years of 
the dynasty, emerged a conception of the true painter 
as a professionally competent but deliberately amateurish 
artist bent on individualistic self-expression. Notably in 
landscapes, a highly cultivated and somewhat romantic 
or mystical simplicity became the approved style, perhaps 
best exemplified in the work of Tung Ch’i-ch’ang. 
Literature and scholarship. As was the case with much 

of the painting, Ming poetry and belles lettres were de- 
liberately composed “after the fashion of” earlier masters, 
and groups of writers and critics earnestly argued about 
the merits of different T’ang and Sung exemplars. No 
Ming practitioner of traditional poetry has won special 
esteem, though Ming literati churned out poetry in prodi- 
gious quantities. The historians Sung Lien and Wang 
Shih-chen and the philosopher-statesman Wang Yang- 
ming were among the dynasty’s most noted prose stylists, 
producing expository writings of exemplary lucidity and 
straightforwardness. Perhaps the most admired master was 
Kuei Yu-kuang, whose most famous writings are simple 
essays and anecdotes about everyday life—often rather 
loose and formless but with ‘a quietly pleasing charm, 
evoking character and mood with artless-seeming delicacy. 
The iconoclasm of the final Ming decades was mirrored in 
a literary movement of total individual: freedom, champi- 
oned notably by Yuan Tsung-tao; but writings produced 
during this period were later denigrated as being insincere, 
coarse, frivolous, and so strange and eccentric as to make 
impossible demands on the readers. 
The late Ming iconoclasm did successfully call attention 

to popular fiction in colloquial style. In retrospect, this 
must be reckoned the most significant literary work of 
the late Yuan and Ming periods, despite its being dis- 
dained by the educated elite of the time. The late Yuian- 
early Ming novels San-kuo chih yen-i (Romance of the 
Three Kingdoms) and Shui-hu chuan (The Water Mar- 
gin, also translated as All Men Are Brothers) became the 
universally acclaimed masterpieces of the historical and 
picaresque genres, respectively. Sequels to each were pro- 
duced throughout the Ming period. Wu Ch’eng-en, a 16th- 
century local official, produced Hsi-yu chi (Journey to the 
West, also partially translated as Monkey), which became 
China’s most treasured novel of the supernatural; and late 
in the 16th century an unidentifiable writer produced Chin 
P’ing Mei (also translated as Golden Lotus), a realistically 
Rabelaisian account of life and love among the bour- 
geoisie, which established yet another genre for the novel. 
By the end of the Ming period iconoclasts such as Li Chih 
and Chin Sheng-t’an, both of whom published editions of 
Shui-hu chuan, made the then astonishing assertion that 
this and other works of popular literature should rank 
alongside the greatest poetry and literary prose as treasures 
of China’s cultural heritage. Colloquial short stories also 
proliferated in Ming times, and collecting anthologies of 
them became a fad of the last Ming century. The mas- 
ter writer and editor in this realm was Feng Meng-iung, 
whose creations and influence dominate the best-known 
anthology, Chin-ku ch’i-kuan (“Wonders Old and New”), 
published in Su-chou in 1624. 
Operatic drama, which had emerged as a major new art 

form in Yiian times, was popular throughout the Ming 
dynasty, and Yiian masterpieces in the tightly disciplined 
four-act tsa-chii style were regularly performed. Ming con- 
tributors to the dramatic literature were most creative in 
a more rambling, multiple-act form known as “southern 
drama” or as ch’uan-ch’i. Members of the Imperial clan 
and respected scholars and officials such as Wang Shih- 
chen and particularly T’ang Hsien-tsu wrote for the stage. 
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A new southern opera aria form called k’un-ch ii, originat- 
ing in Su-chou, became particularly popular and provided 
the repertoire of sing-song girls throughout the country. 
Sentimental romanticism was a notable characteristic of 
Ming dramas. 
Perhaps the most representative of all Ming literary ac- 

tivities, however, were voluminous works of sober scholar- 
ship in many realms. Ming literati were avid bibliophiles, 
both collectors and publishers. They founded many great 
private libraries, such as the famed T’ien-i-ko collection 
of the Fan family at Ning-po. They also began producing 
huge anthologies (ts’ung-shu) of rare or otherwise interest- 
ing books and thus preserved many works from extinc- 
tion. The example was set in this regard by an Imperially 
sponsored classified anthology of all the esteemed writings 
of the whole Chinese heritage completed in 1407 under 
the title Yung-lo ta-tien (“Great Canon of the Yung-lo 
Era”), Its more than 11,000 volumes being too numerous 
for even the Imperial government to consider printing, it 
was preserved only in manuscript copies. Private scholars 
also produced great illustrated encyclopaedias, including 
Pen-ts‘ao kang-mu (late 16th century; “Index of Native 
Herbs”), a monumental materia medica listing 1,892 
herbal concoctions and their applications; San-ts’ai t’u-hui 
(1607-09; “Assembled Pictures of the Three Realms”), a 
work on subjects such as architecture, tools, costumes, cer- 

emonies, animals, and amusements; Wu-pei chih (1621; 
“Treatise on Military Preparedness”), on weapons, fortifi- 
cations, defense organization, and war tactics; and T’ien- 
kung k’ai-wu (1637; “Creations of Heaven and Human 
Labour”), on industrial technology. Ming scholars also 
produced numerous valuable geographical treatises and 
historical studies. Among the creative milestones of Ming 
scholarship, which pointed the way for the development 
of modern critical scholarship in early Ch’ing times, were 
the following: a work by Mei Tsu questioning the au- 
thenticity of sections of the ancient Shu Ching (“Classic 
of History”); a phonological analysis by Ch’en Ti of the 
ancient Shih Ching (“Classic of Poetry”); and a dictionary 
by Mei Ying-tso that for the first time classified Chinese 
characters under 214 radicals and subclassified them by 
number of brushstrokes—the arrangement of most stan- 
dard modern dictionaries. 
One of the great all-around literati of Ming times, repre- 

sentative in many ways of the dynamic and wide-ranging 
activities of the Ming scholar-official at his best, was Yang 
Shen. Yang won first place in the metropolitan examina- 
tion of 1511, remonstrated vigorously against the caprices 
of the Cheng-te and Chia-ching emperors, and was finally 
beaten, imprisoned, removed from his post in the Hanlin 
Academy, and sent into exile as a common soldier in 
Yunnan. But he produced poetry and belles lettres in huge 
quantities, as well as a study of bronze and stone inscrip- 
tions through history, a dictionary of obsolete characters, 
suggestions about the phonology of ancient Chinese, and 
a classification of fish in Chinese waters. (C.O.Hu.) 

The Ch’ing dynasty 

EARLY CH’ING 

The rise of the Manchu. The Manchu, who ruled China 
from 1644 to 1911, were descendants of the Juchen tribes 
who had ruled North China as the Chin dynasty in the 
12th century. From the 15th century they had paid tribute 
to the Ming and been organized in the commandery sys- 
tem, so they had long had extensive and regular contact 
with the Chinese state and, more importantly, with the 
Chinese military officers stationed in the Ming frontier 
garrisons. By the 16th century these officers had become a 
hereditary regional military group in southern Manchuria, 
the Manchu homeland. Transformed by their long resi- 
dence on the frontier, the Chinese soldiers mingled with 
the “barbarians,” adopting Manchu names and tribal cus- 
toms. Still other Chinese were in the area as enslaved 
“bond servants” who worked the land or helped manage 
the trade in ginseng root, precious stones, and furs with 
China and Korea. Later, after the conquest of China, 
many of. these bond servants became powerful officials 
who were sent on confidential missions by the emperor 
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and staffed the powerful Imperial Household Department. 

Under Nurhachi and his son Abahai, the Aisin Gioro 
clan of the Chien-chou tribe won hegemony among the 
rival Juchen tribes of the northeast, then extended its 
control through warfare and alliances into Inner Mongo- 
lia and Korea. Nurhachi created large permanent civil- 
military units called “banners” to replace the small hunt- 
ing groups used in his early campaigns. A banner was 
composed of smaller companies; it included some 7,500 
warriors and their households, including slaves, under the 
command of a chieftain. Each banner was identified by a 
coloured flag that was yellow, white, blue, or red, either 
plain or with a border design. Originally there were four, 
then eight, Manchu banners; new banners were created as 
the Manchu conquered new regions, and eventually there 
were Manchu, Mongol, and Chinese banners, eight for 
each ethnic group. By 1648 less than 16 percent of the 
bannermen were actually of Manchu blood. The Manchu 
conquest was thus achieved with a multiethnic army, led 
by Manchu nobles and Han Chinese generals. Han Chi- 
nese soldiers were organized into the Army of the Green 
Standard, which became a sort of Imperial constabulary 
force posted throughout China and on the frontiers. 
Modern scholarship on the rise of the Manchu empha- 

sizes the contributions of Chinese collaborators to the 
Manchu cause. The Manchu offered rewards and high 
positions to these Chinese, who not only brought military 
skills and technical knowledge with them but also encour- 
aged the adoption of Chinese institutional models. From 
Chinese and Korean artisans the Manchu learned iron- 
smelting technology and acquired the advanced European 
artillery of the Ming. They created a replica of the Ming 
central government apparatus in their new capital, Muk- 
den (modern Shen-yang), established in 1625. Whereas 
Nurhachi had initially based his claim to legitimacy on 
the tribal model, proclaiming himself khan in 1607, he 
later adopted the Chinese political language of the T’ien 
Ming (“Mandate of Heaven”) and in 1616 created the Hou 
(Later) Chin dynasty. Abahai continued to manipulate the 
political symbols of both worlds by acquiring the great 
seal of the Mongol khan in 1635, and thus the succession 
to the Yuan dynasty, and by taking on a Chinese dynastic 
name, Ch’ing, for his own dynasty the following year. 
The downfall of the Ming house was the product of 

factors that extended far beyond China’s borders. In the 
1630s and °40s China’s most commercialized regions, the 
Yangtze Delta and the southeast coast, suffered an acute 

economic depression brought on by a sharp break in the 
flow of silver entering ports through foreign trade from 
Acapulco, Malacca, and Japan. The depression was ex- 
acerbated by harvest shortfalls resulting from unusually 
bad weather during 1626-40. The enervated government 
administration failed to respond adequately to the crisis, 
and bandits in the northwest expanded their forces and 
began invading north and southwest China. One of these 
bandit leaders, Li Tzu-ch’eng, marched into Peking in 
1644 unopposed, and the Emperor, forsaken by his of- 
ficials and generals, committed suicide. A Ming general, 
Wu San-kuei, sought Manchu assistance against Li Tzu- 
ch’eng. Dorgon, the regent and uncle of Abahai’s infant 
son (who became the first Ch’ing emperor), defeated Li 
and took Peking, where he declared the Manchu dynasty. 
It took the Manchu several decades to complete the mili- 

tary conquest of China. In 1673 the conquerors confronted 
a major rebellion led by three generals (among them Wu 
San-kuei), former Ming adherents who had been given 
control over large parts of south and southwest China. 
This revolt, stimulated by Manchu attempts to cut back 
on the autonomous power of these generals, was finally 
suppressed in 1681. In 1683 the Ch’ing finally eliminated 
the last stronghold of Ming loyalism on Taiwan. 
The Ch’ing Empire. After 1683 the Ch’ing rulers turned 

their attention to consolidating control over their frontiers. 
Taiwan became part of the empire, and military expedi- 
tions against perceived threats in north and west Asia cre- 
ated the largest empire China has ever known. From the 
late 17th to the early 18th century Ch’ing armies destroyed 
the Oyrat Empire based in Dzungaria and incorporated 
into the empire the region around the Koko Nor (Blue 
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Lake) in Central Asia. In order to check Mongol power, 

a Chinese garrison and a resident official were posted in 
Lhasa, the centre of the Dge-lugs-pa (Yellow Hat sect) of 
Buddhism that was influential among Mongols as well as 
Tibetans. By the mid-18th century the land on both sides 
of the Tien Shan range as far west as Lake Balkhash had 
been annexed and renamed Sinkiang (“New Dominion”). 

Military expansion was matched by the internal migra- 
tion of Chinese settlers into parts of China that were 
dominated by aboriginal or non-Han ethnic groups. The 
evacuation of the south and southeast coast during the 
1660s spurred the westward migration of an ethnic mi- 
nority, the Hakka, who moved from the hills of southwest 
Fukien, northern Kwangtung, and southern Kiangsi. Al- 
though the Ch’ing dynasty tried to forbid migration into 
its homeland, Manchuria, in the 18th and 19th centuries 
Chinese settlers flowed into the fertile Liao River basin. 
Government policies encouraged Han movement into the 
southwest during the early 18th century, while Chinese 
traders and assimilated Chinese Muslims moved into 
Sinkiang and the other newly acquired territories. This 
period was punctuated by ethnic conflict stimulated by 
the Han Chinese takeover of former aboriginal territories 
and by fighting between different groups of Han Chinese. 
Political institutions. The Ch’ing had come to power 

because of their success at winning Chinese over to their 
side; in the late 17th century they adroitly pursued sim- 
ilar policies to win the adherence of the Chinese literati. 
Ch’ing emperors learned Chinese, addressed their subjects 
using Confucian rhetoric, reinstated the civil service ex- 
amination system and the Confucian curriculum, and pa- 
tronized scholarly projects, as had their predecessors. They 
also continued the Ming custom of adopting reign names, 
so that Hsiian-yeh, for example, is known to history as 
the K’ang-hsi emperor. The Ch’ing rulers initially used 
only Manchu and bannermen to fill the most important 
positions in the provincial and central governments (half 
of the powerful governors-general throughout the dynasty 
were Manchu), but Chinese were able to enter government 
in greater numbers in the 18th century, and a Manchu- 
Han dyarchy was in place for the rest of the dynasty. 
The early Ch’ing emperors were vigorous and forceful 

rulers. The first emperor, Fu-lin (reign name, Shun-chih), 
was put on the throne when a child of six sui (about five 
years in Western calculations). His reign (1644-61) was 
dominated by his uncle and regent, Dorgon, until Dorgon 
died in 1650. Because the Shun-chih emperor had died 
of smallpox, his successor, the K’ang-hsi emperor, was 
chosen in part because he had already survived a small- 
pox attack. The K’ang-hsi emperor (reigned 1661-1722) 
was one of the most dynamic rulers China has known. 
During his reign the last phase of the military conquest 
was completed, and campaigns were pressed against the 
Mongols to strengthen Ch’ing security on its Inner Asian 
borders. China’s literati were brought into scholarly proj- 
ects, notably the compilation of the Ming history, under 
Imperial patronage. 
The K’ang-hsi emperor’s designated heir, his son Yin- 

jeng, was a bitter disappointment, and the succession 
struggle that followed the latter’s demotion was perhaps 
the bloodiest in Ch’ing history. Many Chinese historians 
still question whether the K’ang-hsi emperor’s eventual 
successor, his son Yin-chen (reign title, Yung-cheng), was 
truly the emperor’s deathbed choice. During the Yung- 
cheng reign (1722-35) the government promoted Chinese 
settlement of the southwest and tried to integrate non-Han 
aboriginal groups into Chinese culture; it reformed the fis- 
cal administration and rectified bureaucratic corruption. 
The Ch’ien-lung reign (1735-96) marked the culmina- 

tion of the early Ch’ing. The Emperor had inherited an 
improved bureaucracy and full treasury from his father 
and expended enormous sums on the military expeditions 
known as the Ten Great Victories. He was both noted for 
his patronage of the arts and notorious for the censorship 
of anti-Manchu literary works that was linked with the 
compilation of the Ssu-k’u ch’tian-shu (“Complete Library 
of the Four Treasuries”; Eng. trans. under various titles). 
The closing years of his reign were marred by intensified 
court factionalism centred on the meteoric rise to political 

power of an Imperial favourite, a young officer named 
Ho-shen. Yung-yen, who reigned as the Chia-ch’ing em- 
peror (1796-1820), lived most of his life in his father’s 
shadow. He was plagued by treasury deficits, piracy off the 
southeast coast, and uprisings among aboriginal groups 
in the southwest and elsewhere. These problems, together 
with new pressures resulting from an expansion in opium 
imports, were passed on to his successor, the Tao-kuang 

emperor (reigned 1820-50). 
The early Ch’ing emperors succeeded in breaking from 

the Manchu tradition of collegial rule. The consolidation 
of Imperial power was finally completed in the 1730s, 
when the Yung-cheng emperor destroyed the power base 
of rival princes. By the early 18th century the Manchu had 
adopted the Chinese practice of father-son succession but 
without the custom of favouring the eldest son. Because 
the identity of the Imperial heir was kept secret until the 
emperor was on his deathbed, Ch’ing succession struggles 
were particularly bitter and sometimes bloody. 
The Manchu also altered political institutions in the cen- 

tral government. They created an Imperial Household De- 
partment to forestall the usurpation of power by eunuchs 
that had plagued the Ming ruling house, and they staffed 
this agency with bond servants. The Imperial Household 
Department became a power outside the control of the 
regular bureaucracy. It managed the large estates that had 
been allocated to bannermen and supervised various gov- 
ernment monopolies, the Imperial textile and porcelain 
factories in central China, and the customs bureaus scat- 
tered throughout the empire. The size and strength of the 
Imperial Household Department reflected the accretion of 
power to the throne that was part of the Ch’ing political 
process. Similarly, revisions of the system of bureaucratic 
communication and the creation in 1729 of a new top 
decision-making body, the Grand Council, permitted the 
emperor to control more efficiently the ocean of govern- 
ment memorandums and requests. 

Foreign relations. The Manchu inherited the tributary 
system of foreign relations from previous dynasties. This 
system assumed that China was culturally and materially 
superior to all other nations, and it required those who 
wished to trade and deal with China to come as vassals 
to the emperor, who was the ruler of “all under Heaven.” 
The tributary system was used by the Ch’ing Board of 
Rites to deal with the countries along China’s eastern 
and southern borders and with the European nations that 
sought trade at the ports of south and southeast China. 
The tributary system operated in its fullest form in the 

Ch’ing treatment of Korea. The Korean court used the 
Chinese calendar, sent regular embassies to Peking to 
present tribute, and consulted the Chinese on the con- 
duct of foreign relations. The Ch’ing emperor confirmed 
the authority of the Korean rulers, approved the Korean 
choice of consorts and heirs, and bestowed noble ranks on 
Korean kings. The Korean envoy performed the kowtow 
(complete prostration and knocking of the head on the 
ground) before the Ch’ing emperor and addressed him 
using the terms appropriate to someone of inferior status. 
Central Asia was another matter. Tribes on the Inner 

Asian frontiers had repeatedly invaded China, and the 
Manchu, who had been part of the world of the steppe, 
were keenly aware of the need for military supremacy on 
China’s northern borders. Inner Asian affairs were han- 
dled by a new agency, the Court of Colonial Affairs, that 
was created before 1644. Ch’ing policies toward Central 
Asia frequently deviated from the tributary ideal. Chinese 
relations with Russia are a case in point. The early Ch’ing 
rulers attempted to check the Russian advance in north 
Asia and used the Russians as a buffer against the Mon- 
gols. The Sino-Russian Treaty of Nerchinsk (1689), which 
tried to fix a common border, was an agreement between 
equals. The Treaty of Kyakhta (1727) extended agreement 
on the borders to the west and opened markets for trade. 
When Chinese ambassadors went to Moscow (1731) and 
St. Petersburg (1732) to request that Russia remain neutral 
during the Chinese campaigns against the Oyrat in Central 
Asia, they performed the kowtow before the Empress. 
Foreign trade was not always restricted to the formal ex- 

changes prescribed by the tributary system. Extensive trad- 
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ing was carried out in markets along China’s borders with 
Korea, at the Russo-Mongolian border town of Kyakhta, 
and at selected ports along the coast, whence ships traded 
with Southeast Asia. Perhaps the most striking example of 
trade taking precedence over tribute was the Ch’ing trade 
with Japan. The Tokugawa shogunate viewed the Ch’ing 
as barbarians whose conquest sullied China’s claim to 
moral superiority in the world order. They refused to take 
part in the tributary system and themselves issued trade 
permits (counterparts of the Chinese tributary tallies) to 
Chinese merchants coming to Nagasaki after 1715. The 
Ch’ing need for Japanese copper, a money metal in China, 
required that trade with Japan be continued, and it was. 
Economic development. In the 1640s and ’50s the 
Manchu abolished all late Ming surtaxes and granted tax 
exemptions to areas ravaged by war. Tax remissions were 
limited, however, by the urgent need for revenues to carry 
on the conquest of China. It was not until the 1680s, 
after the consolidation of military victory, that the Ch’ing 
began to permit tax remissions on a large scale. The per- 
manent freezing of the ting (corvée quotas) in 1712 and 
the subsequent merger of the ting and land tax into a 
single tax that was collected in silver were part of a long- 
term simplification of the tax system. The commutation 
of levies from payment in kind to payment in money and 
the shift from registering males to registering land paral- 
leled the increasing commercialization of the economy. 
A healthy tax base required that land be brought under 

cultivation. Because more than one-quarter of the total 
cultivated land had slipped off the tax rolls in the early 
17th century, the restoration of agriculture was an impor- 
tant goal. The new dynasty began to resettle refugees on 
abandoned land with offers of tax exemptions for several 
years and grants of oxen, tools, seeds, or even cash in 
some areas. In the late 17th century the resettlement of the 
Ch’eng-tu Basin in western China and of Hunan, Hupeh, 
and the far southwest proceeded on this basis. 
Land reclamation went hand in hand with the construc- 

tion and reconstruction of water-control projects. This was 
an activity so characteristic of a new dynasty that one can 
speak of “hydraulic cycles” moving in tandem with polit- 
ical consolidations in China. These water-control projects 
varied in scale with terrain and ecology. In central and 
South China irrigation systems were the foundation for 
rice cultivation and were largely the product of private in- 
vestment and management. In North China control of the 
heavily silted Huang Ho (Yellow River), which frequently 
inundated the eastern portion of the North China Plain, 
required large-scale state management and coordination 
with the related water level of the Grand Canal, the major 
north-south waterway supplying Peking. 
The preferred crops—rice in central and South China, 

wheat in North China—retained their primacy in Ch’ing 
agriculture. In the course of the dynasty, the cultivation of 
wheat and other northern staple grains continued to creep 
southward; rice was transplanted to the best lands on the 
frontiers, and there was a gradual intensification of the 
cropping cycle. Both on the frontiers and within China 
proper new lands were opened for settlement using the 
New World crops that had been introduced into China in 
the late 16th century. Corn (maize) and the Irish potato 
permitted Chinese to cultivate the marginal hilly lands. 
The sweet potato provided insurance against famine, while 
peanuts (groundnuts) were a new source of oil in the peas- 
ant diet. Tobacco, another 16th-century import, competed 
with rice and sugarcane for the best lands in South China 
and became an important cash crop. 
Once the economy had been restored, the Ch’ing state 

attempted to keep it running smoothly. For the most part, 
the state did not actively intervene in what was becom- 
ing an extremely complex market economy. The major 
exception was its successful effort to offset regional food 
shortages in years of crop failure. Every province was sup- 
posed to purchase or retain reserves in the “ever-normal” 
granaries located in each county, so named because they 
were intended to stabilize the supply, and hence the price, 
of grain. Even relatively uncommercialized hinterlands 
were thus armoured against famine. The ability of the 
government to respond effectively to food scarcity was 
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dependent on its information gathering. During the 18th 
century data on local grain prices became a regular feature 
of county, prefectural, and provincial reports. 
The Ch’ing government played a relatively minor role in 

the commercial economy. There were state monopolies in 
salt, precious metals, pearls, and ginseng, but the long-run 
trend was to reduce the number of monopolies. The state 
barely began to tap the growing revenue potential of trade, 
just as it failed to tap the expanding agricultural base. Its 
rare interventions in trade were motivated by a desire to 
dampen economic fluctuations in employment. Its major 
goal was stability, not growth. 
And yet the early Ch’ing was a period of economic growth 

and development. With the imposition of the Ch’ing 
peace, the economy resumed a commercial expansion that 
had begun in the 16th century. This expansion in turn 
stimulated specialization in crops sent to market, which 
included raw materials to be used in the textile industry 
as well as consumption goods such as tea, sugar, and 
tobacco. Profit enticed merchants, landlords, and peasants 
to buy or rent land to produce cash crops. A new kind 
of managerial landlord, who used hired labour to grow 
market crops, emerged in the 18th century. 
The tenant’s position improved vis-a-vis the landlord’s, 

a wage-labour force arose in agriculture, and land was in- 

creasingly used as a marketable commodity. Systems that 
guaranteed tenants permanent rights of cultivation spread 
in the 18th century through the wet-rice cultivation zone 
and in some dryland cultivation systems. Multiple layers 
of rights to the land generally benefited the tenant and 
improved incentives to maintain the fertility of the soil 
and to raise output. There was a general shift from servile 
to contractual labour in agriculture that was part of a 
long trend toward the elimination of fixed status and the 
increased mobility of labour and land. 
Equally important processes of commercialization gained 
momentum with the recovery of the domestic economy. 
The 16th-century boom created new layers of rural mar- 
kets that linked villages more firmly to a market network. 
Although the majority of economic transactions continued 
to take place within local and intermediate markets, there 
was a significant expansion of interregional and national 
trade in grain, tea, cotton, and silk. In the 18th century 
Shanghai became a thriving entrepdt for the coastal trade 
that extended from Manchuria to South China. 
The most dramatic economic innovations of the 18th 

century resulted from the needs of long-distance traders for 
credit and new mechanisms that would ease the transfer 
of funds. Native banks, as they were called by foreigners 
in the 19th century, accepted deposits, made loans, issued 
private notes, and transferred funds from one region to an- 
other. Promissory notes issued by native banks on behalf 
of merchants facilitated the purchase of large quantities 
of goods, and money drafts and transfer accounts also 
helped ease the flow of funds. By the early 19th century, 
paper notes may have constituted one-third or more of 
the total volume of money in circulation. The demands of 
large-scale, long-distance trade had, without government 
participation, inspired merchants to transform a metallic 
monetary system into one in which paper notes supple- 
mented copper coins and silver. 
Customary law evolved outside the formal legal system to 

expedite economic transactions and enable strangers to do 
business with one another. Business partnerships in min- 
ing, commerce, and commercial agriculture could be for- 
malized and protected through written contract. Reliance 
on written contracts for the purchase and mortgaging of 
land, purchase of commodities and people, and hiring of 
wage labourers became commonplace. 
The early Ch’ing economy was intimately tied to foreign 

trade, which consisted of a junk trade with ports in South- 
east Asia, Japan, and the Philippines and the expanding 
trade conducted by Europeans. After 1684, when the ban 
on maritime trade was lifted, Western traders flocked to 
Canton, and foreign commerce was finally confined to this 
port in 1759. The “Canton system” of trade that prevailed 
from that year until 1842 specified that Europeans had to 
trade through the cohong, a guild of Chinese firms that 
had monopoly rights to the trade in tea and silk. 
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From 1719 to 1833 the tonnage of foreign ships trading 
at Canton increased more than 13-fold. The major export 
was tea; by 1833 tea exports were more than 28 times 
the export levels of 1719. Silk and porcelain were also 
exported in increasing quantities through the early 18th 
century. Although exports remained a small fraction of 
total output, the effect of foreign trade on the Chinese 
economy was direct and perceptible. Its repercussions were 
not limited to the merchants and producers involved in 
specific export commodities but also had a general impact 
on domestic markets through the monetary system. 
The Chinese economy had long been based on a metallic 

currency system in which copper cash was used for daily 
purchases and silver for large business transactions and 
taxes. The exchange ratio between silver and copper cash 
was responsive to fluctuations in the supply of the metals, 
and changes in the exchange ratio affected all citizens. 
The economic expansion of the 18th century brought 
rising demand for silver and copper. Although domestic 
production of copper increased, silver was primarily ob- 
tained from abroad. After 1684 the net balance of trade 
was consistently in China’s favour, and silver flowed into 

the Chinese economy. Perhaps 10,000,000 Spanish silver 
dollars a year came into China during the early Ch’ing, 
and in the 18th century Spanish silver dollars became a 
common unit of account in the southeast and south. 
Ch’ing society. Chinese society continued to be highly 

stratified during the early Ch’ing. Hereditary status groups 
in the society ranged from the descendants of the Imperial 
line down to the “mean people” at the bottom of the so- 
cial ladder. Many professions were hereditary: bannermen, 
brewers, dyers, doctors, navigators, and Taoist priests usu- 
ally passed on their occupations to at least one son in 
each generation. The “mean people” included remnants 
of aboriginal groups who had survived Chinese expansion 
and settlement and certain occupational groups, includ- 
ing prostitutes, musicians, actors, and local government 
underlings (jailers and gatekeepers, for example). Ch’ing 
laws forbade intermarriage between respectable common- 
ers (“good people”) and the mean people, who were also 
barred from sitting for the civil service examinations. De- 
spite attempts in the 1720s to return some of these mean 
people to ordinary commoner status, the social stigma 
persisted throughout the dynasty. 
Servitude was commonplace in Ch’ing society. The 
Manchu had enslaved prisoners of war, and in China 
persons could be sold by their families. Many well-to-do 
households owned some domestic servants. Grouped with 
the mean people in Ch’ing law, some servants nonetheless 
achieved considerable power and authority. Bond servants 
of the Imperial house ran the powerful Imperial Household 
Department and themselves owned slaves. Servile tenants 
of the wealthy Hui-chou merchants were sometimes raised 
as companions to the master’s son and trusted to help run 
the long-distance trade on which Hui-chou fortunes were 
based. Servitude in some cases was thus an important 
avenue for social advancement. 
Social mobility increased during the early Ch’ing, sup- 

ported by a pervasive belief that it was possible for a peas- 
ant boy to become the first scholar in the land. An ethic 
that stressed education and hard work motivated many 
households to invest their surplus in the arduous prepara- 
tion of sons for the civil service examinations. Although 
the most prestigious career in Ch’ing society remained that 
of the scholar-official, the sharpened competition for de- 
grees in the prosperous 18th century brought a significant 
expansion in socially acceptable forms of achievement. 
At one pole, alienated literati deliberately eschewed the 
morally ambiguous role of official to devote their energies 
to scholarship, painting, poetry, and the other arts. Others 
turned to management of their localities and assumed 
leadership in public welfare, mediation of disputes, and 
local defense. Families with a long tradition of success 
in examinations and official service were increasingly pre- 
occupied with strategies for ensuring the perpetuation of 
their elite status and countering the inexorable division 
of family estates stemming from the Chinese practice of 
partible inheritance. Downward mobility was a more gen- 
eral phenomenon than upward mobility in Ch’ing society: 

those at the bottom of the social scale did not marry and 
reproduce themselves, while the wealthy practiced polyg- 
yny and tended to have many children. 
In China’s long-settled and densely populated regions, 

degree holders who confronted the prospect of downward 
mobility for their sons were profoundly disturbed about 
the circumstances that permitted rich merchants to mimic 
their way of life. The money economy and its imper- 
sonal values penetrated more deeply into Chinese society 
than ever before, challenging former indicators of status 
for preeminence. Alarmed, the Chinese elite joined the 
Ch’ing state in trying to propagate traditional values and 
behaviour. Morality books, published in increasing quan- 
tities from the late 16th century onward, tied virtuous 
behaviour to concrete rewards in the form of educational 
success, high office, and sons. The Ch’ing bestowed titles, 
gifts, and Imperial calligraphy on virtuous widows and en- 
couraged the construction of memorial arches and shrines 
in their honour to reinforce this female role. Rural lectures 
(hsiang-ytieh) were public ceremonies staged for citizens 
that combined religious elements with the recitation of the 
Sacred Edict promulgated by the emperor. 
Social organization. The basic unit of production and 

consumption in Chinese society remained the chia (“fam- 
ily”), consisting of kin related by blood, marriage, or adop- 
tion, with a common budget and common property. The 
Chinese family system was patrilineal; daughters married 
out, while sons brought in wives and shared the residence 
of their fathers. The head of the family, the patriarch, had 
the power to direct the activities of each member in an 

effort to optimize the family’s welfare. The family was a 
metaphor for the state, and family relations were the foun- 
dation of the hierarchical social roles that were essential 
in the Confucian vision of a morally correct society. 
In southeast and South China the early Ch’ing saw an 

expansion of extended kinship organizations based on de- 
scent from a common ancestor. In these areas lineages 
became a powerful tool for collective action and local 
dominance, using revenues from corporate property to 
support education, charity, and ancestral rites. Other types 
of lineages, possessing little corporate property, existed in 
other parts of China. These lineages seem to have been 
composed of only the most elite lines within a descent 
group, who focused their efforts on national rather than 
local prominence and emphasized their marriage networks 
rather than ties to poorer kinsmen. 
Kinship was of limited use to the increasingly numerous 

sojourners who were working away from home in the early 
Ching. Other kinds of organizations emerged to meet the 
needs of a more mobile population. The share partner- 
ship permitted unrelated persons to pool their resources 
to start a business, and it was used to finance a wide vari- 

ety of enterprises, including mining ventures, coastal and 
overseas shipping, commercial agriculture, money shops, 
and theatres. The trading empires created by the Hui- 
chou and Shansi merchants were examples of how such 
partnerships, cemented by kinship and native-place ties, 
could be used for large-scale business operations. 
“Native place” was the principle used to organize the 

hui-kuan (native-place associations) that spread through- 
out Ch’ing market centres. Some Aui-kuan were primarily 
intended for officials and examination candidates; these 
were located in the capitals of provinces and in Peking. 
Others, located in the southwest, were for immigrants, but 
the vast majority were created and used by merchants. 
The hui-kuan provided lodging and a place to meet fel- 
low natives, receive financial aid, and store goods. In the 
course of the 18th century another kind of organization 
that encompassed all the men in a trade, the kung-so 
(guild), emerged in China’s cities. Hui-kuan frequently 
became subunits of kung-so, and both groups participated 
in the informal governance of cities. 
New kinds of social organization also emerged on Chi- 

na’s frontiers. Native-place ties were frequently expressed 
in worship of a deity, so that a temple or territorial cult 
would become a vehicle for collective action. White Lotus 
sectarianism appealed to other Chinese, most notably to 
women and to the poor, who found solace in worship of 
the Eternal Mother who was to gather all her children at 
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the millennium into one family. The Ch’ing state banned 
the religion, and it was generally an underground move- 
ment. Although the White Lotus faith was practiced by 
boatmen on the Grand Canal with no attempts to foment 
uprising, its millenarian message spurred spectacular rebel- 
lions, the most notable being the White Lotus Rebellion 
at the close of the 18th century. 
A new form of social organization, based on sworn 

brotherhood, emerged among male sojourners in south- 
east China in the late 18th century. The Triad fraternities 
built on kinship, native-place, and contractor—worker ties 
but added special rituals that bound fellow workers to- 
gether as “brothers” in discipleship to a monk founder. 
Secret lore, initiation rituals, and an elaborate origin myth 
evolved, but the fraternities tended to be highly decentral- 
ized autonomous units. Appearing first on Taiwan, the 
Triads expanded with transport workers into South China 
and became a powerful organization that dominated the 
Chinese underworld. 
State and society. The state barred literati from using 

the academies and literary societies for explicitly political 
activities. Scholars in Peking and in the rich cities of the 
Yangtze Delta turned from politics to the study of texts 
that marked the empirical school of scholarship (k’ao- 
cheng hstieh). Influenced by their knowledge of European 
mathematics and mathematical astronomy, these scholars 

laid down new rules for verifying the authenticity of the 
Classical texts and, by revealing flaws in previously ac- 
cepted canons, challenged the Neo-Confucian orthodoxy. 
Turning away from the Confucian quest for sagehood, 
the empirical scholars were increasingly secular and pro- 
fessional in their pursuit of textual studies. Scholarly 
associations, poetry societies, and academies were the or- 
ganizational loci for the empirical schools. Great libraries 
were created, rare texts were reprinted, and compilation 
projects proliferated, culminating in the great government- 
sponsored Ssu-k’u ch'tian-shu (1772-82), which under- 
took to collect for reprinting the best editions of the most 
important books produced in China, using as selection 
criteria the methods of the empirical school. 
Ch’ing society saw the expansion and extension of a 

national urban culture into various parts of the empire. 
Urban culture circulated through the market network into 
the hinterland, as sojourners disseminated culture from 

localities into the cities and back again. The dissemination 
of this culture was also supported by increased func- 
tional literacy and the expansion of large-scale printing 
for commercial and scholarly audiences. There was a wide 
variety of written materials available in market towns and 
cities—collections of winning examination essays, route 
books for commercial travelers, religious pamphlets and 
scriptures, novels, short story collections, jokebooks, and 
almanacs. Storytelling, puppet plays, and regional drama 
in rural and urban places provided yet another mode of 
cultural dissemination. In China’s cities sojourning mer- 
chants sponsored visits of drama troupes from their own 
localities; in this way, regional drama also spread outside 
its own territory. Drama was the bridge connecting the oral 
and written realms, the “living classroom” for peasants 
who learned about cultural heroes and history through 
watching plays. The expansion of a national urban culture 
supported the state’s efforts to systematize and standardize 
Chinese society. 
China’s non-Han minorities found themselves surrounded 

by an aggressive, expansionist Han Chinese culture dur- 
ing the early Ch’ing. Early attempts by the emperors to 
protect minorities from the Han onslaught were largely 
unavailing, and some rulers such as the Yung-cheng em- 
peror actually tried to hasten the assimilation of aboriginal 
groups into the Chinese order. The Ch’ing categorized 
these ethnic minorities into two groups: those who were 
“raw,” or still possessed of their own culture, and those 
who were “cooked,” or assimilated. Despite violent resis- 
tance, the ethnic minorities were gradually assimilated or 
pushed further south and west during the early Ch’ing. 
Trends in the early Ching. The tripling of China’s pop- 

ulation from the beginning of the Ch’ing dynasty to the 
mid-19th century rested on the economic expansion that 
followed the consolidation of Manchu rule. This popula- 
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tion growth has been frequently cited as the major cause 
of the decline of China in the 19th century. Certainly 
the year 1800 saw the Ch’ing state’s surpluses, sufficient 
through the 18th century to pay for numerous military 
expeditions, exhausted in the long campaign to quell 
the White Lotus Rebellion. Whereas fiscal reforms had 
strengthened the state in the 18th century, fiscal weakness 
plagued Ch’ing governments in the 19th. The vaunted 
power of the Ch’ing armies also waned after 1800, in part 
because of new modes of warfare. Increased commercial- 
ization had tied more and more Chinese into large market 
fluctuations. In the 18th century the world market econ- 
omy into which China was increasingly integrated worked 
in its favour and stimulated a long period of internal 
prosperity. But the favourable trend was reversed in the 
1820s and °30s, when rising importation of opium altered 
the net balance of trade against China and ushered in a 
period of economic depression. (E.S.R.) 

LATE CH ING 

Western challenge, 1839-60. The opium question, the 
direct cause of the first Sino-British clash in the 19th 
century, began with a late 18th-century British attempt to 
counterbalance their unfavourable China trade with traffic 
in Indian opium. After monopolizing the opium trade in 
1779, the East India Company’s government began to sell 
the drug at auction to private British traders in India, who 
shipped it to buyers in China. The silver acquired from 
the sale of opium in China was sold at Canton for the 
company’s bills of exchange, payable in London, and was 
used by the company to purchase its large annual tea cargo 
for sale in Europe. This “triangular trade” became a major 
vehicle for realizing the potential gains from the British 
conquest of India, providing as it did a means to repatriate 
the company’s Indian revenue in opium in the form of 
Chinese teas. In 1819 the company began to handle larger 
amounts of opium. Substantial social and economic dis- 
ruption resulted from the spread of the opium habit and 
of corruption among petty officials and from a fall in the 
value of copper in China’s bimetallic monetary system as 
silver was drained from the economy. The Peking court 
repeatedly banned the importing of opium but without 
success, because the prohibition itself promoted corrup- 
tion among the officials and soldiers concerned. There 
was no possibility of the opium question being solved as 
a domestic affair. 

After the turn of the 19th century the main vehicle 
of opium smuggling was the country traders who were 
allowed only to manage the inter-Asian trade under the 
company’s license. Without protection from the company, 
they cultivated the opium market in China on their own. 
They defied the opium ban in China and gradually became 
defiant toward Chinese law and order in general, having 
nothing in mind but making money. After Parliament 
revoked the East India Company’s monopoly in 1834, 
William John Napier was appointed chief superintendent 
of British trade in China and arrived at Canton. He tried 
to negotiate with the Canton authorities on equal footing, 
but the latter took his behaviour as contrary to the estab- 
lished Sino-foreign intercourse. His mission failed. 
In Peking an 1836 proposal to relax the opium restraint 

acquired much support. But the Tao-kuang emperor ap- 
pointed a radical patriot, Lin Tse-hsii, as Imperial commis- 
sioner for an anti-opium campaign. Chinese anti-opium 
efforts, in fact, began to make considerable headway in 
controlling the Chinese side of the smuggling trade in 
late 1838 and early 1839. The critical foreign side of the 
opium trade was, however, beyond Commissioner Lin’s 
direct reach. Arriving at Canton in March 1839, Lin con- 
fiscated and destroyed more than 20,000 chests of opium. 
Skirmishes began after September between the Chinese 
and the British. 
The first Opium War and its aftermath. In February 

1840 the British government decided on an expedition, 
and Rear Adm. George Elliot was appointed first commis- 
sioner and plenipotentiary to China. In June, 16 British 
warships arrived in Hong Kong and sailed northward 
to the mouth of the Pei River to press China with its 
demands. No agreement was reached. In May 1841 the 
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British attacked the walled city of Canton and received 
a ransom of $6,000,000, which provoked a counterattack 
on the part of the Cantonese. This was the beginning of a 
continuing conflict between the British and the Cantonese. 
The Ch’ing had no effective tactics against the powerful 

British Navy. They retaliated merely by setting burning 
rafts on the enemy’s fleet; and they encouraged people to 
take the heads of the enemies, for which they offered a 
prize. The Imperial banner troops, although they some- 
times fought fiercely, were ill-equipped and lacked training 
for warfare against the more modern British forces. The 
Green Standard battalions were similarly in decay and 
without much motivation or good leadership. To make 
up the weakness, local militias were urgently recruited, 
but they were useless. The British proclaimed that their 
aim was to fight the government officials and soldiers who 
abused the people, not to make war against the Chinese 
population. And indeed there was a deep rift between the 
government and people, of which the British could easily 
take advantage, a weakness in Ch’ing society that became 
apparent in the crisis of the war. 
Elliot’s successor, Henry Pottinger, arrived at Macau in 

August and campaigned northward, seizing Amoy, Ting- 
hai, and Ning-po. Reinforced from India, he resumed 
action in May 1842 and took Wu-sung, Shanghai, and 
Chen-chiang. Nanking yielded in August, and peace was 
restored with the Treaty of Nanking. The main provisions 
of the treaty were the cession of Hong Kong, the opening 
of five ports to British trade, the abolition of the cohong 

system of trade, equality of official recognition, and an 
indemnity of $21,000,000. This was the result of the first 
clash between China, which had regarded foreign trade 
as a favour given by the Heavenly empire to the poor 
barbarians, and the British, to whom trade and commerce 
had become “the true herald of civilization.” 
The Treaty of Nanking was followed by two supplemen- 

tary arrangements with the British in 1843. In July 1844 
China signed the Treaty of Wanghia with the United States 
and in October the Treaty of Whampoa with France. 
These arrangements made up a complex of foreign privi- 
leges by virtue of the most-favoured-nation clauses (guar- 
anteeing trading equality) conceded to every signatory. All 
in all, they provided a basis for such later evils as the loss 
of tariff autonomy, extraterritoriality (exemption from the 
application or jurisdiction of local law or tribunals), and 
the free movement of missionaries. 
With the signing of the treaties—which began the so-called 

treaty-port system—the Imperial commissioner Ch’i-ying, 
newly stationed at Canton, was put in charge of foreign 
affairs. Following a policy of appeasement, his dealing 
with foreigners started fairly smoothly. But contrary to 
the British expectation, the amount of trade dropped after 
1846; and, to their dissatisfaction, the question of opium 
remained unsettled in the postwar arrangements. The core 
of the Sino-Western tension, however, rested in an anti- 
foreign movement in Kwangtung. 
Antiforeign movement and the Arrow, or second Opium, 
War. At the signing of the Treaty of Nanking there was 
a difference between China and Britain as to whether 
foreigners were allowed to enter the walled city of Can- 
ton. Though Canton was declared open in July 1843, the 
British faced Cantonese opposition. After 1847 trouble 
rapidly grew, and as a result of an incident at nearby Fo- 
shan, a promise was given the British that they would be 
allowed to enter the city in 1849. Yet troubles continued. 
As a result of his inability to control the situation, Ch’i- 
ying was recalled in 1848 and replaced with the less com- 
pliant Hsii Kuang-chin. As the promised date neared, the 
Cantonese demonstrated against British entry. Finally, the 
British yielded, and the antiforeigners won a victory de- 
spite the fact that the Peking court conceded a “temporary 
entrance” into the city. 

After the Cantonese resistance in 1841, the gentry in 
Kwangtung began to build a more organized antiforeign 
movement, promoting the militarization of village society. 
The city of Canton was also a centre of diffusion of xeno- 
phobia because the scholars at the city’s great academies 
were proclaiming the Confucian theory that uncultured 
barbarians should be excluded. The inspired antiforeign 

mood also contained a strong antigovernment sentiment 
and perhaps a tendency toward provincialism; the Can- 
tonese rose up against the barbarians to protect their own 
homeland, without recourse to the government authorities. 
In the strained atmosphere in Canton, where the xeno- 

phobic governor-general, Yeh Ming-ch’en, was inciting the 
Cantonese to annihilate the British, the Arrow incident oc- 
curred in October 1856. Canton police seized the Arrow, a 
Chinese-owned but British-registered ship flying a British 
flag, and charged its Chinese crew with piracy and smug- 
gling. The British consul Harry Parkes sent a fleet to fight 
its way up to Canton. French forces joined the venture 
on the plea that a missionary had been officially executed 
in Kwangsi. The British government sent an expedition 
under Lord Elgin as a plenipotentiary. The Russians and 
the Americans abstained but sent their representatives for 
diplomatic maneuvering. At the end of 1857 an Anglo- 
French force occupied Canton; in March 1858 they took 
the Ta-ku fort and marched to Tientsin. 
The Ch’ing representatives had no choice but to comply 

with the demands of the British and French; the Russian 

and U.S. diplomats also gained the privileges their militant 
colleagues secured by force. During June four Tientsin 
treaties were concluded that provided for, among other 
measures, the residence of foreign diplomats in Peking 
and the freedom of Christian missionaries to evangelize 
their faith. 
In 1859 when the signatories arrived off the Ta-ku fort 

on their way to sign the treaties in Peking, they were 
repulsed, with heavy damage inflicted by the gunfire from 
the fort. In 1860 an allied force invaded Peking, driving 

the Hsien-feng emperor (reigned 1850-61) out of the cap- 
ital to the summer palace at Cheng-te. A younger brother 
of the emperor, Prince Kung Ch’in-wang, was appointed 
Imperial commissioner in charge of negotiation. But the 
famous summer palace was destroyed by the British in 
October. Following the advice of the Russian negotiator, 
Prince Kung exchanged ratification of the 1858 treaties; 
in addition, he signed new conventions with the British 
and the French. The U.S. and Russian negotiators had 
already exchanged the ratification in 1859, but the latter’s 
diplomatic performance in 1860 was remarkable. 
Russian interests in the East had been activated in com- 

petition with the British effort to open China. A Russian 
spearhead, directed to Kuldja (modern I-ning) by way of 
the Irtysh River, resulted in the Sino-Russian Treaty of 
Kuldja in 1851, which opened Kuldja and Chuguchak 
(modern T’a-ch’eng) to Russian trade. Another drive was 
directed to the Amur watershed under the initiative of 
Nikolay Muravyov, who had been appointed governor- 
general of eastern Siberia in 1847. By 1857 Muravyov 
had sponsored four expeditions down the Amur; in the 
third one, in 1856, the left bank and lower reaches of the 
river had actually been occupied by the Russians. In May 
1858 Muravyov pressed the Ch’ing general I-shan to sign a 
treaty at Aigun (modern Ai-hui), by which the territory on 
the northern bank of the Amur was ceded to Russia and 
the land between the Ussuri River and the sea was placed 
in joint possession by the two nations, pending further 
disposition. But Peking refused to ratify the treaty. When 
the Anglo-French allies attacked North China in 1860, 
the Russian negotiator Nikolay Ignatyev acted as China’s 
friend and mediator in securing the evacuation of the in- 
vaders from Peking. Soon after the allies had left Peking, 
Ignatyev secured, as a reward for his mediatory effort, 
the Sino-Russian Treaty of Peking, which confirmed the 
Treaty of Aigun and ceded to Russia the territory between 
the Ussuri and the sea. 
The 1858-60 treaties extended the foreign privileges 

granted after the first Opium War and confirmed or legal- 
ized the developments in the treaty-port system. The worst 
effects for the Ch’ing authorities were not the utilitarian 
rights, such as trade, commerce, and tariff, but the privi- 
leges that affected the moral and cultural values of China. 
The right to propagate Christianity threatened Confucian 
values, the backbone of the Imperial system. The perma- 
nent residence of foreign representatives in Peking signi- 
fied an end to the long-established tributary relationship 
between China and other nations. The partial collapse of 
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the tribute system meant a loss of the emperor’s virtue, a 
serious blow to dynastic rule in China. 
During the turbulent years 1858-60, the Ch’ing bureau- 

cracy was divided between the war and peace parties; and 
it was the peace party’s leaders—Prince Kung, Kuei-liang, 
and Wen-hsiang—who took charge of negotiating with the 
foreigners. But they did so because the imminent crisis 
forced them to and not as a matter of principle. 
In 1861 in response to the settlement of the foreign rep- 

resentatives in the capital, the Tsungli Yamen (office for 
General Management) was opened to deal with foreign 
affairs, with a main staff filled by the peace-party leaders. 
The Ch’ing officials themselves, however, deemed this as 
still keeping a faint silhouette of the tribute system. 
The delay and difficulty in the Ch’ing adjustment to the 

West may possibly be ascribed to both external and inter- 
nal factors. The Chinese must have seen the Westerners 
who had appeared in China as purveyors of poisonous 
drugs, as barbarians in the full sense of the word, from 
whom they could learn nothing. But the Chinese staunchly 
held to their tradition, which also had two aspects—ideo- 
logical and institutional. The core of the ideological aspect 
was the Confucian distinction between China and foreign 
nations. The institutional aspect had recently been much 
studied, however, and precedents in Chinese history had 
been found, for example, of treaty ports with foreign set- 
tlements, consular jurisdiction, and employment of West- 
erners as Imperial personnel; thus, the Chinese regarded 
the Western impact as an extension of their tradition 
rather than as a totally new situation that necessitated a 
new adjustment. And at least until 1860 the Ch’ing leaders 
remained withdrawn in the shell of tradition, making no 
effort to cope with the new environment by breaking the 
yoke of the past. 

Popular uprising. The third quarter of the 19th cen- 
tury saw a series of uprisings, again as a result of social 
discontent. 

The Taiping Rebellion. In the first half of the 19th 
century the province of Kwangtung, the homeland of the 
Taiping people, was beset with accelerating social unrest. 
After the first Opium War, government prestige declined, 
and officials lost their capacity to reconcile communal 
feudings. The greatest among such conflicts was that be- 
tween the native settlers and the so-called guest settlers— 
the Hakka, who had migrated to Kwangsi and western 
Kwangtung, mainly from eastern Kwangtung. The Pai 
Shang-ti Hui (God Worshipers’ Society) was founded by 
Hung Hsiu-ch’tian, a fanatic who believed himself a son 
of God, and his protégé, Feng Yiin-shan, an able orga- 
nizer. Their followers were collected from among miners, 
charcoal workers, and poor peasants in central Kwangsi, 
most of whom belonged to the Hakka. In January 1851 
a new state named T’ai-p’ing T’ien-kuo (Heavenly King- 
dom of Great Peace) was declared in the district of Kuei- 
ping in Kwangsi with Hung Hsiu-ch’tian proclaimed 
Heavenly king. That September the Taiping shifted their 
base to the city of Yung-an, where they were besieged 
by the Imperial army until April 1852. Then they broke 
the siege and rushed into Hunan. Absorbing some secret- 
society members and outlaws, they dashed to Wu-han, 
the capital of Hupeh, and proceeded along the Yangtze to 
Nanking, which they captured in March 1853 and made 
their capital. 

The core of the Taiping religion was a monotheism tinged 
with fundamental Protestant Christianity. But it was mixed 
with a hatred of the Manchu and an intolerance of the 
Chinese cultural tradition. In the early years of the rebel- 
lion this politico-religious faith sustained the fighting spirit 
of the Taiping. In the ideal Taiping vision the population 
was to give all of its belongings to a “general treasury,” 
which would be shared by all alike. While this extreme 
egalitarianism was rarely implemented outside the original 
Hakka core from Kwangsi, it probably at times attracted 
the distressed and lured them to the Taiping cause. The 
origin of many Taiping religious ideas, morals, and in- 
stitutions can be traced to China’s Confucian tradition; 
but the Taiping’s all-out antiregime struggle, motivated by 
strong religious beliefs and a common sharing, also had 
precedents in earlier religious rebellions. 
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After the Taiping settled in Nanking, village officials were 
appointed, and redistribution of farmland was planned in 
accordance with an idea of primitive communism. But in 
fact the land reform was impracticable. The village offi- 
cials’ posts were filled mainly by the former landlords or 
the clerks of the local governments, and the old order in 
the countryside was not replaced by a new one that the 
oppressed people could dominate. 

In May 1853 the Taiping sent an expedition to northern 
China, which reached the neighbourhood of Tientsin but 
finally collapsed during the spring of 1855. After this, the 
Yangtze Valley provinces were the main theatre of strug- 
gle. Of the government armies in those years, the Green 
Standards were too ill disciplined, and not much could be 
expected of the bannermen. The Ch’ing government had 
no choice but to rely on the local militia forces, such as the 

“Hunan Braves” (later called the Hunan Army), organized 

by Tseng Kuo-fan in 1852, and the “Huai Braves” (later 
called the Huai Army), organized by Li Hung-chang in 
1862. These armies were composed of the village farmers, 
inspired with a strong sense of mission for protecting the 
Confucian orthodoxy, and were used for wider operations 
than merely protecting their own villages. The necessary 
funds for maintaining them were provided initially by 
local gentry. 
The Taiping were gradually beaten down: with the cap- 

ture of An-ch’ing, the capital of Anhwei, in October 1861 
by the Hunan Army, the revolutionary cause was doomed. 
But the fall of Nanking was accelerated by the coop- 
eration of Chinese mercenaries equipped with Western 
arms, commanded by an American, Frederick T. Ward: a 
Briton, Charles G. Gordon; and others. Nanking’s fall in 
July 1864 marked the end of one of the greatest civil wars 
in world history. The main cause of the Taiping failure 
was internal strife among the top leaders in Nanking. Not 
only did they give themselves over to luxury, but also their 
energy was exhausted and their leadership lost by a fratri- 
cidal conflict that occurred in 1856. In addition, religious 
fanaticism, though it inspired the fighters, became a stum- 
bling block that interfered with the rational and elastic 
attitude necessary to handle delicate military and admin- 
istrative affairs. The intolerance toward traditional culture 
alienated the gentry and the people alike. Presumably, the 
failure of the land-redistribution policy also estranged the 
landless paupers from the Taiping cause. 
The Nien Rebellion. Often in the first half of the 19th 

century plundering gangs, called nien, ravaged northern 
Anhwei, southern Shantung, and southern Honan. In mid- 
century, however, their activities were suddenly intensi- 
fied, partly by the addition to their numbers of a great 
many starving people who had lost their livelihood from 
repeated floods of the Huang Ho in the early 1850s, and 
partly because they had become emboldened by the Tai- 
ping advance north of the Yangtze. From 1856 to 1859 
the Nien leaders consolidated their bases north of the 
Huai River by winning over the masters of the earth-wall 
communities, consolidated villages that had been fortified 
for self-defense against the Taiping. The Nien strategy was 
to use their powerful cavalry to plunder the outlying areas 
and carry the loot to their home bases. 
Many influential clans, with all their members, joined 

the Nien cause; and among the Nien leaders, the clan 
chiefs played an important role. Gentry of lower strata 
also joined the Nien. The greater part of the Nien force 
consisted of poor peasants, although deserters from the 
government-recruited militias and salt smugglers were im- 
portant as military experts. The real cause of their strength 
was supposed to have been the people’s support and sym- 
pathy for their leaders; but there was difficulty in creating 
a power centre, because the Nien’s basic social unit was 
the earth-wall community, where a powerful master exer- 
cised autonomy. In 1856 Chang Lo-hsing received he title 
of “lord of the alliance” of the Nien, but he was far too 
weak to form a centre. Imperial pacification was launched 
by Gen. Seng-ko-lin-ch’in, who led a powerful cavalry 
into the affected area in 1862; but his pursuit was inef- 
fective, and the general himself was killed in Shantung in 
May 1865. Thus, the last Imperial crack unit disappeared. 
Tseng Kuo-fan succeeded Seng as general and enforced a 
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policy of detaching the earth-wall masters from their men 
and of employing the latter as his troops. Finally, Li Hung- 
chang succeeded Tseng in 1866 and set up encirclement 
lines along the Huang Ho and the Grand Canal, by means 
of which he destroyed the revolts in 1868. 
Muslim rebellions. Muslim rebellions in Yunnan and 

in Shensi and Kansu originated from clashes between 
the Chinese and Muslims in those provinces. Religious 
antipathy must be taken into account, but more impor- 
tant were the social and political factors. In the frontier 
provinces the late dynastic confusions were felt as keenly 
as elsewhere, which aggravated the problems between the 
Chinese and the Muslims. Yunnan had been haunted by 
Muslim-Chinese rivalries since 1821, but in Shensi small 
disturbances had been seen as early as the Ch’ien-lung 
reign. Government officials supported the Chinese, and 
the Muslims were obliged to rise up against both the Chi- 
nese and the authorities. 
A rivalry between the Chinese and Muslim miners in 

central Yunnan triggered a severe clash in 1855, which 
developed into a slaughter of a great many Muslims in 
and around the provincial capital, K’un-ming, the fol- 
lowing April. This caused a general uprising of Yunnan 
Muslims, which lasted until 1873. Lack of a unified policy 
weakened the Muslims, and the rebellion was brought to 
an end partly through the pacifiers’ policy of playing the 
rebel leaders off against one another. 
Another Muslim uprising, in Shensi in 1862, promptly 

spread to Kansu and East Turkistan and lasted for 15 
years. The general cause of the trouble was the same as 
in Yunnan, but the Taiping advance to Shensi stimulated 
the Muslims into rebellion. The first stage of the uprising 
developed in the Wei Valley in Shensi; in the next stage 
the rebels, defeated by the Imperial army, fled to Kansu, 
which became the main theatre of fighting. Encouraged by 
the Nien invading Shensi at the end of 1866, the core of 
the rebel troops returned to Shensi, and sporadic clashes 
continued in the two provinces. In the last phase, Tso 
Tsung-t’ang, a former protégé of Tseng Kuo-fan, appeared 
in Shensi with part of the Huai Army and succeeded in 
pacifying the area in 1873. 
In Shensi and Kansu there were many independent Mus- 

lim leaders, but they had neither a common headquarters 
nor unified policy, and there were no all-out revolution- 
aries. Pacification was delayed because the Imperial camp 
was preoccupied with the Taiping and the Nien and could 
not afford the expenditure needed for an expedition to the 
remote border provinces. 
Effects of the rebellions. To meet the large popular up- 

risings, the Ch’ing authorities had to rely on local armies, 
which were financed by the provincial and local gentry 
class. To meet this need, a special tax on goods in transit 
(called the likin) was started in 1853, the proceeds of which 
remained largely outside the control of the central gov- 
ernment. The provincial governors-general and governors 
came to enlarge their military and financial autonomy, 
bringing about a trend of decentralization. Moreover, the 
locus of power shifted from the Manchu to those Chinese 
who had played the main part in putting down the re- 
bellions. The Hunan Army was gradually disbanded after 
the fall of Nanking; but the Huai Army, after its success 
against the Muslims, served as a strong basis for the po- 
litical maneuvers of its leader, Li Hung-chang, until its 

defeat and collapse in the Sino-Japanese War in 1894-95. 
The rebellions brought immeasurable damage and devas- 

tation to China. Both the Taiping and the pacifiers were 
guilty of brutality and destruction. A contemporary esti- 
mate of 20,000,000 to 30,000,000 victims is certainly far 
less than the real number. In the course of the Taiping 
Rebellion the lower Yangtze provinces lost much of their 
surplus population, but thereafter the region was reset- 
tled by immigrants from less damaged areas. Its ruined 
industry and agriculture had not fully recovered even by 
the beginning of the 20th century. The area of the Mus- 
lim rebellions, too, suffered catastrophic devastation and 
depopulation. 

During the first half of the 19th century a number of nat- 
ural disasters left large hordes of starving victims who had 
no choice but to join the Taiping and other rebel groups. 

The worst calamity, however, was a drought that attacked 
the northern provinces of Shansi, Shensi, and Honan in 
1877-78 and caused hardship for 9,000,000 to 13,000,000 
people. These disasters were a serious setback to China, 
which had just begun to promote industrialization to meet 
the Western challenge. 
The Self-Strengthening Movement. Upon the Hsien- 

feng emperor’s death at Cheng-te in 1861, his antiforeign 
entourage entered Peking and seized power; but Tz’u-hsi, 
the mother of the newly enthroned boy emperor Tsai- 
ch’un (reigned as the T’ung-chih emperor, 1861-75), and 
Prince Kung succeeded in crushing their opponents by a 
coup d’état in October. There emerged a new system in 
which the leadership in Peking was shared by Tz’u-hsi and 
another empress dowager, Tz’u-an, in the palace and by 
Prince Kung and Wen-hsiang, with the Tsungli Yamen as 
their base of operation. The core of their foreign policy 
was expressed by Prince Kung as “overt peace with the 
Western nations in order to gain time for recovering the 
exhausted power of the state.” 
Foreign relations in the 1860s. The Tsungli Yamen 

had two offices attached to it: the Inspectorate General 
of Customs and the Language School, called T’ung-wen- 
kuan. The former was the centre for the Maritime Custom 
Service, administered by Western personnel appointed by 
the Ch’ing. The latter was opened to train the children of 
bannermen in foreign languages, and later some Western 
sciences were added to its curriculum; but the quality of 
candidates for the school was not high. Similar schools 
were opened in Shanghai and Canton. 
A superintendent of trade for the three northern ports 

(later known as high commissioner for pei-yang, or “north- 
ern ocean”) was established in 1861 at Tientsin, parallel 
to a similar, existing post at Shanghai (later known as high 
commissioner for nan-yang, or “southern ocean”). The 
creation of the new post was presumably aimed at weaken- 
ing the foreign representatives in Peking by concentrating 
foreign affairs in the hands of the Tientsin officials. 
In 1865-66 the British strongly urged the Ch’ing authori- 

ties to make domestic reforms and to become westernized. 
Prince Kung asked the high provincial officials to submit 
their opinions about the proposed reforms. The consensus 
advocated diplomatic missions abroad and the opening 
of mines but firmly argued against telegraph and railway 
construction. Against this background, a roving mission 
was sent to the United States in 1868, which then pro- 
ceeded to London and Berlin. This first mission abroad 
was a success for China, but its very success had an ad- 
verse effect on China’s modernization by encouraging the 
conservatives, who learned to regard the Westerners as 

easy to manipulate. 
The Anglo-Chinese Treaty of Tientsin provided for its 

revision in the year 1868, at which time the Ch’ing were 
able to negotiate with due preparations and in a mood 
of peace for the first time after the Opium Wars. The 
result was the Alcock Convention of 1869, which limited 
the unilateral most-favoured-nation clause, a sign of grad- 
ual improvement in China’s foreign relations; but under 
pressure from British merchants in China, the London 
government refused to ratify it. The resentment engen- 
dered by the refusal, together with an anti-Christian riot at 
Tientsin in 1870, brought an end to the climate of Sino- 
foreign cooperation that had prevailed in the 1860s. 
The post-Opium Wars arrangements forced China to re- 

move the ban on Christianity, but the Peking court tried 
to keep the fact secret and encouraged provincial officials 
to prohibit the religion. The pseudo-Christian Taiping 
movement furthered the anti-Christian move on the part 
of royalists. Under such circumstances, anti-Christian ri- 
ots had spread throughout the country, culminating in 
the Tientsin Massacre in 1870, in which a French consul 

and two officials, 10 nuns, and two priests died, and in 
which three Russian traders were killed by mistake. At 
the negotiating table the French sternly demanded the 
lives of three responsible Chinese officials as a preventive 
against further such occurrences, but the Ch’ing negotia- 
tors, Tseng Kuo-fan and Li Hung-chang, were successful 
at least in refusing the demanded execution. After the 
incident, however, Tseng was denounced for his infirm 
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stand and Prince Kung’s political influence began to wane 
in the growing antiforeign climate. 
As to the nature of the anti-Christian movement, there 

are various interpretations: some emphasize the antifor- 
eign Confucian orthodoxy, while others stress the patriotic 
and nationalistic reaction against the missionaries’ attempt 
to westernize the Chinese. Still others point to the Chris- 
tian support of the oppressed in their struggle against the 
official and gentry class. What is clear, however, is that 
Christianity sowed dissension and friction in the already 
disintegrating late Ch’ing society and undermined the pres- 
tige of the Ch’ing dynasty and the Confucian orthodoxy. 
Industrialization for “self-strengthening.” Stimulated by 

the military training and techniques exhibited during the 
Westerners’ cooperation against the Taiping and sup- 
ported by Prince Kung in Peking, the Self-Strengthening 
Movement was launched by the anti-Taiping generals 
Tseng Kuo-fan, Li Hung-chang, and Tso Tsung-t’ang, 
who sought to consolidate the Ch’ing power by introduc- 
ing Western technology. The ideological champion of the 
movement was Feng Kuei-fen, who urged “the use of the 
barbarians’ superior techniques to control the barbarians” 
and proposed to give the gentry stronger leadership than 
before in local administration. 
In the first period of modern industrial development 

(1861-72), effort was focused on the manufacture of 
firearms and machines, the most important enterprises 
being the Kiangnan Arsenal in Shanghai, the Tientsin 
Machine Factory, and the Fu-chou Navy Yard. There 
were many other smaller ones. But the output was dis- 
appointing—the shipyard at Fu-chou, for example, built 
15 vessels during the five years after 1869 as scheduled, 
but thereafter it declined and was destroyed in 1884 dur- 
ing the Sino-French War—and the weapons industry was 
significant not so much for its direct military purpose as 
for the introduction of Western knowledge and techniques 
through the many educational facilities that were attached 
to each installation. 
In the second period (1872-94), weight shifted from the 

weapons industry to a wider field of manufacture, and the 
operation shifted from direct government management to 
a government-supervised and merchant-managed method. 
Leading among the several enterprises of the second period 
were the China Merchants’ Steam Navigation Company 
and the K’ai-p’ing Coal Mines. These enterprises were 
sponsored by high provincial officials—the central figure 
was Li Hung-chang—but their management was left to 
joint operation by shareholders’ representatives and the 
lower officials appointed by the sponsors. 
Management, however, was beset with bureaucratic mal- 

practices. The seat of decision making and responsibility 
was obscure, business was spoiled by nepotism and cor- 
ruption, and the sponsors tended to use the enterprises as 
a basis for their regional power. The central government 
not only was unable to supply capital but also looked for 
every Opportunity to exploit these enterprises as it had 
exploited the monopolistic salt business after which those 
companies were modeled. Under such circumstances, the 
enterprises inevitably slid into depression after some initial 
years of apparent success. 
Compounding the problems were the compradors (Chi- 

nese agents employed by foreign firms in China) who, act- 
ing as a link between Chinese commerce and the foreign 
firms in the treaty ports, accumulated vast wealth from the 
new enterprises. Though active in supplying capital and 
managerial personnel to the enterprises, the compradors 
themselves lacked technical training and knowledge and 
often indulged in speculation and embezzlement. Each 
comprador belonged to an exclusive community by strong 
family or regional ties that focused his concerns on his 
community rather than on national interests. 
These shortcomings were deeply rooted in the late Ch’ing 

social conditions and more than offset efforts to construct 
and maintain the new enterprises. Thus, Chinese society 
as a whole did not change structurally before 1911. 
Changes in outlying areas. With the decline of the 

Ch’ing power and prestige, beginning in the early 19th 
century, China’s peripheral areas began to free themselves 
from the Ch’ing influence. 
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East Turkistan. To the west of Kashgaria in East Tur- 
kistan, a khanate of Khokand emerged in Ferghana after 
1760 as a powerful caravan trade centre. When Muslim 
rebellion spread rapidly from Shensi and Kansu to East 
Turkistan, a Khokandian adventurer, Yakub Beg, seized 
the opportunity to invade Kashgaria and established power 
there in 1865; he soon showed signs of advancing to the 
Ili region in support of the British in India. In Ili rebel 
Muslims had set up an independent power at Kuldja in 
1864, which terrorized the Russian borders in defiance of 
the Sino-Russian Treaty of 1851. The Russians, therefore, 
occupied Kuldja in 1871 and remained there for 10 years. 
Having subdued the Kansu Muslim rebellion in 1873, 

Tso Tsung-t’ang captured Urumchi (Wu-lu-mu-ch’i) in 
August 1876 and restored the whole region northward 
to the Tien Shan range, except for the Kuldja area, and 
painstakingly recovered Kashgaria at the end of 1877. 
Li Hung-chang hoped to regain Ili through negotiation. 

A treaty for the restitution of Ili, signed at Livadia in 
October 1879, was extremely disadvantageous to China. 
Upon returning home amid a storm of condemnation, the 
Chinese negotiator Ch’ung-hou was sentenced to death: 
the Russians considered this to be inhuman and they 
stiffened their attitude. But the minister to Britain and 
France, Tseng Chi-tse, son of Tseng Kuo-fan, succeeded 
in concluding a treaty at St. Petersburg in February 1881 
that was more favourable yet still conceded the Russians 
many privileges in East Turkistan. 
Though at a cost of nearly 58,000,000 taels in expe- 

dition and indemnity, the northwest was finally restored 
to China, and in 1884 a new province, Sinkiang, was 
established over the area, which had never before been 
integrated into China. 
Tibet and Nepal. Ch’ing control of Tibet reached its 

height in 1792. But thereafter China became unable to 
protect Tibet from foreign invasion. When an army from 
northern India invaded western Tibet in 1841, China 
could not afford to reinforce the Tibetans, who expelled 
the enemy on their own. China was a mere bystander dur- 
ing a coup d’état in Lhasa in 1844 and could not protect 
Tibet when it was invaded by Gurkhas in 1855. Tibet thus 
tended to free itself from Ch’ing control. 
The border dispute between Nepal and British India, 

which sharpened after 1801, had caused the Anglo- 
Nepalese War of 1814-16 and brought the Gurkhas under 
British influence. During the war the Gurkhas sent several 
missions to China in vain expectation of assistance. Dur- 
ing political unrest in Nepal after 1832, an anti-British 
clique seized power and sought assistance from China to 
form an anti-British common front with the Ch’ing, then 
fighting the Opium War. But this, too, was rejected. Jang 
Bahadur, who had become premier of Nepal in 1846, 
decided on a pro-British policy; his invasion of Tibet 
in 1855—which took advantage of the Taiping uprising 
in China—gained Nepal many privileges there. Though 
Nepal sent quinquennial missions to China until 1906, 
the Gurkhas had not recognized Chinese suzerainty. 
Burma. In 1867 the British gained the right to station 

a commercial agent at Bhamo in Burma, from which 
they could explore the Irrawaddy River up to the Yun- 
nan border. A British interpreter accompanying a British 
exploratory mission to Yunnan was killed by local tribes- 
men on the Yunnan-Burma border in February 1875. 
The British minister in China, Thomas Wade, seized the 
opportunity to force China to comply with the Chefoo 
Convention (1876), which further enlarged the British 
rights by opening more Chinese ports to foreign trade and 
agreeing to a mission to delineate the Yunnan-Burmese 
border, though the London government put off its rati- 
fication until 1885. Kuo Sung-tao, appointed chief of a 
mission of apology to Britain, arrived in London in 1877. 
He was the first Chinese resident minister abroad, and 
within two years China opened embassies in five major 
foreign capitals. 
When the last king of Burma, Thibaw, tried to join with 

France and Italy to stave off the British pressure, Britain 
sent an ultimatum in October 1885, seized the capital 
of Mandalay, and annexed the country in January 1886. 
During the final bargaining with the British, the Burmese 
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king ignored his tributary relations with the Ch’ing; yet 
China proposed that the Burmese royal court be preserved 
even nominally so that it could send a decennial mission 
to China. Britain refused, but in a convention signed in 
July 1886 it agreed that the Burmese government should 

send to China a decennial envoy. This outdated practice, 
however, was buried in 1900. 
Vietnam. In 1802 a new dynasty was founded in Viet- 

nam (Dai Viet) by Nguyen Phuc Anh, a member of the 
royal family of Nguyen at Hue, who had expelled the 
short-lived Tay Son regime and had unified the country. 
The Ch’ing, under the Chia-ch’ing emperor, recognized 
the new dynasty as a fait accompli, but a controversy 
arose as to a name for the new country. Nguyen Phuc 

Anh demanded the name Nam Viet, but the Ch’ing rec- 
ommended Vietnam, reversing the two syllables. Finally 
an agreement was reached, and Nguyen Phuc Anh became 

king of Vietnam. 
During the rule of the second and third kings of Vietnam 

(1820-41) the persecution of Christians was accelerated. 
France resorted to arms after 1843 and, by the treaty of 
1862 signed at Saigon, received three eastern provinces 
of Cochinchina besides other privileges concerning trade 
and religion. In time, French attentions were focused on 
the Tongking (Tonkin) delta region into which the Red 
River flows, providing easy access to Yunnan. But the 
region was beset with many disorderly gangs escaped from 
China, including the Black Flags under the command of 
Liu Yung-fu, a confederate of the Taiping. After a small 
French force had occupied some key points in Tongking 
in 1873, a treaty was signed at Saigon in March 1874 that 
stipulated the sovereignty and independence of Vietnam. 
Though this clause implied that China could not intervene 
in Vietnamese affairs, the Tsungli Yamen failed to file a 

strong protest. In 1880, however, the Ch’ing claimed a 
right to protect Vietnam as its vassal state. Against the 
French occupation of Tongking in 1882-83 and France’s 
proclamation of protectorate status for Vietnam (under 
the name of Annam) in the Treaty of Hue of August 
1883, the Ch’ing deployed its army in the northern fron- 
tier of Tongking. Efforts for a peaceful settlement ended 
in failure, and both countries prepared for war. 
In August 1884 French warships attacked Fu-chou and 

destroyed the Chinese fleet and dockyard there. Thereafter, 
however, the French navy and army were stalemated, and 

an armistice was reached in the spring of 1885. By the 
subsequent definitive treaty, the French protectorate of 
Vietnam was recognized, terminating the historical Sino- 
Vietnamese tributary relationship. 
In this crisis, the attitude of the Ch’ing headquarters fluc- 

tuated between advocates of militancy and appeasement. 
Meanwhile, Li Hung-chang and Tseng Kuo-ch’tan were 
reluctant to mobilize their pei-yang and nan-yang navies 
in accordance with orders from Peking. 
Japan and Ryukyu. Three years after the Meiji Restora- 

tion of 1868—which inaugurated a period of moderniza- 
tion and political change in Japan—a commercial treaty 
was signed between China and Japan, and it was ratified in 

1873. Understandably it was reciprocal, because both sig- 
natories had a similar unequal status vis-a-vis the Western 
nations. The establishment of the new Sino-Japanese re- 
lations was supported by Li Hung-chang and Tseng Kuo- 
fan, who advocated positive diplomacy toward Japan. 
In 1872 the Meiji government conferred on the last king 

of Ryukyu, Sho Tai, the title of vassal king and in the 
following year took over the island’s foreign affairs. In 
reprisal for the massacre of shipwrecked Ryukyuans by 
Taiwanese tribesmen in 1871, the Tokyo government sent 
a punitive expedition to Taiwan. Meanwhile, the Japanese 
sent an envoy to Peking to discuss the matter, and the 
Ch’ing agreed to indemnify Japan. In 1877, however, the 
Ryukyu king asked for Ch’ing intervention to revive his 
former tributary relations with China; Sino-Japanese ne- 
gotiations were opened at Tientsin in regard to Ryukyu’s 
position, and an agreement was reached in 1882. But the 
Ch’ing refused to ratify it, and the matter was dropped. 
Korea and the Sino-Japanese War. In Korea (Choson) 

a boy king, Kojong, was enthroned in 1864 under the 
regency of his father, TaewOn-gun, a vigorous exclusionist. 

In 1866 they began a nationwide persecution of Chris- 
tians and repulsed the French and Americans there. The 
Ch’ing, although uneasy, did not intervene. 
After the Meiji Restoration, Japan made many efforts, 

all in vain, to open new and direct intercourse with Korea. 
The main reasons for the failure were such trifles as some 
offensive words in letters addressed by the Japanese gov- 
ernment to Korea, or Japanese envoys coming to Korea 
in Western-style dress, which was unacceptable to the Ko- 

reans. With a slightly improved Korean attitude toward 
foreigners, a Japanese envoy began talks at Pusan in 1875, 
but the parley was protracted. Japan impatiently sent 
warships to Korea; these sailed northward to Kanghwa 
Bay, where gunfire was exchanged between the Japanese 
vessels and a Korean island fort. The Treaty of Kanghwa 
was signed in 1876, in which Korea was defined as an 
independent state on an equal footing with Japan. Japan 
sent an envoy, Mori Arinori, to China to report on recent 
Korean affairs. China insisted that though Korea was in- 
dependent, China could come to the support of its vassal 
state (Korea) in a crisis, an interpretation that Mori saw as 
contrary to the idea of independence in international law. 
From this time on, the Ch’ing strove to increase their 

influence in Korea; they helped open Korea to the United 
States and supported the efforts of pro-Chinese Koreans 
for modernization. But in Korea a powerful conservatism 
and xenophobia provided the basis for the resurgence of 
Taewon-gun. In July 1882 he expelled Queen Min and 
her clique and burned down the Japanese legation. The 
Ch’ing dispatched an army to Korea, arrested Taewon- 
gun, and urged the King to sign a treaty with Japan. Thus, 
the Ch’ing claim for suzerainty was substantiated. 
In December 1884 another coup was attempted by a 

group of pro-Japanese reformists, but it failed because of 
the Ch’ing military presence in Korea. From these two 
incidents Ch’ing political influence and-commercial priv- 
ileges emerged much stronger, though Japan’s trade in 
Korea far surpassed that of China in the late 1880s. 
In 1860 a Korean scholar, Ch’oe Che-u, founded a popu- 

lar religion called Tonghak (Eastern Learning). By 1893 it 
had turned into a political movement that attracted a vast 
number of paupers under the banner of antiforeignism 
and anticorruption. They occupied the southwestern city 
of Choénju in late May 1894. Both China and Japan sent 
expeditions to Korea, but the two interventionists arrived 
to find the rebels at Chonju already dispersed. To justify 
its military presence, Japan proposed to China a policy of 
joint support of Korean reform. When China refused on 
the ground that this was counter to Korean independence, 
a clash seemed inevitable. On July 25 the Japanese Navy 
defeated a Chinese fleet in Kanghwa Bay, and on August 
1 both sides declared war. Japan gained victories in every 
quarter on land and sea. 

During the crisis the Ch’ing power centre was again 
divided. The pei-yang navy was less powerful than it ap- 
peared, lacking discipline, unified command, and the nec- 
essary equipments of a modern navy. In February 1895 
Li Hung-chang was appointed envoy to Japan; he signed 
a peace treaty at Shimonoseki on April 17, whose main 
items were recognition of Korean independence, indem- 
nity of 200,000,000 taels, and the cession of Taiwan, the 
Pescadores Islands, and the Liaotung Peninsula. Six days 
later, however, Russia, Germany, and France forced Japan 
to restore the peninsula; Japan formally relinquished it on 
May 5, for which China agreed to pay 30,000,000 taels. 
Gaining China’s favour by this intervention, the three 
powers began to press China with demands, which gave 
rise to a veritable scramble for concessions. 
Reform and upheaval. Immediately after the triple in- 

tervention, Russia succeeded in 1896 in signing a secret 
treaty of alliance with China against Japan, by which Rus- 
sia gained the right to construct the Chinese Eastern Rail- 
way across northern Manchuria. In November 1897 the 
Germans seized Chiao-chou Bay in Shantung and forced 
China to concede them the right to build two railways in 
the province. In March 1898 Russia occupied Port Arthur 
(modern Lii-shun) and Dairen (Lii-ta) on the Liaotung 
Peninsula and obtained the lease of the two ports and the 
right to build a railway connecting them to the Chinese 
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Eastern Railway. Vying with Russia and Germany, Britain 
leased Wei-hai in Shantung and the New Territories op- 
posite Hong Kong and forced China to recognize the 
Yangtze Valley as being under British influence, Following 
suit, Japan put the province of Fukien under its influence, 
and France leased Kuang-chou Bay, southwest of Hong 
Kong, and singled out three southwestern provinces for its 
sphere of influence. Thus, China was placed on the brink 
of partition, arousing a keen sense of crisis in 1898 in 
which the Hundred Days of Reform was staged. 
The Hundred Days of Reform, 1898. The advocates of 

the Self-Strengthening Movement had regarded any insti- 
tutional or ideological change as needless. But after 1885 
some lower officials and comprador intellectuals began to 
emphasize institutional reforms and the opening of a par- 
liament and to stress economic rather than military affairs 
for self-strengthening purposes. For the Peking court and 
high officials in general the necessity of reform had to be 
proved on the basis of the Chinese Classics. Some scholars 
tried to meet their criteria. The outstanding reform leader 
and ideologist K’ang Yu-wei used what he considered 
authentic Confucianism and Buddhist canons to show 
that change was inevitable in history and, accordingly, 
that reform was necessary. Another important reformist 
thinker, T’an Ssu-t’ung, relied more heavily on Buddhism 
than K’ang did and emphasized the people’s rights and 
independence. Liang Ch’i-ch’ao was an earnest disciple of 
K’ang but later turned toward people’s rights and nation- 
alism under the influence of Western philosophy. 
In April 1895, when Japanese victory appeared inevitable, 

K’ang began to advocate institutional reform. In August 
K’ang, Liang, and other reformists founded a political 
group called the Society for the Study of National Strength- 
ening. Though this association was soon closed down, 
many study societies were created in Hunan, Kwangtung, 
Fukien, Szechwan, and other provinces. In April 1898 
the National Protection Society was established in Peking 
under the slogan of protecting state, nation, and national 
religion. Against this background, the Kuang-hsii emperor 
(ruled 1875-1908) was himself increasingly affected by 
the ideas of reform that were broadly in the air and 
perhaps was also directly influenced by K’ang Yu-wei’s 
proposals. On June 11, 1898, the Emperor began to issue 
a stream of radical and probably hastily prepared reform 
decrees that lasted for about 100 days, until September 
20. The reform movement produced no practical results, 
however. Finally, the conservatives were provoked to a 
sharp reaction when they learned of a reformists’ plot 
to remove the arch-conservative empress dowager Tz’u- 
hsi. On September 21 the Emperor was detained and the 
Empress Dowager took over the administration, putting 
an end to the reform movement. 
The immediate cause of the failure lay in the power 

struggle between the Emperor and Tz’u-hsi. But from the 
beginning, prospects for reform were dim because most 
high officials were cool toward or opposed to the move- 
ment. In addition, the reformist—conservative confronta- 
tion overlapped with the rivalry between the Chinese and 
the Manchu, who considered the Chinese-sponsored re- 
form as disadvantageous to them. As for the reformists 
themselves, their leaders were few in number and inexpe- 
rienced in politics, and their plan was too radical. 
Among the local movements for reform, that in Hunan 

was the most active. After 1896, journals and schools were 
begun there for popular enlightenment; but K’ang’s radi- 
cal reformism aroused strong opposition, and the Hunan 
movement was shattered at the end of May 1898. 
Though it failed, the reform movement had a few impor- 

tant repercussions: it produced some degree of freedom 
of speech and association, furthered the dissemination of 
Western thought, and stimulated the growth of private 
enterprises. It also provided much of the substance for the 
“conservative” Imperial reform efforts that the Manchu 
court undertook after the Boxer episode. 
The Boxer Rebellion. The crisis of 1896-98 stirred a 

furious antiforeign uprising in Shantung, aroused by the 
German advances and encouraged by the provincial gov- 
ernor. It was staged by a band of people called the I-ho 
ch’ian (Righteous and Harmonious Fists) who believed 

= 
that a mysterious boxing art rendered them invulnerable 
to harm. The group’s origin is generally supposed to have 
been in the White Lotus sect, though it may have begun as 
a self-defense organization during the Taiping Rebellion. 
At first the Boxers (as they were called in the West) di- 

rected their wrath against Christian converts, whom they 
vilified for having abandoned traditional Chinese customs 
in favour of an alien religion. Bands of Boxers roamed the 
countryside killing Chinese Christians and foreign mis- 
sionaries. Developing from this anti-Christian hysteria, the 
Boxer Rebellion grew into a naive but furious attempt to 
destroy all things foreign—including churches, railways, 
and mines—which the people blamed for their misery and 
for the loss of a sacred way of life. 
Some Boxer recruits were disbanded Imperial soldiers 

and local militiamen; others were Grand Canal boatmen 
deprived of a livelihood by the Western-built railways. 
Most recruits, though, came from the peasantry, which 
had suffered terribly from recent natural calamities in 
North China. After 1895 the Huang Ho flooded almost 
annually, and in 1899-1900 a serious drought struck the 

North. Vast numbers of starvelings turned to begging and 
banditry and were easy converts to the Boxers’ cause. 
Many local authorities refused to stop the violence. Some 

supported the Boxers by incorporating them into local 
militias. The Manchu court, meanwhile, was alarmed by 
the uncontrollable popular uprising but took great satis- 
faction at seeing revenge taken for its humiliation by the 
foreign powers. As a result, it assumed at first a neutral 
policy. On the part of the Boxers, there emerged sometime 
in the autumn of 1899 a move to gain access to the court 
under the slogan of “support for the Ch’ing and extermi- 
nation of foreigners.” By May 1900 the Ch’ing govern- 
ment had changed its policy and was secretly supporting 
the Boxers. Tz’u-hsi inclined toward open war when she 
became convinced of the dependability of the Boxers’ art. 
Finally, incensed over a false report that the foreign pow- 
ers had demanded that she return administration to the 
Emperor, she called on all Chinese to attack foreigners. 
Within days, on June 20, the Boxers’ eight-week siege of 
the foreign legations in Peking began; a day later Tz’u-hsi 
declared war by ordering provincial governors to take part 
in the hostilities. 
An international reinforcement of some 2,000 men had 

left Tientsin for Peking before the siege, but on the way 
it was resisted by the Boxers and forced back to Tientsin. 
The foreign powers then sent an expedition of some 19,- 
000 troops, which marched to Peking and seized the city 
on August 14. Tz’u-hsi and the Emperor fled to Sian. 
The two governors-general in the southeastern provinces, 

Liu K’un-i and Chang Chih-tung, who together with Li 
Hung-chang at Canton had already disobeyed Peking’s 
antiforeign decrees, concluded an informal pact with for- 
eign consuls at Shanghai on June 26, to the effect that 
the governors-general would take charge of the safety of 
the foreigners under their jurisdiction. At first the pact 
covered the five provinces in the Yangtze River region, 
but later it was extended to three coastal provinces. Thus, 
the foreign operations were restricted to Chihli (modern 
Hopeh) Province, along the northern coast. 

The United States, which had announced its commercial 
Open Door policy in 1899, made a second declaration 
of the policy in July 1900—this time insisting on the 
preservation of the territorial and administrative entity of 
China. With its newly acquired territory in the western 
Pacific, the United States was determined to preserve its 
own commercial interests in China by protecting Chinese 
territorial integrity from the other major powers. This pro- 
vided a basis for the Anglo-German agreement (October 
1900) for preventing further territorial partition, to which 
Japan and Russia consented. Thus, partition of China was 
avoided by mutual restraint among the powers. 
The final settlement of the disturbance was signed in 

September 1901. The indemnity amounted to 450,000,- 
000 taels to be paid over 39 years. Moreover, the settle- 
ment demanded the establishment of permanent guards 
and the dismantling of forts between Peking and the sea, 
a humiliation that made an independent China a mere 
fiction. In addition, the southern provinces were actually 
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independent during the crisis. These occurrences meant 
the collapse of the Ch’ing prestige. 
After the uprising Tz’u-hsi had to declare that she had 

been misled into war by the conservatives and that the 
court, neither antiforeign nor antireformist, would pro- 
mote reforms, a seemingly incredible statement in view 
of the court’s suppression of the 1898 reform movement. 
But the Ch’ing court’s antiforeign conservative national- 
ism and the reforms undertaken after 1901 were, in fact, 
among several competing responses to the shared sense of 

crisis in early 20th-century China. 
Reformist and revolutionist movements at the end of the 

dynasty. Sun Yat-sen, a commoner with no background 
of Confucian orthodoxy, educated in Western-style schools 
in Hawaii and Hong Kong, went to Tientsin in 1894 to 
meet Li Hung-chang and present a reform program, but 
he was refused an interview. This event supposedly caused 
his antidynastic attitude. Soon he went to Hawaii, where 
he founded an anti-Manchu fraternity called the Hsing- 
chung hui (Revive China Society). Returning to Hong 
Kong, he and some friends set up a similar society under 
the leadership of his associate Yang Ch’ii-yiin. After an 
abortive attempt to capture Canton in 1895, Sun sailed 
for England and then went to Japan in 1897, where he 

found much support. Tokyo became the revolutionaries’ 
principal base of operation. 
After the collapse of the Hundred Days of Reform, K’ang 

Yu-wei and Liang Ch’i-ch’ao had also fled to Japan. An 
attempt to reconcile the reformists and the revolutionaries 
became hopeless by 1900—Sun was slighted as a secret- 
society ruffian, while the reformists were more influential 
among the Chinese in Japan and the Japanese. 
The two camps competed in collecting funds from the 

overseas Chinese as well as in attracting secret-society 
members on the mainland. The reformists strove to unite 
with the powerful secret Ko-lao hui (Society for Brothers 
and Elders) in the Yangtze River region. In 1899 K’ang’s 
followers organized the Tzu-li chiin (Independence Army) 
at Han-k’ou in order to plan an uprising, but the scheme 
ended unsuccessfully. Early in 1900 the Revive China So- 
ciety revolutionaries also formed a kind of alliance with the 
Brothers and Elders, called the Revive Han Association. 
This new body nominated Sun as its leader, a decision 
that also gave him, for the first time, the leadership of the 
Revive China Society. The Revive Han Association started 
an uprising at Hui-chou, in Kwangtung, in October 1900, 
which failed after two weeks’ fighting with Imperial forces. 
After the Boxer disaster, Tz’u-hsi reluctantly issued a se- 

ries of reforms, which included abolishing the civil service 
examination, establishing modern schools, and sending 
students abroad. But these measures could never repair 
the damaged Imperial prestige; rather, they inspired more 
anti-Manchu feeling and raised the revolutionary tide. But 
there were other factors that intensified the revolutionary 
cause: the introduction of social Darwinist ideas by Yen 
Fu after the Sino-Japanese War countered the reformists’ 
theory of change based on the Chinese Classics; and West- 
ern and revolutionary thoughts came to be easily and 
widely diffused through a growing number of journals and 
pamphlets published in Tokyo, Shanghai, and Hong Kong. 
Nationalists and revolutionists had their most enthusias- 

tic and numerous supporters among the Chinese students 
in Japan, whose numbers increased rapidly between 1900 
and 1906. The Tsungli Yamen sent 13 students to Japan 
for the first time in 1896; in 10 years the figure rose 
to some 8,000. Many of these students began to orga- 
nize themselves for propaganda and immediate action for 
the revolutionary cause. In 1902-04 revolutionary and 
nationalistic organizations, including the Chinese Educa- 
tional Association, the Society for Revival of China, and 
the Restoration Society, appeared in Shanghai. The anti- 
Manchu tract “Revolutionary Army” was published in 
1903, and more than 1,000,000 copies were issued. 
Dealing with the young intellectuals was a new challenge 

for Sun Yat-sen, who hitherto had concentrated on mobi- 
lizing the uncultured secret-society members. He had also 
to work out some theoretical planks, though he was not a 
first-class political philosopher. The result of his response 
was the Three Principles of the People—nationalism, 

democracy, and socialism—the prototype of which came 
to take shape by 1903. He expounded his philosophy in 
America and Europe during his travels there in 1903-05, 
returning to Japan in the summer of 1905. The activists in 
Tokyo joined him to establish a new organization called 
the United League (T’ung-meng hui); under Sun’s leader- 
ship, the intellectuals increased their importance. 
Sun Yat-sen and the United League. Sun’s leadership 

in the league was far from undisputed. His understand- 
ing that the support of foreign powers was indispensable 
for Chinese revolution militated against the anti-imperi- 
alist trend of the young intellectuals. Only half-heartedly 
accepted was the principle of people’s livelihood, or so- 
cialism, one of his Three Principles. Though various eval- 
uations are given to his socialism, it seems certain that it 
did not reflect the hopes and needs of the commoners. 
Ideologically, the league soon fell into disharmony; Chang 

Ping-lin, an influential theorist in the Chinese Classics, 

came to renounce the Three Principles of the People; oth- 

ers deserted to anarchism, leaving anti-Manchuism as the 
only common denominator in the league. Organization- 
ally, too, the league became divided; a Progressive Society 
(Kung-chin hui), a parallel to the league, was born in 

Tokyo in 1907; a branch of this new society was soon 
opened at Wu-han with the ambiguous slogan of “equal- 
ization of human right.” The next year Chang Ping-lin 
tried to revive the Restoration Society. 
Constitutional movements after 1905. Japan’s victory 

in the Russo-Japanese War (1904-05) aroused a cry for 
constitutionalism in China. Unable to resist the intensi- 
fying demand, the court decided in September 1906 to 
adopt a constitution, and in November it reorganized the 
traditional six boards into 11 ministries in an attempt to 
modernize the central government. It promised to open 
consultative provincial assemblies in October 1907 and 
proclaimed in August 1908 the outline of a constitu- 
tion and a nine-year period of tutelage before its full 
implementation. 
Three months later the strangely coinciding deaths of 

Tzu-hsi and the Emperor were announced, and a boy 
who ruled as the Hstian-t’ung emperor (1908-1911/12) 
was enthroned under the regency of his father, the second 
Prince Chiin. These deaths, followed by that of Chang 
Chih-tung in 1909, almost emptied the Ch’ing court of 
prestigious members. The consultative provincial assem- 
blies were convened in October 1910 and became the 
main base of the furious movement for immediate open- 
ing of a consultative national assembly, with which the 
court could not comply. 

The gentry and wealthy merchants were the sponsors 
of constitutionalism; they had been striving to gain the 
rights held by foreigners. Started first in Hunan, the so- 
called rights recovery movement spread rapidly and gained 
noticeable success, reinforced by local officials, students 
returned from Japan, and the Peking government. But 
finally the recovery of the railroad rights ended in a clash 
between the court and the provincial interests. 
The retrieval of the Han-k’ou-Canton line from the 

American China Development Company in 1905 tapped 
a nationwide fever for railway recovery and development. 
But difficulty in raising capital delayed railway construc- 
tion by the Chinese year after year. The Peking court 
therefore decided to nationalize some important railways 
in order to accelerate their construction by means of 
foreign loans, hoping that the expected railway profits 
would somehow alleviate the court’s inveterate financial 
plight. In May 1911 the court nationalized the Han- 
k’ou-Canton and Szechwan-Han-k’ou lines and signed a 
loan contract with the four-power banking consortium. 
This incensed the Szechwan gentry, merchants, and land- 
lords who had invested in the latter line, and their anti- 
Peking remonstrance grew into a provincewide uprising. 
The court moved some troops into Szechwan from Hu- 
peh; some other troops in Hupeh mutinied and suddenly 
occupied the capital city, Wu-ch’ang, on October 10, now 
the memorial day of the Chinese Revolution. 
The commoners’ standard of living, which had not con- 

tinued to grow in the 19th century and may have begun 
to deteriorate, was further dislocated by the mid-century 
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civil wars and foreign commercial and military penetra- 
tion. Paying for the wars and their indemnities certainly 
increased the tax burden of the peasantry, but how serious 
a problem this was is still an open question. The Manchu 
reforms and preparations for constitutionalism added a 
further fiscal exaction for the populace, which benefited 
very little from these urban-oriented developments. Rural 
distress, resulting from this and from natural disasters, was 

among the causes of local peasant uprisings in the Yangtze 
River region in 1910 and 1911 and of a major rice riot 
at Ch’ang-sha, the capital of Hunan, in 1910. But popular 
discontent was limited and not a major factor contribut- 
ing to the revolution that ended the Ch’ing dynasty and 
inaugurated the republican era in China. 
The Chinese Revolution (1911-12). The Chinese Revo- 

lution was not triggered by the United League itself but by 
the Hupeh army troops urged on by the local revolution- 

ary bodies not incorporated in the league. An accidental 
exposure of a mutinous plot forced a number of junior 

officers to choose between arrest or revolt in Wu-han. The 
revolt was initially successful because of the determination 
of lower-level officers and revolutionary troops and the 
cowardice of the responsible Manchu and Chinese offi- 

cials. Within a day the rebels had seized the arsenal and 
the governor-general’s offices and had gained possession 

of the provincial capital, Wu-ch’ang. With no nationally 

known revolutionary leaders on hand, the rebels coerced 
a colonel, Li Yiian-hung, to assume military command, 
although only as a figurehead. They persuaded the Hupeh 

provincial assembly to proclaim the establishment of the 

Chinese republic; T’ang Hua-lung, the assembly’s chair- 
man, was elected head of the civil government. 

After this initial victory, a number of historical tenden- 
cies converged to bring about the downfall of the Ch’ing 
dynasty. A decade of revolutionary organization and pro- 
paganda paid off in a sequence of supportive uprisings in 
important centres of central and South China; these oc- 

curred in recently formed military academies and in newly 
created divisions and brigades, in which many cadets and 
junior officers were revolutionary sympathizers. Secret- 
society units also were quickly mobilized for local revolts. 
The antirevolutionary constitutionalist movement also 
made an important contribution; its leaders had become 
disillusioned with the Imperial government’s unwilling- 
ness to speed the process of constitutional government, 

and a number of them led their respective provincial as- 
semblies to declare their provinces independent of Peking 
or actually to join the new republic. T’ang Hua-lung was 
the first among them. As a product of the newly emerg- 
ing nationalism, there was widespread hostility among 
Chinese toward the alien dynasty. Many had absorbed 
the revolutionary propaganda that blamed a weak and 

vacillating court for the humiliations China had suffered 
from foreign powers since 1895. Therefore, there was a 
broad sentiment in favour of ending Manchu rule. Also, 
as an outcome of two decades of journalizing discussion 
of “people’s rights,” there was substantial support among 
the urban educated for a republican form of government. 
Probably the most decisive development was the recall of 

Yuan Shih-k’ai, the architect of the elite Peiyang Army, 
to government service to suppress the rebellion when its 
seriousness became apparent. 

After the collapse of the Huai Army in the Sino-Japanese 
War, the Ch’ing government had striven to build up a new 
Western-style army, among which the elite corps trained 
by Yuan Shih-k’ai, former governor-general of Chihli, had 
survived the Boxer uprising and emerged as the strongest 
force in China. But it was, in a sense, Yiian’s private 
army and did not easily submit to the Manchu court. 
Yuan had been retired from officialdom at odds with the 
regent prince Chiin; but, on the outbreak of the revolu- 
tion in 1911, the court had no choice but to recall him 
from retirement to take command of his new army. In- 
stead of using force, however, he played a double game— 
on the one hand, he deprived the floundering court of 
all its power; on the other, he started to negotiate with 
the revolutionaries. At the peace talks that opened at the 
end of the year, Yiian’s emissaries and the revolutionary 

representatives agreed that the abdication of the Ch’ing 

China 

and the appointment of Yiian to the presidency of the 

new republic were to be formally decided by the National 
Assembly. But this was renounced by Yiian, probably be- 

cause he hoped to be appointed by the retiring Manchu 

monarch to organize a new government rather than nom- 
inated as chief of state by the National Assembly. (This is 
a formula of the Chinese dynastic revolution called ch’an- 
Jang, which means the peaceful shift in rule from a deca- 
dent dynasty to a more virtuous one.) But events turned 

against him, and the presidency was given to Sun Yat- 

sen, who had been appointed provisional president of the 

republic by the National Assembly. In February 1912 Sun 
Yat-sen voluntarily resigned his position, and the Ch’ing 
court proclaimed the decree of abdication, which included 
a passage—fabricated and inserted by Yiian into this last 
Imperial document—purporting that the latter was to 

organize a republican government to negotiate with the 

revolutionists on unification of North and South. Thus 
ended the 268-year rule of the Manchus. (C.Su./A Fe.) 

The republican period 

THE DEVELOPMENT OF THE REPUBLIC (1912-20) 

The first half of the 20th century saw the gradual dis- 
integration of the old order in China and the turbulent 
preparation for a new society. Foreign political philoso- 
phies undermined the traditional governmental system, 
nationalism became the strongest activating force, and 
civil wars and Japanese invasion tore the vast country 
and retarded its modernization. Although the revolution 

ushered in a republic, China had virtually no preparation 

for democracy. A three-way settlement ended the revo- 

lution—abdication by the dynasty; relinquishment of the 
provisional presidency by Sun Yat-sen in favour of Yiian 
Shih-k’ai, regarded as the indispensable man to restore 
unity; and Yiian’s promise to establish a republican gov- 
ernment. This placed at the head of state an autocrat by 
temperament and training, and the revolutionaries had 
only a minority position in the new national government. 
Early power struggles. During the first years of the 

republic there was a continuing contest between Yiian 
and the former revolutionaries over where ultimate power 

should lie. The contest began with the election of par- 
liament (National Assembly) in February 1913. The Na- 
tionalist Party (Kuomintang; KMT), made up largely of 
former revolutionaries, won a commanding majority of 
seats. Parliament was to produce a permanent constitu- 

tion. Sung Chiao-jen, the main organizer of the KMT’s 
electoral victory, advocated executive authority in a cabi- 
net responsible to parliament rather than to the president. 
On March 20, 1913, Sung was assassinated; the confession 
of the assassin and later circumstantial evidence strongly 
implicated the Premier and, possibly, Yiian himself. 
Parliament tried to block Yiian’s effort to get a “reorgani- 

zation loan” (face value $125,000,000) from a consortium 
of foreign banks, but in April Yiian concluded the negoti- 
ations and received the loan. He then dismissed three Na- 
tionalist military governors. That summer, revolutionary 
leaders organized a revolt against Yiian, later known as 
the Second Revolution, but his military followers quickly 
suppressed it. Sun Yat-sen, one of the principal revolu- 
tionaries, fled to Japan. Yiian then coerced parliament 

into electing him formally to the presidency, and he was 
inaugurated on October 10, the second anniversary of the 
outbreak of the revolution. By then his government had 
been recognized by most foreign powers. When parliament 

promulgated a constitution placing executive authority in 

a cabinet responsible to the legislature, Yiian revoked the 
credentials of the KMT members, charging them with 
involvement in the recent revolt. He dissolved parliament 

on Jan. 10, 1914, and appointed another body to prepare 
a constitution according to his own specifications. The 
presidency had become a dictatorship. 

China in World War I. Japanese gains. With the out- 
break of World War I, in August 1914, Japan joined the 
side of the Allies and seized the German leasehold around 
Chiao-chou Bay together with German-owned railways in 
Shantung. China was not permitted to interfere. Then, 
on Jan. 18, 1915, the Japanese government secretly pre- 
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sented to Yiian the Twenty-one Demands, which sought, 
in effect, to make China a Japanese dependency. Yuan 
skillfully directed the negotiations by which China tried 
to limit its concessions, which centred around greater 
access to Chinese ports and railroads and even a voice 

in Chinese political and police affairs. At the same time 
Yuan searched for foreign support. The European powers, 
locked in war, were in no position to restrain Japan. The 
United States was unwilling to intervene. The Chinese 
public, however, was aroused. Most of Yiian’s political 
opponents supported his resistance to Japan’s demands. 
Nevertheless, on May 7 Japan gave Yuan a 48-hour ulti- 
matum, forcing him to accept the terms as they stood at 
that point in the negotiations. 
Japan gained extensive special privileges and concessions 

in Manchuria and confirmation of its gains in Shantung 
from Germany. The Han-yeh-p’ing mining and metal- 
lurgical enterprise in the middle Yangtze Valley was to 
become a joint Sino-Japanese company. China promised 
not to alienate to any other power any harbour, bay, or 
island on the coast of China nor to permit any nation 
to construct a dockyard, coaling station, or naval base 

on the coast of Fukien, the province nearest to Japan’s 
colony of Taiwan. 
Yuian’s attempts to become emperor. In the wake of the 

humiliation of these forced concessions, Yuan launched a 
movement to revive the monarchy, with some modernized 
features, and to place himself on the throne. The Japanese 
government began to “advise” against this move in Oc- 
tober and induced its allies to join in opposing Yuan’s 
plan. Additional opposition came from the leaders of the 
Nationalist and Progressive parties. In December, Ch’en 
Ch’i-mei and Hu Han-min, two followers of Sun Yat- 
sen, who was actively scheming against Yuan from his 
exile in Japan, began a movement against the monarchy. 
More significant was a military revolt in Yunnan, led by 
Gen. Ts’ai O, a disciple of Liang Ch’1-ch’ao, and by the 
governor of Yunnan, T’ang Chi-yao. Joined by Li Lieh- 
chiin and other revolutionary generals, they established a 
Hu-kuo chiin (National Protection Army) and demanded 
that Yuan cancel his plan. When he would not, the Yun- 
nan army in early January 1916 invaded Szechwan, and 
subsequently Hunan and Kwangtung, hoping to bring the 
southwestern and southern provinces into rebellion and 
then induce the lower Yangtze provinces to join them. The 
Japanese government covertly provided funds and muni- 
tions to Sun and the Yunnan leaders. One by one military 
leaders in Kweichow, Kwangsi, and parts of Kwangtung 
declared the independence of their provinces or districts. 
By March the rebellion had assumed serious dimensions, 
and public opinion was running strongly against Yuan. 
A third source of opposition came from Yuan’s direct 

subordinates, generals Tuan Ch’i-jui and Feng Kuo-chang, 
whose powers Yuan had attempted to curtail. When he 
called upon them for help, they both withheld support. 
On March 22, with the tide of battle running against 
his forces in the southwest, Japanese hostility increasingly 
open, public opposition in full cry, and his closest sub- 
ordinates advising peace, Yuan announced: the abolition 
of the new empire..His opponents, however, demanded 
that he give up the presidency as well. The revolt con- 
tinued to spread, with more military leaders declaring the 
independence of their provinces. The issue became that 
of succession should Yuan retire. The president, however, 
became gravely ill; he died on June 6 at the age of 56. 
Yuian’s four years had serious consequences for China. 

The country’s foreign debt was much enlarged, and a 
precedent had been established of borrowing for political 
purposes. Yuan’s defiance of constitutional procedures and 
his dissolution of parliament also set precedents that were 
later repeated. There was much disillusionment with the 
republican experiment; China was a republic in name, but 
arbitrary rule based upon military power was the political 
reality. The country was becoming fractured into compet- 
ing military satrapies—the beginning of warlordism. 
Gen. Li Yiian-hung, the vice president, succeeded to the 

presidency, and Gen. Tuan Ch’i-jui continued as premier, 
a position he had accepted in April. A man of great abil- 
ity and ambition, Tuan was supported by many generals 

of the former Peiyang Army, a powerful force based in 
North China that developed originally under Yuan’s lead- 
ership. Tuan quickly began to gather power into his own 
hands. Li favoured the restoration of parliament and a 
return to the provisional constitution of 1912. Parliament 
reconvened on August 1; it confirmed Tuan as premier 
but elected Gen. Feng Kuo-chang, the leader of another 
emerging faction of the Peiyang Army, as vice-president. 
The presidential transition and restoration of parliament 
had by no means answered the underlying question of 
where the governing power lay. 
Conflict over entry into the war. In February 1917 the 

U.S. government severed diplomatic relations with Ger- 
many and invited the neutral powers, including China, to 
do the same. This brought on a crisis in the Chinese gov- 
ernment. Li opposed the step, but Tuan favoured moving 
toward entry into the war. Parliamentary factions and 
public opinion were bitterly divided. Sun Yat-sen, now in 
Shanghai, argued that entering the war could not benefit 
China and would create additional perils from Japan. Un- 
der heavy pressure, parliament voted to sever diplomatic 
relations with Germany, and Li was compelled by his 
premier to acquiesce. When the United States entered the 
war in April, Tuan wished China to do the same but was 

again opposed by the President. 
Tuan and his supporters demanded that China enter 

the war and that Li dissolve parliament. On May 23, Li 
dismissed Tuan; he then called upon Gen. Chang Hsin, 
a power in the Peiyang clique and also a monarchist, to 
mediate. As a price for mediation, Chang demanded that 
Li dissolve parliament, which he did reluctantly on June 

13. The next day Chang entered Peking with an army and 
set about to restore the Ch’ing dynasty. Telegrams imme- 
diately poured in from military governors and generals 
denouncing Chang and the coup; Li refused to sign the 
restoration order and called upon Tuan to bring an army 
to the capital to restore the republic. Li requested that 
Vice President Feng assume the duties of president during 
the crisis and then took refuge in the Japanese legation. 
Tuan captured Peking on July 14; Chang fled to asylum 
in the Legation Quarter. Thus ended a second attempt to 
restore the Imperial system. 
Tuan resumed the premiership, and Feng came to Peking 

as acting president, bringing a division as his personal 
guard. The two powerful rivals, each supported by an 
army in the capital, formed two powerful factions—the 
Chihli clique under Feng and the Anhwei clique under 
Tuan. Opposed neither by Li nor by the dissolved parlia- 
ment, Tuan pushed through China’s declaration of war on 
Germany, announced on Aug. 14, 1917. 
Formation of a rival southern government. Meanwhile, 

in July Sun Yat-sen, supported by part of the Chinese 
navy and followed by some 100 members of parliament, 
attempted to organize a rival government in Canton. The 
initial costs of this undertaking, termed the Movement 
to Protect the Constitution, probably were supplied by 
the German consulate in Shanghai. On August 31 the 
rump parliament in Canton established a military govern- 
ment and elected Sun commander in chief. Real power, 

however, lay with military men, who only nominally 
supported Sun. The southern government declared war 
on Germany on September 26 and unsuccessfully sought 
recognition from the Allies as the legitimate government. 
A Hu-fa chin (Constitution Protecting Army) made up of 
southern troops launched a punitive campaign against the 
government in Peking and succeeded in pushing north- 
ward through Hunan. Szechwan also was drawn into the 
fight. Tuan tried to quell the southern opposition by force, 
while Feng advocated a peaceful solution. Tuan resigned 
and mustered his strength to force Feng to order mili- 
tary action; Gen. Ts’ao K’un was put in charge of the 
campaign and drove the Southerners out of Hunan by 
the end of April 1918. In May the southern government 
was reorganized under a directorate of seven, in which 
military men dominated. Sun therefore left Canton and 
returned to Shanghai. Although his first effort to establish 
a government in the South had been unsuccessful, it led 
to a protracted split between South and North. 
Wartime changes. Despite limited participation, China 
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made some gains from its entry into the war, taking over 
the German and Austrian concessions and canceling the 
unpaid portions of the Boxer indemnities due its enemies. 
It was also assured a seat at the peace conference. Japan, 
however, extended its gains in China. The Peking govern- 
ment, dominated by Tuan after Feng’s retirement, granted 
concessions to Japan for railway building in Shantung, 
Manchuria, and Mongolia. These were in exchange for 
the Nishihara loans, amounting to nearly $90,000,000, 
which went mainly to strengthen the Anhwei clique with 
arms and cash. Japan also made secret agreements with 
its allies to support its claims to the former German rights 
in Shantung and also induced the Peking government to 
consent to these. In November 1917 the United States, to 
adjust difficulties with Japan, entered upon the Lansing— 
Ishii Agreement, which recognized that because of “territo- 
rial propinquity ... Japan has special interests in China.” 
This seemed to underwrite Japan’s wartime gains. 
Important economic and social changes occurred dur- 

ing the first years of the republic. With the outbreak of 
the war, foreign economic competition with native indus- 
try abated and native-owned light industries developed 
markedly. By 1918 the industrial labour force numbered 
some 1,750,000. Modern-style Chinese banks increased in 
number and expanded their capital. 
Intellectual movements. A new intelligentsia had also 

emerged. The educational reforms and the ending of the 
governmental examination system during the final Ch’ing 
years enabled thousands of young people to study sci- 
ences, engineering, medicine, law, economics, education, 
and military skills in Japan. Others went to Europe and 
the United States. Upon their return they took important 
positions and were a modernizing force in society. Their 
writing and teaching became a powerful influence on up- 
coming generations of students. In 1915-16 there were 
said to be nearly 130,000 new-style schools in China with 

more than 4,000,000 students. This was mainly an urban 
phenomenon, however; rural life was barely affected ex- 

cept for what may have been a gradual increase in tenancy 
and a slow impoverishment that sent rural unemployed 
into cities and the armies or into banditry. 
An intellectual revolution. An intellectual revolution 

took place during the first decade of the republic, some- 
times referred to as the New Culture Movement. It was 
led by many of the new intellectuals, who held up for 
critical scrutiny nearly all aspects of Chinese culture and 
traditional ethics. Guided by concepts of individual liberty 
and equality, a scientific spirit of inquiry, and a pragmatic 
approach to the nation’s problems, they sought a much 
more profound reform of China’s institutions than had 
resulted from self-strengthening or the republican revo- 
lution. They directed their efforts particularly to China’s 
educated youth. 
In September 1915 Chen Duxiu (Ch’en Tu-hsiu), who 

had studied in Japan and France, founded Hsin ch’ing- 

nien (“New Youth”) magazine to oppose Yiian’s Impe- 
rial ambitions and to regenerate the nation’s youth. This 
quickly became the most popular reform journal, and in 
1917 it began to express the iconoclasm of new faculty 
members in Peking University (Pei-ta), which Chen had 
joined as dean of the College of Letters. Peking University, 
China’s most prestigious institution of higher education, 
was being transformed by its new chancellor, Ts’ai Yuian- 
pei, who had spent many years in advanced study in 
Germany. Ts’ai made the university a centre of scholarly 
research and inspired teaching. The students were quickly 
swept into the New Culture Movement. A proposal by Hu 
Shih, a former student of John Dewey, that literature be 
written in the vernacular language (pai-hua) rather than 
in classical style won quick acceptance. By 1918 most of 
the contributors to Hsin ch’ing-nien were writing in pai- 
hua, and other journals and newspapers soon followed 
suit. Students at Peking University began their own reform 
journal, Hsin ch’ao (“New Tide”). A new experimental lit- 
erature inspired by Western forms became highly popular, 
and scores of new literary journals were founded. 
Riots and protests. On May 4, 1919, patriotic students 

in Peking protested the decision at the Versailles Peace 
Conference that Japan should retain defeated Germany’s 
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rights and possessions in Shantung. Many students were 
arrested in the rioting that followed. Waves of protest 
spread throughout the major cities of China. Merchants 
closed their shops, banks suspended business, and workers 
went on strike to pressure the government. Finally, the 
government was forced to release the arrested students, to 
dismiss some officials charged with being tools of Japan, 
and to refuse to sign the Treaty of Versailles. This out- 
burst helped spread the iconoclastic and reformist ideas 
of the intellectual movement, which was renamed the 
May Fourth Movement. By the early 1920s China was 
launched on a new revolutionary path. 

THE INTERWAR YEARS (1920-37) 
Beginnings of a national revolution. This new revolu- 

tion was led by the Nationalist Party (KMT) and the 
Chinese Communist Party (CCP). 
The Nationalist Party. The Nationalist Party had its 

origins in the earlier United League (T’ung-meng hui) 
against the Manchu. The name Nationalist Party was 
adopted in 1912. After the suppression of this expanded 
party by Yuan Shih-k’ai, elements from it were organized 
by Sun Yat-sen in 1914 into the Chinese Revolutionary 
Party, which failed to generate widespread support. Sun 
and a small group of veterans were stimulated by the 
patriotic upsurge of 1919 to rejuvenate this political tradi- 
tion, as well as to revive the Nationalist Party name. The 
party’s publications took on new life as the editors entered 
the current debates on what was needed to “save China.” 
Socialism was popular among Sun’s followers. 
The formation of an effective party took several years, 

however. Sun returned to Canton from Shanghai late 
in 1920, when Gen. Ch’en Chiung-ming drove out the 
Kwangsi militarists. Another rump parliament elected Sun 
president of a new southern regime, which claimed to 
be the legitimate government of China. In the spring of 
1922 Sun attempted to launch a northern campaign as an 
ally of the Manchurian warlord, Chang Tso-lin, against 
the Chihli clique, which by now controlled Peking. Ch’en, 
however, did not want the provincial revenues wasted in 

internecine wars. One of Ch’en’s subordinates drove Sun 
from the presidential residence in Canton on the night 
of June 15-16, 1922. Sun took refuge with the southern 

navy, and he retired to Shanghai on August 9. He was 
able to return to Canton in February 1923; he then be- 
gan to consolidate a base under his own control and to 
rebuild his party. 
The Chinese Communist Party. The CCP grew directly 

from the May Fourth Movement. Its leaders and early 
members were professors and students who came to be- 
lieve that China needed a social revolution and who began 
to see Soviet Russia as a model. Chinese students in Japan 
and France had earlier studied socialist doctrines and the 
ideas of Karl Marx, but the Russian Revolution of 1917 

stimulated a fresh interest in keeping with the enthusiasm 
of the period for radical ideologies. Li Dazhao (Li Ta- 
chao), the librarian of Peking University, and Chen Duxiu 
were the CCP’s cofounders. 
In March 1920 word reached China of Soviet Russia’s 

revolutionary foreign policy enunciated in the first Kara- 
khan Manifesto, which promised to give up all special 
rights gained by tsarist Russia at China’s expense and 
to return the Russian-owned Chinese Eastern Railway in 
Manchuria without compensation. The contrast between 
this promise and the Versailles award to Japan that had 
touched off the 1919 protest demonstrations could hardly 
have been more striking. Although the Soviet government 
later denied such a promise and attempted to regain con- 
trol of the railway, the impression of this first statement 
and the generosity still offered in a more diplomatic second 
Karakhan Manifesto of September 1920 left a favourable 
image of Soviet foreign policy among Chinese patriots. 
Russia set up an international Communist organization, 

the Comintern, in 1919 and sent Grigory N. Voytinsky to 
China the next year. Voytinsky met Li Dazhao in Peking 
and Chen Duxiu in Shanghai, and they organized a So- 
cialist Youth League, laid plans for a Communist Party, 
and started recruiting young intellectuals. By the spring 
of 1921 there were about 50 members in various Chinese 
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cities and in Japan, many of them former students who 
had been active in the 1919 demonstrations. Mao Zedong 

(Mao Tse-tung), a protégé of Li Dazhao, had started one 
such group in Ch’ang-sha. The CCP held its First Congress 
in Shanghai in July 1921, with 12 or 13 attendants and 
with a Dutch Communist—Hendricus Sneevliet, who used 
his Comintern name, Maring, in China—and a Russian 
serving as advisers. Maring had become head of a new 
bureau of the Comintern in China, and he had arrived in 
Shanghai in June 1921. At the First Congress Chen Duxiu 
was chosen to head the party. 

The CCP spent the next two years in recruiting, in 
publicizing Marxism and the need for a national revo- 
lution directed against foreign imperialism and Chinese 
militarism, and in organizing unions among railway and 
factory workers. Maring was instrumental in bringing the 
KMT and the CCP together in a national revolutionary 
movement. A number of young men were sent to Russia 
for training. Among the CCP members were many stu- 
dents who had worked and studied in France, where they 
had gained experience in the French labour movement 
and with the French Communist Party; Zhou Enlai (Chou 

En-lai) was one of these. Other recruits were students 

influenced by the Japanese Socialist movement. By 1923 
the party had some 300 members, with perhaps 3,000 to 
4,000 in the ancillary Socialist Youth League. 
Communist-Nationalist cooperation. By then, however, 

the CCP was in serious difficulty. The railway unions 
had been brutally suppressed, and there were few places 
in China where it was safe to be a known Communist. 
In June 1923 the Third Congress of the CCP met in 
Canton, where Sun Yat-sen provided a sanctuary. After 
long debate this congress accepted the Comintern strat- 
egy pressed by Maring—that Communists should join the 
KMT and make it the centre of the national revolutionary 

movement. Sun had rejected a multiparty alliance but had 
agreed to admit Communists to his party, and several, 
including Chen Duxiu and Li Dazhao, had already joined 
the KMT. Even though Communists would enter the other 
party as individuals, the CCP was determined to maintain 
its separate identity and autonomy and to attempt to con- 
trol the labour union movement. The Comintern strategy 
called for a period of steering the Nationalist movement 
and building a base among the Chinese masses, followed 
by a second stage—a socialist revolution in which the 
proletariat would seize power from the capitalist class. 
By mid-1923 the Soviets had decided to renew the effort 

to establish diplomatic relations with the Peking govern- 
ment. Lev M. Karakhan, the deputy commissar for foreign 
affairs, was chosen as plenipotentiary for the negotiations. 
In addition to negotiating a treaty of mutual recognition, 
Karakhan was to try to regain for the Soviet Union con- 
trol of the Chinese Eastern Railway. On the revolutionary 
front, the Soviets had decided to financially assist Sun in 
Canton and to send a team of military men to help train 
an army in Kwangtung. By June, five young Soviet officers 
were in Peking for language training. More importantly, 
the Soviet leaders selected an old Bolshevik, Mikhail M. 
Borodin, as their principal adviser to Sun Yat-sen. The 
Soviet leaders also decided to replace Maring with Voytin- 
sky as principal adviser to the CCP, which had its head- 
quarters in Shanghai. Thereafter three men—Karakhan in 
Peking, Borodin in Canton, and Voytinsky in Shanghai— 
were the field directors of the Soviet effort to bring China 
into the anti-imperialist camp of “world revolution.” The 
offensive was aimed primarily at the positions in China of 
Great Britain, Japan, and the United States. 
Reactions to warlords and foreigners. These states, 

too, were moving toward a new, postwar relationship 
with China. At the Washington Conference (November 
1921-February 1922), eight powers agreed to respect the 
sovereignty, independence, and territorial and adminis- 
trative integrity of China, to give China opportunity to 
develop a stable government, to maintain the principle of 
equal opportunity in China for the commerce and indus- 
try of all nations, and to refrain from taking advantage 
of conditions in China to seek exclusive privileges. The 
powers also agreed to steps leading toward China’s tariff 
autonomy and to the abolition of extraterritoriality. Japan 

agreed separately to return the former German holdings 
in Shantung, although under conditions that left Japan 
with valuable privileges in the province. For a few years 
thereafter Great Britain, Japan, the United States, and 
France attempted to adjust their conflicting interests in 
China, cooperated in assisting the Peking government, and 
refrained, on the whole, from aiding particular Chinese 
factions in the recurrent power struggles. But China was in 
turmoil, with regional militarism in full tide. Furthermore, 
a movement against the “unequal treaties” (see below) 

began to take shape. 

Militarism in China. During the first years of the re- 
public China had been fractured by rival military regimes 
to the extent that no one authority was able to sub- 

ordinate all rivals and create a unified and centralized 
political structure. The South was detached from Peking’s 
control; but even the southern provinces, and indeed dis- 
tricts within them, were run by different military factions 
(warlords). Szechwan was a world in itself, divided among 

several military rulers. The powerful Peiyang Army had 
split into two major factions whose semi-independent 
commanders controlled provinces in the Yangtze Valley 
and in the North; these factions competed for control of 
Peking. In Manchuria, Chang Tso-lin headed a separate 
Fengtien army. Shansi was controlled by Yen Hsi-shan. 
Each separate power group had to possess a territorial 
base from which to tax and recruit. Arms were produced 
in many scattered arsenals. Possession of an arsenal and 
control of ports through which foreign-made arms might 
be shipped were important elements of power. Most of 
the foreign powers had agreed in 1919 not to permit arms 
to be smuggled into China, but this embargo was not 
entirely effective. 

The richer the territorial base, the greater the potential 
power of the controlling faction. Peking was the great 
prize because of its symbolic importance as the capital and 
because the government there regularly received revenues 
collected by the Maritime Customs Service, administered 
by foreigners and protected by the powers. Competition 
for bases brought on innumerable wars, alliances, and 
betrayals. Even within each military system there was con- 
tinuous conflict over spoils. To support their armies and 
conduct their wars, military commanders and their sub- 
ordinates taxed the people heavily. Money for education 
and other government services was drained away; revenues 
intended for the central government were retained in the 
provinces. Regimes printed their own currency and forced 
“loans” from merchants and bankers. This chaotic situa- 
tion partly accounts for the unwillingness of the maritime 
powers to give up the protection that the treaties with 
China afforded their nationals. 
The foreign presence. As a result of several wars and 

many treaties with China since 1842, foreign powers had 
acquired a variety of unusual privileges for their nationals. 
These were specified in the “unequal treaties,” which pa- 
triotic Chinese bitterly opposed. Hong Kong, Taiwan, and 
vast areas in Siberia and Central Asia had been detached 
from China. Dependencies such as Korea, Outer Mongo- 
ha, Tibet, and Vietnam had been separated. Leaseholds on 
Chinese territory were granted to separate powers—such 
as the southern part of the Liaotung Peninsula and the ter- 
ritory in Shantung around Chiao-chou Bay, which Japan 
had seized from Germany, to Japan; the New Territories 
to the adjacent British Crown Colony of Hong Kong; and 
the Kuang-chou Bay area to France. In most major cities 
there were concession areas, not governed by China, for 
the residence of foreigners. Nationals and subjects of the 
“treaty powers” were protected by extraterritoriality (i.e., 
they were subject only to the civil and criminal laws of 
their own countries); this extended to foreign business 
enterprises in China, providing a great advantage in com- 
petition with Chinese firms, which was enhanced when 
foreign factories or banks were located in concession areas 
under foreign protection. The Chinese had to compete 
with foreign ships in Chinese rivers and coastal waters, 
with foreign mining companies in the interior, and with 
foreign banks that circulated their own notes. Foreign 
trade also had a great advantage because there could be 
no protective tariff to favour Chinese products. 
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Christian missionaries operated many schools, hospitals, 
and other philanthropic enterprises in China, all protected 
by extraterritoriality. The separate school system, outside 
of Chinese governmental control, was a sore point for 
nationalists, who regarded the education of Chinese youth 
as a Chinese prerogative. There were bodies of foreign 
troops on Chinese soil and naval vessels in its rivers and 
ports to enforce treaty rights. Bound by a variety of in- 
terlocking treaties, the Chinese government was not fully 
sovereign in China. Past regimes had accumulated a vast 
foreign debt against which central government revenues 
were pledged for repayment. All this was the foreign im- 
perialism against which the KMT launched its attack after 
being reorganized along Bolshevist lines. 
Reorganization ofthe KMT. The KMT held its First Na- 

tional Congress in Canton on Jan. 20-30, 1924. Borodin, 
who had reached Canton in October 1923, began to advise 
Sun in the reorganization of his party. He prepared a con- 
stitution and helped draft a party program as a set of basic 
national policies. Delegates from throughout China and 
from overseas branches of the party adopted the program 

and the new constitution. The program announced goals 
of broad social reform and a fundamental readjustment of 
China’s international status. Its tone was nationalistic; it 
identified China’s enemies as imperialism and militarism. 
It singled out farmers and labourers as classes for special 
encouragement but also appealed to intellectuals, soldiers, 
youth, and women. It threatened the position of landlords 
in relation to tenants and of employers in relation to 
labour. Western privileges were openly menaced. 
The constitution described a centralized organization, 
modeled on the Soviet Communist Party, with power con- 
centrated in a small, elected group and with a descending 
hierarchy of geographical offices controlled by executive 
committees directed from above. Members were pledged 
to strict discipline and were to be organized in tight cells. 
Where possible they were to penetrate and try to gain 
control of such other organizations as labour unions, mer- 

chant associations, schools, and parliamentary bodies at 
all levels. Sun was designated as leader of the party and 
had veto rights over its decisions. The congress elected 
a central executive committee and a central supervisory 
committee to manage party affairs and confirmed Sun’s 
decision to admit Communists, though this was opposed 
by numerous party veterans, who feared the KMT itself 
might be taken over. A few Communists, including Li 
Dazhao, were elected to the executive committee. 

The executive committee set up a central headquarters in 
Canton. It also decided to strengthen the party throughout 
the country by deputizing most of its leaders to manage 
regional and provincial headquarters and by recruiting 
new members. A military academy was planned for train- 
ing a corps of young officers, loyal to the party, who 
would become lower level commanders in a new national 
revolutionary army that was to be created. Borodin pro- 
vided funds for party operations, and the Soviet Union 
promised to underwrite most of the expenses of, and to 
provide training officers for, the military academy. Chiang 
Kai-shek was chosen to be the first commandant of the 
academy and Liao Chung-k’ai to be the party representa- 
tive, or chief political officer. 
From February to November 1924 Sun and his col- 

leagues had some success in making the KMT’s influence 
felt nationally; they also consolidated the Canton base, al- 
though it was still dependent upon mercenary armies. The 
military academy was set up at Whampoa, on an island 
south of Canton, and the first group of some 500 cadets 
was trained. In September Sun began another northern 
campaign in alliance with Chang Tso-lin against Ts’ao 
K’un and Wu P’ei-fu, who now controlled Peking. The 
campaign was interrupted, however, when Wu’s subordi- 
nate, Feng Yu-hsiang, betrayed his chief and seized Peking 
on October 23, while Wu was at the front facing Chang 
Tso-lin. Feng and his fellow plotters invited Sun to Peking 
to participate in the settlement of national affairs, while 
Feng and Chang invited Tuan Ch’i-jui to come out of re- 
tirement and take charge of the government. Sun accepted 
the invitation and departed for the North on November 
13. Before he arrived in Peking, however, he fell gravely 
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ill with incurable cancer of the liver. He died in Peking 
on March 12, 1925. 

Struggles within the two-party coalition. After Sun’s 
death the KMT went through a period of inner con- 
flict, although it progressed steadily, with Russian help, 
in bringing the Kwangtung base under its control. The 
conflict was caused primarily by the radicalization of the 
party under the influence of the Communists. They orga- 
nized labour unions and peasant associations and pushed 
class struggle and the anti-imperialist movement. 
Clashes with foreigners. On May 30, 1925, patriotic 

students, engaged in an anti-imperialist demonstration in 
Shanghai, clashed with foreign police. The British captain 
in charge ordered the police to fire upon a crowd that 
he believed was about to rush his station. Some 12 Chi- 
nese were killed in the May Thirtieth Incident, including 
students. This aroused a nationwide protest and set off a 
protracted general strike in Shanghai. A second incident 
occurred on June 23, when French and British marines 
exchanged fire with Whampoa cadets who were part of an 
anti-imperialist parade, killing 52 Chinese, many of them 
civilians, and wounding at least 117; which side had fired 
first became a matter of dispute. This set off a strike and 
boycott against Britain, France, and Japan, which was 
later narrowed to Britain alone. The strike and boycott, led 
mainly by Communists, lasted for 16 months and seriously 
affected British trade. These incidents intensified hostility 
toward foreigners and their special privileges, enhanced 
the image of the Soviet Union, and gained support for 
the KMT, which promised to end the unequal treaties. By 
January 1926 the KMT could claim some 200,000 mem- 
bers. The CCP’s membership grew from less than 1,000 
in May 1925 to about 10,000 by the end of that year. 
KMT opposition to radicals. The two parties competed 

for direction of nationalist policy, control of mass organi- 
zations, and recruitment of new members. Under Com- 

intern coaching, the Communist strategy was to try to split 
the KMT, drive out its conservative members, and turn 
it to an ever more radical course. In August 1925, KMT 

conservatives in Canton tried to stop the leftward trend. 
One of the strongest advocates of the Nationalists’ Soviet 
orientation, Liao Chung-k’ai, was assassinated. In retal- 
iation, Borodin, Chiang Kai-shek, and Wang Ching-wei 
deported various conservatives. A group of KMT veterans 
in the North then ordered the expulsion of Borodin and 
the Communists and the suspension of Wang Ching-wei; 
they set up a rival KMT headquarters in Shanghai. The 
left-wing leaders in Canton then held a Second National 
Congress in January 1926, confirming the radical policies 
and the Soviet alliance. But as the Soviet presence became 
increasingly overbearing, as the Canton—Hong Kong strike 
and boycott dragged on, and as class conflict intensified in 
the South, opposition to the radical trend grew stronger, 
particularly among military commanders. 
Chiang Kai-shek, now commander of the National Rev- 

olutionary Army, took steps in March to curb the Com- 
munists and to send away several Soviet officers whom 
he believed were scheming with Wang Ching-wei against 
him. In a readjustment of party affairs, Communists no 
longer were permitted to hold high offices in the central 
headquarters, and Wang Ching-wei went into retirement 
in France. Chiang also demanded Comintern support of 
a northern military campaign and the return of Gen. 
V.K. Blicher as his chief military adviser. Bliicher, who 
used the pseudonym Galen in China, was a commander 
in the Red Army who had worked with Chiang in 1924 
and 1925 in developing the Whampoa Military Academy 
and forming the National Revolutionary Army. Blicher 
returned to Canton in May and helped refine plans for the 
Northern Expedition, which began officially in July, with 
Chiang as commander in chief. 
The Northern Expedition. In the Northern Expedition 

the outnumbered southern forces were infused with revo- 
lutionary spirit and fought with great élan. They were as- 
sisted by propaganda corps, which subverted enemy troops 
and agitated among the populace in the enemy’s rear. So- 
viet military advisers accompanied most of the divisions, 
and Soviet pilots reconnoitred the enemy positions. The 
army was well financed at the initial stages because of 
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fiscal reforms in Kwangtung during the previous year, and 
many enemy divisions and brigades were bought over. 
Within two months the National Revolutionary Army 
gained control of Hunan and Hupeh, and by the end of 
the year it had taken Kiangsi and Fukien. The Nationalist 
government moved its central headquarters from Canton 
to the Wu-han cities of the Yangtze. By early spring of 
1927, revolutionary forces were poised to attack Nanking 
and Shanghai. 

The political situation, however, was unstable. Hunan 
and Hupeh were swept by a peasant revolt marked by 
violence against landlords and other rural power holders. 
Business in the industrial and commercial centre of the 
middle Yangtze, the Wu-han cities, was nearly paralyzed 
by a wave of strikes. Communists and KMT leftists led 
this social revolution. In January the British concessions in 
Han-k’ou and Chiu-chiang were seized by Chinese crowds. 
The British government had just adopted a conciliatory 
policy toward China, and it acquiesced in these seizures, 
but it was readying an expeditionary force to protect 
its more important position in Shanghai. Foreigners and 
many upper-class Chinese fled from the provinces under 
Nationalist control. The northern armies began to form 
an alliance against the Southerners. 
Conservative Nationalist leaders in Shanghai mobilized 

against the headquarters in Wu-han. There was a deep rift 
within the revolutionary camp itself: the leftists at Wu- 
han, guided by Borodin, pitted themselves against Chiang 
and his more conservative military supporters, who were 
also laying plans against the leftists. Resolutions of the 
CCP’s Central Committee in January 1927, showed appre- 
hension of a counterrevolutionary tide against their party, 
Soviet Russia, and the revolutionary peasant and work- 
ers’ movement; they feared a coalition within the KMT 
and its possible alliance with the imperialist powers. The 
central leadership resolved to check revolutionary excesses 
and give all support to the KMT leadership at Wu-han. 
Others within the CCP, notably Mao Zedong, disagreed; 
they believed the mass revolution should be encouraged 
to run its course. 
Expulsion of Communists from the KMT. The climax 

of the conflict came after Nationalist armies had taken 
Shanghai and Nanking in March. Nanking was captured 
on March 23, and the following morning Nationalist 
troops looted foreign properties, attacked the British, U.S., 
and Japanese consulates, and killed seven foreigners. In 
Shanghai a general strike led by Communists aroused 
fears that Chinese might seize the International Settlement 
and French concession, now guarded by a large interna- 
tional expeditionary force. Conservative Nationalist lead- 
ers, Some army commanders, and Chinese business leaders 
in Shanghai encouraged Chiang to expel the Communists 
and suppress the Shanghai General Labour Union. On 
April 12-13, gangsters and troops bloodily suppressed the 
guards of the General Labour Union, arrested many Com- 
munists, and executed large numbers. Similar suppressions 
were carried out in Canton, Nanking, Nan-ch’ang, Fu- 
chou, and other cities under military forces that accepted 
Chiang’s instructions. The KMT conservatives then estab- 
lished a rival Nationalist government in Nanking. 
Wang Ching-wei had returned to China via the Soviet 

Union. Arriving in Shanghai, he refused to participate in 
the expulsions and went secretly to Wu-han, where he 
again headed the government. In July, however, the leftist 
Nationalist leaders in Wu-han, having learned of a direc- 
tive by Joseph Stalin to Borodin to arrange for radicals to 
capture control of the government, decided to expel the 
Communists and invite the Soviet advisers to leave. The 
leftist government thereby lost important bases of support; 
furthermore, it was ringed by hostile forces and cut off 
from access to the seas, and it soon disintegrated. 
The CCP went into revolt. Using its influence in the 

Cantonese army of Chang Fa-k’uei, it staged an uprising at 
Nan-ch’ang on August | and then attempted an “Autumn 
Harvest” uprising in several central provinces. Both efforts 
failed. In December Communist leaders in Canton started 
a revolt known as the Canton Commune. They captured 
the city with much bloodshed, arson, and looting; but this 
uprising was quickly suppressed, also with much slaughter. 

Between April and December 1927 the CCP lost most of 
its membership by death and defection. A few score leaders 
and some scattered military bands then began the process 
of creating military bases in the mountains and plains of 
central China, remote from centres of Nationalist power. 
The now more conservative KMT resumed its Northern 

Expedition in the spring of 1928 with a reorganized Na- 
tional Revolutionary Army. In the drive on Peking it was 
joined by the National People’s Army under Feng Yi- 
hsiang, part of the Kwangsi army, and the Shansi army of 
Yen Hsi-shan. In early June they captured Peking, from 
which Chang Tso-lin and the Fengtien army withdrew for 
Manchuria. As his train neared Mukden (modern Shen- 

yang), Chang died in an explosion arranged by a few 
Japanese officers without knowledge of the Japanese gov- 
ernment. Japan did not permit the Nationalist armies to 
pursue the Fengtien army into Manchuria, hoping to keep 
that area out of KMT control. By the end of the Northern 
Expedition the major warlords had been defeated by the 
Nationalists, whose armies now possessed the cities and 
railways of eastern China. On October 10 the Nationalists 
formally established a reorganized National Government 
of the Republic of China, with its capital at Nanking. 
The National Government from 1928 to 1937. The 

most serious immediate problem facing the new govern- 
ment was the continuance of military separatism. The 
government had no authority over the vast area of western 
China, and even regions in eastern China were under the 
tule of independent regimes that had lately been part of 
the Nationalist coalition. After an unsuccessful attempt 
at negotiations, Chiang launched a series of civil wars 
against his former allies. By 1930 one militarist regime 
after another had been reduced to provincial proportions, 
and Nanking’s influence was spreading. Explained in ma- 
terial terms, Chiang owed his success to the great financial 
resources of his base in Kiangsu and Chekiang and to 
foreign arms. Quick recognition by the foreign powers 
brought the National Government the revenues collected 
by the efficient Maritime Customs Service; when the pow- 

ers granted China the right to fix its own tariff schedules, 
that revenue increased. 

Although the aim of constitutional, representative govern- 
ment was asserted, the National Government at Nanking 
was in practice personally dominated by Chiang Kai- 
shek. The army and the civil bureaucracy were marked 
by factional divisions, which Chiang carefully balanced 
against one another so that ultimate decision making was 
kept in his own hands. The KMT was supposed to infuse 
all government structures and to provide leadership, but 
the army came to be the most powerful component of 
government. Chiang’s regime was marked by a military 
orientation, which external circumstances reinforced. 
Nevertheless, the Nationalists did much to create a mod- 

ern government and a coherent monetary and banking 
system and to improve taxation. They expanded the public 
educational system, developed a network of transportation 
and communication facilities, and encouraged industry 
and commerce. Again it was urban China that mainly 
benefited; little was done to modernize agriculture or to 
eradicate disease, illiteracy, and underemployment in the 
villages, hamlets, and small towns scattered over a con- 
tinental territory. With conscription and heavy taxation 
to support civil war, and a collapsing export market for 
commercial crops, rural economic conditions may have 
grown worse during the Nationalist decade. 
The National Government during its first few years in 

power had some success in reasserting China’s sovereignty. 
Several concession areas were returned to Chinese control, 
and the foreign powers assented to China’s resumption 
of tariff autonomy. Yet these were merely token gains; 
the unequal treaties were scarcely breached. The country 
was in a nationalistic mood, determined to roll back for- 
eign economic and political penetration. Manchuria was 
a huge and rich area of China in which Japan had exten- 
sive economic privileges, possessing part of the Liaotung 
Peninsula as a leasehold and controlling much of south- 
ern Manchuria’s economy through the South Manchurian 
Railway. The Chinese began to develop Hu-lu-tao, in 
Liaotung, as a port to rival Dairen (modern Li-ta) and 
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to plan railways to compete with Japanese lines. Chang 

Hsiieh-liang, Chang Tso-lin’s son and successor as ruler 
of Manchuria, was drawing closer to Nanking and sym- 

pathized with the Nationalists’ desire to rid China of 
foreign privilege. 

For Japan, Manchuria was regarded as vital. Many 

Japanese had acquired a sense of mission that Japan 
should lead Asia against the West. The Great Depression 
had hurt Japanese business, and there was deep social 

unrest. Such factors influenced many army officers to re- 

gard Manchuria as the area where Japan’s power must be 

consolidated, especially officers of the Kwantung Army, 
which protected Japan’s leasehold in the Liaotung Penin- 
sula and the South Manchurian Railway. 

Japanese aggression. In September 1931 a group of 

officers in the Kwantung Army set in motion a plot to 
compel the Japanese government to extend its power in 

Manchuria. The Japanese government was drawn, step by 
step, into the conquest of Manchuria and the creation 

of a regime known as Manchukuo. China was unable to 
prevent Japan from seizing this vital area. In 1934, after 
long negotiations, Japan acquired the Soviet interest in the 
Chinese Eastern Railway, thus eliminating the last legal 
trace of the Soviet sphere of influence there. During 1932- 
35 Japan seized more territory bordering on Manchuria. 
In 1935 it attempted to detach Hopeh and Chahar from 

Nanking’s control and threatened Shansi, Suiyiian, and 
Shantung. The National Government’s policy was to trade 

space for time in which to build military power and unify 
the country. Its slogan “Unity before resistance” was di- 
rected principally against the Chinese Communists. 
War between Nationalists and Communists. In the 

meantime, the Communists had created 15 rural bases in 
central China, and they established a soviet government, 
the Kiangsi Soviet, on Nov. 7, 1931. Within the soviet 
regions the Communist leadership expropriated and redis- 

tributed land and in other ways enlisted the support of the 

poorer classes. The Japanese occupation of Manchuria and 

an ancillary localized war around Shanghai in 1932 dis- 
tracted the Nationalists and gave the Communists a brief 
opportunity to expand and consolidate. But the National- 
ists in late 1934 forced the Red armies to abandon their 
bases and retreat. Most of the later Communist leaders, in- 
cluding Mao Zedong, Zhu De (Chu Teh), Zhou Enlai, Liu 

Shaoqi (Liu Shao-ch’i), and Lin Biao (Lin Piao), marched 
and fought their way across western China. By mid-1936 
the remnants of several Red armies had gathered in an 
impoverished area in northern Shensi, with headquarters 

located in the town of Yen-an, which lent its name to the 
subsequent period (1936-45) of CCP development. 
During the Long March Mao Zedong rose to preemi- 

nence in the CCP leadership. In the early 1930s he had 
engaged in bitter power struggles with other party leaders 
and actually had found himself in a fairly weak position 
at the start of the Long March campaigns; but in Jan- 
uary 1935 a rump session of the CCP Political Bureau 

(Politburo) confirmed Mao in the newly created post of 
chairman. It was also during the Long March that the 
CCP began to develop a new political strategy—a united 
front against Japan. It was first conceived as an alliance 
of patriotic forces against Japan and the National Govern- 
ment; but as Japan’s pressure on China and the pressure 
of the Nationalist armies against the weakened Red armies 
increased, the Communist leaders began to call for a 
united front of all Chinese against Japan alone. Virtually 
all classes and various local regimes supported this, and 
the Communists moderated their revolutionary program 
and terminated class warfare in their zone of control. 
Chiang was determined, however, to press on with his 

extermination campaign. He ordered the Manchurian 
army under Chang Hsiieh-liang, now based in Sian, and 
the Northwestern army under Yang Hu-ch’eng to attack 
the Communist forces in northern Shensi. Many officers 
in these armies sympathized with the Communist slogan 
“Chinese don’t fight Chinese”; they preferred to fight 
Japan, a sentiment particularly strong in the homeless 

Manchurian army. Chang Hsiieh-liang was conducting se- 
cret negotiations with the Communists and had suspended 
the civil war. In December 1936 Chiang Kai-shek flew to 
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Sian to order Chang and Yang to renew the anti-Commu- 
nist campaign. Under pressure from subordinates, Chang 
detained Chiang on the morning of December 12 (this 
became known as the Sian Incident). 
The United Front against Japan. Fearing that, if Chiang 

were killed, China would be plunged into renewed dis- 

order, the nation clamoured for his release. The Soviet 

Union quickly denounced the captors and insisted that 

Chiang be freed (the Soviet Union needed a united China 

opposing Japan, its potential enemy on the east). The 

CCP leaders also decided that Chiang’s release would 
serve China’s interests as well as their own, if he would 
accept their policy against Japan. Zhou Enlai and several 

other Communist leaders flew to Sian to try to effect this. 
Chang Hsiieh-liang finally agreed to free his captive, with 
the understanding that Chiang would call off the civil war 
and unite the country against the invader. On December 
25 Chiang was freed. 
The two Chinese parties began protracted and secret ne- 

gotiations for cooperation, each making concessions. But 
it was not until September 1937, after the Sino-Japanese 
War had begun, that the National Government formally 
agreed to a policy of cooperation with the CCP. For its 

part, the CCP publicly affirmed its adherence to the re- 

alization of Sun Yat-sen’s Three Principles of the People, 
its abandonment of armed opposition to the KMT and of 
the forcible confiscation of landlords’ property, the sub- 
stitution of democracy for its soviet government, and the 
reorganization of the Red Army as a component of the 
national army under the central government. 

THE WAR AGAINST JAPAN (1937-45) 

The Sino-Japanese War. On July 7, 1937, a minor 

clash between Japanese and Chinese troops near Pei-p’ing 

(Peking’s name under the National Government) finally 
led the two nations into war. The Japanese government 

tried for several weeks to settle the incident locally, but 
China’s mood was highly nationalistic and public opinion 
clamoured for resistance to further aggression. In late July, 
new fighting broke out. The Japanese quickly took Pei- 
p ing and captured Tientsin. On August 13 savage fight- 
ing broke out in Shanghai. By now the prestige of both 
nations was committed, and they were locked in a war. 
Phase one. As never before in modern times, the Chi- 

nese united themselves against a foreign enemy. China’s 
standing armies in 1937 numbered some 1,700,000 men, 
with 500,000 in reserve. Japan’s naval and air superior- 
ity were unquestioned. But Japan could not commit its 
full strength to campaigns in China; the main concern of 
the Japanese Army was the Soviet Union, while for the 
Japanese Navy it was the United States. 
During the first year of the undeclared war, Japan won 

victory after victory against sometimes stubborn Chinese 
resistance. By late December, Shanghai and Nanking had 
fallen. But China had demonstrated to the world its deter- 
mination to resist the invader; this gave the government 
time to search for foreign support. China found its major 
initial help from the Soviet Union. On Aug. 21, 1937, 
the Soviet Union and China signed a nonaggression pact, 
and the former quickly began sending munitions, mili- 
tary advisers, and hundreds of aircraft with Soviet pilots. 
Japanese forces continued to win important victories. By 
mid-1938 Japanese armies controlled the railway lines and 
major cities of northern China. They took Canton on Oc- 
tober 12, stopping the railway supply line to Wu-han, the 
temporary Chinese capital, and captured Han-k’ou, Han- 
yang, and Wu-ch’ang on October 25-26. The Chinese gov- 
ernment and military command moved to Chungking in 
Szechwan, farther up the Yangtze and behind a protective 
mountain screen. 
At the end of this first phase of the war, the National 

Government had lost the best of its modern armies, its air 
force and arsenals, most of China’s modern industries and 
railways, its major tax resources, and all the ports through 
which military equipment and civilian supplies might be 
imported. But it still held a vast though backward territory 
and had unlimited manpower reserves. So long as China 
continued to resist, Japan’s control over the conquered 
eastern part of the country would be difficult. 
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Phase two: stalemate and stagnation. During the sec- 
ond stage of the war (1939-43) the battle lines changed 
very little, although there were many engagements of 

limited scale. Japan tried to bomb Free China into sub- 
mission; Chungking suffered repeated air raids in which 
thousands of civilians were killed. In 1940 Japan set up a 
rival government in Nanking under Wang Ching-wei. But 
the Chinese would not submit. Hundreds of thousands 
migrated to west China to continue the struggle. Students 
and faculties of most eastern colleges took the overland 
trek to makeshift quarters in distant inland towns. Fac- 
tories and skilled workers were reestablished in the west. 
The government rebuilt its shattered armies and tried to 
purchase supplies from abroad. 
In 1938-40 the Soviet Union extended credits for mili- 

tary aid of $250,000,000, while the United States, Great 

Britain, and France granted some $263,500,000 for civilian 
purchases and currency stabilization. Free China’s lines of 
supply were long and precarious; when war broke out in 
Europe, shipping space became scarce. After Germany’s 
conquest of France in the spring of 1940, Britain bowed 
to Japanese demands and temporarily closed Rangoon to 
military supplies for China (July-September). In Septem- 
ber 1940 Japan seized control of northern Indochina and 
closed the supply line to K’un-ming. The Soviet Union 
had provided China its most substantial military aid, but 
when Germany attacked the Soviet Union in June 1941, 
this aid virtually ceased. By then, however, the United 
States had sold China 100 fighter planes—the beginning 
of a U.S. effort to provide air protection. 
In addition to bombing, the civilian population in Free 

China endured great hardships. Manufactured goods were 
scarce, and hoarding drove up prices. The government 
did not have the means to carry out rationing and price 
control, though it did supply government employees with 
rice. The government’s sources of revenue were limited, 
yet it supported a large bureaucracy and an army of more 
than 3,000,000 conscripts. The government resorted to 

printing currency inadequately backed by reserves. Infla- 
tion grew until it was nearly uncontrollable. Between 1939 
and 1943 the morale of the bureaucracy and military of- 
ficers declined. Old abuses of the Chinese political system 
reasserted themselves—factional politics and corruption, 
in particular. The protracted war progressively weakened 
the Nationalist regime. 
The war had the opposite effect upon the CCP. The 

Communist leaders had survived 10 years of civil war and 
had developed a unity, camaraderie, and powerful sense 
of mission. They had learned to mobilize the rural pop- 
ulation and to wage guerrilla warfare. In 1937 the CCP 
had about 40,000 members and the poorly equipped Red 
Army numbered perhaps 100,000. By agreement with the 
National Government, the Red Army was renamed the 
Eighth Route Army (later the 18th Group Army); Zhu De 
and Peng Dehuai (P’eng Te-huai) served as commander 
and vice commander, and Lin Biao, Ho Lung, and Liu 
Bocheng (Liu Po-ch’eng) were in charge of its three di- 
visions. The Communist base in the northwest covered 
parts of three provinces with a backward economy and 
a population of about 1,500,000. Operating within the 
general framework of the United Front against Japan, the 
leaders of the Eighth Route Army adopted a strategy that 
used their experience in guerrilla warfare. They sent small 
columns into areas of northern China that the Japanese 
Army had overrun but lacked the manpower to control; 
there they incorporated remnant troops and organized the 
population to supply food, recruits, and sanctuaries for 
guerrilla units attacking small Japanese garrisons. 
Early in the period of united resistance, the government 

permitted the creation of the New 4th Army from rem- 
nants of Communist troops left in Kiangsi and Fukien 
at the time of the Long March. Commanded by Gen. 
Ye Ting (Yeh T’ing), with Xiang Ying (Hsiang Ying), a 
Communist, as chief of staff, this force of 12,000 officers 
and men operated behind Japanese lines near Shanghai 
with great success. Its strategy included guerrilla tactics, 
organizing resistance bases, and recruitment. This army 
grew to more than 100,000 in 1940; by then it operated 
in a wide area on both sides of the lower Yangtze. 

Thus the CCP revitalized itself. It recruited rural activists 
and patriotic youths from the cities and systematically 
strengthened the ranks by continuous indoctrination and 
by expelling dissident and ineffective party members. 
Renewed Communist-Nationalist conflict. There were 

numerous clashes between Communists and Nationalists 
as their military forces competed for control of enemy 
territory and as the Communists tried to expand their 
political influence in Nationalist territory through propa- 
ganda and secret organizing. Though both sides continued 
the war against Japan, each was fighting for its own 
ultimate advantage. Bitter anti-Communist sentiment in 
government circles found its most violent expression in 
the New 4th Army Incident of January 1941. 
The government had ordered the New 4th Army to move 

north of the Huang Ho and understood that its comman- 
New 4th 
Army 

ders had agreed to do so as part of a demarcation of Incident 
operational areas. But most of the army had moved into 
northern Kiangsu (south of the Huang) and, together with 
units of the 18th Group Army, was competing with gov- 
ernment troops for control of bases there and in southern 
Shantung. Ye Ting and Xiang Ying stayed at the army’s 
base south of the Yangtze. Apparently believing that Ye 
did not intend to move northward, government forces 
attacked the base on Jan. 6, 1941. The outnumbered 

Communists were defeated, Ye Ting and some 2,000 oth- 
ers were captured, Xiang Ying was killed, and both sides 
suffered heavy casualties. Ignoring Chiang’s order to dis- 
solve the New 4th Army, the Communist high command 
named Chen Yi (Ch’en I) as its new commander and Liu 
Shaogqi as political commissar. 
The danger of renewed civil war caused widespread 

protest from China’s civilian leaders. The People’s Polit- 
ical Council, a multiparty advisory body formed in 1938 
as an expression of united resistance, debated the issue 
and later tried to mediate. Neither the-KMT nor the CCP 
was willing to push the conflict to open civil war in 1941. 
The government deployed many of its best divisions in 
positions to prevent the Communist forces from further 
penetration of Nationalist-held territories and to weaken 
the CCP through a strict economic blockade. 
The international alliance against Japan. The United 

States had broken the Japanese diplomatic code, and by 
July 1941 it knew that Japan hoped to end the undeclared 
war in China and was preparing for a southward advance 
toward British Malaya and the Dutch East Indies, planning 
first to occupy southern Indochina and Thailand even at 
the risk of war with Britain and the United States. 
U.S. aid to China. One U.S. response was the decision 

to send large amounts of arms and equipment to China, 
along with a military mission to advise on their use. The 
underlying strategy was to revitalize China’s war effort 
as a deterrent to Japanese military and naval operations 
southward. The Nationalist army was ill equipped to fight 
the Japanese in 1941. Its arsenals were so lacking in non- 
ferrous metals and explosives that they could not produce 
effectively. The maintenance of millions of ill-trained and 
underequipped troops was a heavy drain on the economy. 
There was no possibility that the United States could arm 
such numbers from its limited stocks while building up its 
own forces and assisting many other nations. And there 
was a formidable logistics problem in shipping supplies 
along the 715-mile (1,150-kilometre) Burma Road, which 
extended from K’un-ming to Lashio, the Burma terminus 
of the railway and highway leading to Rangoon. 
By December 1941 the United States had sent a military 

mission to China and had implicitly agreed to create a 
modern Chinese air force, to maintain an efficient line 
of communications into China, and to arm 30 divisions. 
Japan’s bombing of Pearl Harbor brought the United 
States into alliance with China, and Great Britain joined 
the Pacific war as its colonial possessions were attacked. 
This widening of the Sino-Japanese conflict lifted Chinese 
morale, but its other early effects were harmful. With 
the Japanese conquest of Hong Kong on December 25, 
China lost its air link with the outside world and one 
of its principal routes for smuggling supplies. By the end 
of May 1942 the Japanese held most of Burma, hay- 
ing defeated the British, Indian, Burmese, and Chinese 
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defenders. China was almost completely blockaded. The 
United States granted China a loan of $500,000,000, and 
Great Britain stated its willingness to lend £50,000,000, 
but there was little else China’s allies could do. 
The solution was found in an air route from Assam, 

India, to K’un-ming in southwest China—the dangerous 
“Hump” route along the southern edge of the Himalayas. 
In March 1942 the China National Aviation Corporation 
(CNAC) began freight service over the Hump, and the 
United States began a transport program the next month. 
But shortages and other difficulties had to be overcome, 
and not until December 1943 were cargo planes able to 
equal the tonnage carried along the Burma Road by trucks 
two years before. This was much less than China’s needs 
for gasoline and military equipment and supplies. 
Conflicts within the international alliance. China’s al- 

liance with the United States and Great Britain was 
marked by deep conflict. Great Britain gave highest pri- 
ority to the defeat of its main enemy, Germany. The 
U.S. Navy in the Pacific had been seriously weakened 
by the Japanese air attack at Pearl Harbor and required 
many months to rebuild. During the winter of 1941-42 
the grand strategy of the United States and Great Britain 
called for the defeat of Germany first and then an assault 
across the Pacific against Japan’s island empire. China was 
relegated to a low position in U.S. strategic planning. The 
United States aimed to keep China in the war and enable 
it to play a positive role in the final defeat of Japan on the 
continent. Chiang Kai-shek, on the other hand, envisaged 
a joint strategy by the United States, the British Com- 
monwealth, and China over the whole Pacific area, with 
China playing a major role. He demanded an equal voice 
in Allied war planning, which he never received, although 
U.S. Pres. Franklin D. Roosevelt was generally solicitous. 
From the fundamentally different outlooks of President 
Chiang, British Prime Minister Winston Churchill, and 
President Roosevelt and because of the divergent national 
interests of China, the British Commonwealth, and the 
United States, there followed many controversies that had 
powerful repercussions in China and led to frustrations 
and suspicions among the partners. 
After the fall of Burma, a controversy developed over 

whether the principal Chinese and U.S. effort against 
Japan should be devoted to building up U.S. air power 
based in China or to reform of the Chinese army and 
its training and equipment for a combat role. Chiang 
advocated primary reliance on U.S. air power to defeat 
Japan. Several high-ranking U.S. generals, on the other 
hand, emphasized creation of a compact and modern- 
ized Chinese ground force able to protect the airfields in 
China and to assist in opening an overland supply route 
across northern Burma. Already in India, the United 

States was training two Chinese divisions from remnants 
of the Burma campaign, plus artillery and engineering reg- 
iments (this became known as X-Force). Also in training 
were Chinese instructors to help retrain other divisions in 
China. Both air development and army modernizing were 
being pushed in early 1943, with a training centre created 
near K’un-ming to reenergize and reequip select Chinese 
divisions (called Y-Force), and a network of airfields was 
being built in southern China. This dual approach caused 
repeated conflict over the allocation of scarce airlift space. 
By the end of 1943 the China-based U.S. 14th Air Force 

had achieved tactical parity with the Japanese over central 
China, was beginning to bomb Yangtze shipping, and had 
conducted a successful raid on Japanese airfields on Tai- 
wan. A second training centre had been started at Kuei- 
lin to improve 30 more Chinese divisions (Z-Force). The 
campaign to open a land route across northern Burma 
had run into serious difficulty. At the Cairo Conference in 
November, Chiang met Churchill and Roosevelt for the 
first time. The Cairo Declaration promised the return of 
Manchuria, Taiwan, and the Pescadores Islands to China 
and the liberation of Korea. The three allies pledged them- 
selves to “persevere in the... prolonged operations nec- 
essary to procure the unconditional surrender of Japan.” 
These words, however, concealed deep differences over 

global strategy. U.S. planners realized that Japan might 
be approached successfully through the south and central 
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Pacific and that the Soviet Union would enter the war 
against Japan after Germany’s defeat; hence, the impor- 
tance of China to U.S. grand strategy declined. Churchill 
was unwilling to use naval resources, needed for the 
forthcoming European invasion, in a seaborne invasion 
of Burma to help reopen China’s supply line. Yet Chiang 

had demanded a naval invasion of Burma as a condition 
to committing the Y-Force to assist in opening his supply 
line. Shortly after Cairo, Churchill and Roosevelt agreed 
to set aside the seaborne invasion of Burma, and when 
Chiang learned of this he requested enormous amounts of 
money, supplies, and air support, asserting that otherwise 
Japan might succeed in eliminating China from the war. 
The United States did not accede, and Chinese-American 
relations began to cool. 
Phase three: approaching crisis (1944-45). China was 

in crisis in 1944. Japan faced increasing pressure in the 

Pacific and threats to its supply bases and communica- 
tions lines in China as well as to nearby shipping Its 
response was twofold—first, to attack from Burma toward 
Assam to cut the supply lines or capture the airfields at 
the western end of the Hump, and, second, to capture the 
railway system in China from north to south and seize the 
eastern China airfields used by the United States. 
The British and Indian army defeated the Japanese at- 

tack on Assam (March-July 1944) with help from trans- 
port planes withdrawn from the Hump. But the Japanese 
campaign in China, known as Ichigo, showed up the 
weakness, inefficiency, and poor command of the Chinese 
armies after nearly seven years of war. During April and 
May the Japanese cleared the Pei-p’ing—Han-k’ou rail- 
way between the Huang and the Yangtze rivers. Chinese 
armies nominally numbering several hundred thousand 
men were unable to put up effective resistance. Peasants 
in Honan attacked the collapsing Chinese armies, their 
recent oppressors. 
The second phase of the Ichigo campaign was a Japanese 

drive southward from Han-k’ou and northwestward from 
Canton to take Kuei-lin and open the communication 
line to the India—China border. By November the Chi- 
nese had lost Kuei-lin, Liu-chou, and Nan-ning, and the 
Japanese were approaching Kuei-yang on the route to 
Chungking and K’un-ming. This was the high watermark 
of Japan’s war in China. Thereafter, it withdrew experi- 
enced divisions for the defense of its overextended empire, 
and China finally began to benefit from the well-trained 
X-Force when two divisions were flown in from Burma in 
December to defend K’un-ming. 
Meanwhile, the Chinese government was involved in a 

crisis of relations with the United States, which contended 
that the Chinese Army must be reformed, particularly in 
its command structure, and that lend-lease supplies must 
be used more effectively. There were also many subsidiary 
problems. Gen. Joseph Stilwell, the executor of disagree- 
able U.S. policies in China, had developed an unconcealed 
disdain for Chiang, whom he nominally served as chief 
of staff. Stilwell was an effective troop commander, and 
Roosevelt requested that Chiang place Stilwell in com- 
mand of all Chinese forces. In the context of Chinese 
politics, in which control of armies was the main source of 
power, President Chiang’s compliance was virtually incon- 
ceivable. He declined the request and asked for Stilwell’s 
recall. Roosevelt agreed, but thereafter his relations with 

Chiang were no longer cordial. Stilwell was replaced by 
Gen. Albert C. Wedemeyer. 
Nationalist deterioration. The military weakness in 1944 

was symptomatic of a gradual deterioration that had taken 
place in most aspects of Nationalist Chinese public life. 
Inflation began to mount alarmingly as the government 
pumped in large amounts of paper currency to make up 
its fiscal deficits. Salaries of government employees, army 
officers, teachers, and all those on wages fell far behind 
rising prices. For most, this spelled poverty amid growing 
war-weariness. Dissatisfaction with the government’s poli- 
cies spread among intellectuals. Inflation gave opportuni- 
ties for some groups to profit through hoarding of needed 
goods, smuggling of high-value commodities, black market 
currency operations, and graft. Corruption spread in the 
bureaucracy and the armed forces. As the war dragged on, 
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governmental suppression of dissidence grew oppressive. 
Secret police activity and efforts at thought control were 
aimed not only against Communists but also against all 
influential critics of the government or the KMT. 
Communist growth. The Communist armies were grow- 

ing rapidly in 1943 and 1944. According to U.S. war 
correspondents visiting the Yen-an area in May 1944 and 
to a group of U.S. observers that established itself there in 
July, the Communists professed allegiance to democracy 
and to continued cooperation with the National Govern- 
ment in the war effort. There was convincing evidence 
that the areas under Communist control extended for 
hundreds of miles behind Japanese lines in northern and 
central China. 
This situation was the result of many factors. Communist 

troop commanders and political officers in areas behind 
Japanese lines tried to mobilize the entire population 
against the enemy. Party members led village communities 
into greater participation in local government than had 
been the case before. They also organized and controlled 
peasants’ associations, labour unions, youth leagues, and 
women’s associations. They linked together the many local 
governments and the mass organizations and determined 
their policies. Because of the need for unity against Japan, 
the Communist organizers tended to follow reformist eco- 
nomic policies. The party experimented with various forms 
of economic cooperation to increase production; one of 
these was mutual-aid teams in which farmers temporarily 
pooled their tools and draft animals and worked the land 
collectively. In areas behind Japanese lines some mutual- 
aid teams evolved into work-and-battle teams composed 
of younger peasants; when danger threatened, the teams 
went out to fight as guerrillas under direction of the local 
Red army, and when the crisis passed they returned to the 
fields. The party recruited into its ranks the younger leaders 
who emerged from populist activities. Thus, it penetrated 
and to some extent controlled the multitude of villages in 
areas behind Japanese lines. As the Japanese military grip 
weakened, the experienced Communist armies and po- 
litical organizers spread their system of government ever 
more widely. By the time of the CCP’s Seventh Congress 
in Yen-an (April-May 1945), the party claimed to have 
an army of more than 900,000 and a militia of more than 
2,000,000. It also claimed to control areas with a total 

population of 90,000,000. These claims were disputable, 
but the great strength and wide geographical spread of 
Communist organization was a fact. 
Efforts to prevent civil war. Between May and Septem- 

ber 1944, representatives of the government and the CCP 
carried on peace negotiations at Sian. The main issues were 
the disposition, size, and command of the Communist 
armies; the relationship between Communist-organized 
regional governments and the National Government; and 
problems of civil rights and legalization of the CCP and its 
activities in Nationalist areas. Suggestions for a coalition 
government arose for the first time. No settlement was 
reached, but it appeared that the antagonists were seeking 
a peaceful solution. U.S. Vice Pres. Henry Wallace vis- 
ited Chungking in June and had several discussions with 
Chiang, who requested U.S. assistance in improving rela- 
tions between China and the Soviet Union and in settling 
the Communist problem. 
In September 1944, Patrick J. Hurley arrived as Roose- 

velt’s personal representative. Hurley attempted to medi- 
ate, first in discussions in Chungking and then by flying 
to Yen-an on November 7 for a conference with Mao 
Zedong. But the positions of the two sides could not 
be reconciled, and the talks broke off in March 1945, 
Between June and August, Hurley resumed protracted dis- 
cussions, both indirect and in conferences with high-level 
representatives from both sides. Each side distrusted the 
other; each sought to guarantee its own survival, but the 
KMT intended to continue its political dominance, while 
the CCP insisted upon the independence of its armies and 
regional governments under whatever coalition formula 
might be worked out. 
The Pacific war ended on Aug. 14, 1945, and the formal 

Japanese surrender came on September 2. China rejoiced. 
Yet the country faced enormously difficult problems of 

reunification and reconstruction and a future clouded by 
the dark prospect of civil war. 

CIVIL WAR (1945-49) 

In a little more than four years after Japan’s surrender, the 
CCP and the People’s Liberation Army (PLA) conquered 
mainland China, and, on Oct. 1, 1949, the People’s Re- 

public of China was established, with its capital at Peking. 
The factors that brought this about were many and com- 
plex and subject to widely varying interpretation, but the 
basic fact was a Communist military triumph growing out 
of a profound and popularly based revolution. The process 
may be perceived in three phases: (1) from August 1945 to 
the end of 1946, the Nationalists and Communists raced 
to take over Japanese-held territories, built up their forces, 
and fought many limited engagements while still conduct- 
ing negotiations for a peaceful settlement; (2) during 1947 
and the first half of 1948, after initial Nationalist success, 
the strategic balance turned in favour of the Communists; 
(3) the Communists won smashing victories in the latter 
part of 1948 and 1949. 
A race for territory. As soon as Japan’s impending 

surrender was known, the commander of the Communist 
armies, Gen. Zhu De, ordered his men, on August 11, to 

move into Japanese-held territory and take over Japanese 
arms, despite Chiang’s order that they stand where they 
were. The United States aided the Chinese government by 
flying many divisions from the southwest to occupy the 
main eastern cities, such as Pei-p’ing, Tientsin, Shanghai, 

and the prewar capital, Nanking. The U.S. Navy moved 
Chinese troops from South China to other coastal cities, 
and landed 53,000 marines at Tientsin and Tsingtao to 
assist in disarming and repatriating Japanese troops but 
also to serve as a counterweight to the Soviet army in 
southern Manchuria. Furthermore, U.S. Gen. Douglas 
MacArthur ordered all Japanese forees in China proper 
to surrender their arms only to forces of the National 
Government. They obeyed and thereby were occasionally 
engaged against Chinese Communist forces. 
Immediately after the surrender, the Communists sent 

political cadres and troops into Manchuria. This had been 
planned long in advance. Gen. Lin Biao became command- 
er of the forces (the Northeast Democratic Allied Army), 
which incorporated “puppet” troops of Manchukuo and 
began to recruit volunteers; it got most of its arms from 
Japanese stocks taken over by the Soviets. 
Manchuria was a vast area, with a population of 40,- 

000,000, the greatest concentration of heavy industry 
and railways in China, and enormous reserves of coal, 
iron, and many other minerals. The Soviet Union had 
promised the National Government to withdraw its occu- 
pying armies within 90 days of Japan’s surrender and to 
return the region to China. The government was deter- 
mined to control Manchuria, which was vital to China’s 

future as a world power. But Lin Biao’s army attempted 
to block the entry of Nationalist troops by destroying rail 
lines and seizing areas around ports of entry. Soon the 
two sides were locked in a fierce struggle for the corridors 
into Manchuria, although negotiations were under way in 
Chungking between Mao and Chiang for a peaceful set- 
tlement. The Soviet army avoided direct involvement in 
the struggle, but it dismantled much industrial machinery 
and shipped it to the Soviet Union together with hundreds 
of thousands of Japanese prisoners of war. By the end of 
1945 the Nationalists had positioned some of their best 
U.S.-trained armies in southern Manchuria as far north 
as Mukden (modern Shen-yang), a strategic rail centre 
to which Nationalist troops were transported by air. The 
government’s hold was precarious, however, because the 
Communist 18th Group Army and the New 4th Army 
had regrouped in North China, abandoning areas south 
of the Yangtze after a weak bid to take Shanghai. By the 
end of 1945 Communist forces were spread across a band 
of provinces from the northwest to the sea. They had a 
grip on great sections of all the railway lines north of the 
Lung-hai, vital supply lines for Nationalist armies in the 
Tientsin—Pei-p’ing area and in Manchuria. The National 
Government held vast territories in the South and west 
and had reestablished its authority in the rich provinces 
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of the lower Yangtze Valley and a few important North 
China cities; it had also assumed civil control on Taiwan. 
Attempts to end the war. Peace negotiations continued 

in Chungking between Nationalist and Communist offi- 
cials after Japan’s surrender. An agreement reached on 
Oct. 10, 1945, called for the convening of a multiparty 
Political Consultative Council to plan a liberalized post- 
war government and to draft a constitution for submission 
to a national congress. Still, the sides were far apart over 
the character of the new government, control over the 
Communist liberated areas, and the size and degree of 
autonomy of the Communist armies in a national military 
system. Hurley resigned his ambassadorship on November 
26, and the next day U.S. Pres. Harry S. Truman appointed 
Gen. George C. Marshall as his special representative, 
with the specific mission of trying to bring about political 
unification and the cessation of hostilities in China. 
Marshall arrived in China on December 23. The National 

Government proposed the formation of a committee of 
three, with Marshall as chairman, to end the fighting. This 
committee, with generals Chang Chun and Zhou Enlai as 
the Nationalist and Communist representatives, met on 
Jan. 7, 1946. It agreed on January 10 that Chiang and 
Mao would issue orders to cease hostilities and halt troop 
movements as of January 13 midnight, with the exception 
of government troop movements south of the Yangtze and 
into and within Manchuria to restore Chinese sovereignty. 
The agreement also called for the establishment in Pei- 
p’ing of an executive headquarters, equally represented by 
both sides, to supervise the cease-fire. 
This agreement provided a favourable atmosphere for 

meetings in Chungking of the Political Consultative Coun- 
cil, composed of representatives of the KMT, the CCP, the 

Democratic League, the Young China Party, and nonparty 
delegates. From Jan. 10 to 31, 1946, the Council issued a 
series of agreed recommendations regarding governmental 
reorganization, peaceful national reconstruction, military 
reductions, a national assembly, and the drafting of a 
constitution. President Chiang pledged that the govern- 
ment would carry out these recommendations, and the 
political parties stated their intention to abide by them. 
The next step was meetings of a military subcommittee, 
with Marshall as adviser, to discuss troop reductions and 
amalgamation of forces into a single national army. 
Early 1946 was the high point of conciliation. It soon 

became clear, however, that implementation of the vari- 

ous recommendations and agreements was being opposed 
by conservatives in the KMT, who feared the dilution of 
their party’s control of the government, and by Nationalist 
generals, who objected to the reduction of their armies. 
The Communists attempted to prevent the extension of 
Nationalist military control in Manchuria. On March 17- 
18 a Communist army attacked and captured a strategic 
junction between Mukden and Ch’ang-ch’un, the former 
Manchukuo capital; on April 18, Communists captured 
Ch’ang-ch’un from a small Nationalist garrison directly 
after the Soviet withdrawal. On that day Marshall returned 
to China after a trip to Washington and resumed his ef- 
forts to stop the spreading civil war. 
Resumption of fighting. Each side seemed convinced 

that it could win by war what it could not achieve by nego- 
tiation—dominance over the other. Despite the efforts of 
Chinese moderates and General Marshall, fighting resumed 
in July in Manchuria, and in North China the National- 
ists attempted massive drives in Kiangsu and Shantung to 
break the Communist grip on the railways. The Commu- 
nists launched a propaganda campaign against the United 
States, playing upon the nationalistic theme of liberation; 
they were hostile because of the extensive U.S. military 
and financial assistance to the KMT at the very time that 
Marshall was mediating. The National Government had 
become increasingly intransigent, confident of continued 
U.S. help. To exert pressure and to try to keep the United 
States out of the civil war, Marshall in August imposed 
an embargo on further shipment of U.S. arms to China. 
By the end of the year, however, he realized that his ef- 
forts had failed. In January 1947 he left China, issuing a 
statement denouncing the intransigents on both sides. All 
negotiations ended in March; the die was cast for war. 
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In the latter half of 1946, government forces made im- 
pressive gains in North China and Manchuria, capturing 
165 towns from the enemy. Buoyed by these victories, 
the government convened a multiparty National Assembly 
on November 15, despite a boycott by the CCP and the 
Democratic League. The delegates adopted a new consti- 
tution, which was promulgated on New Year’s Day. The 
constitution reaffirmed Sun Yat-sen’s Three Principles of 
the People as the basic philosophy of the state; called for 
the fivefold division of powers among the executive, leg- 
islative, judicial, control, and examination yiian (“govern- 
mental bodies”); and established the four people’s rights of 
initiation, referendum, election, and recall. The way was 

prepared for election of both central and local officials, 
upon which the period of Nationalist tutelage would end. 
The National Government struggled with grave eco- 

nomic problems. Inflation continued unabated, caused 
principally by government financing of military and other 
operations through the printing press: approximately 65 
percent of the budget was met by currency expansion and 
only 10 percent by taxes. Government spending was un- 
controlled; funds were dissipated in maintaining large and 
unproductive garrison forces. Much tax revenue failed to 
reach the treasury because of malpractices throughout the 
bureaucracy. Inflation inhibited exports and enhanced the 
demand for imports. The government had to import large 
amounts of grain and cotton, but in the months immedi- 
ately after Japan’s surrender it also permitted the import 
of luxury goods without effective restrictions. As an anti- 
inflationary measure, it sold gold on the open market. 
These policies permitted a large gold and U.S. currency 
reserve, estimated at $900,000,000 at the end of the war, 

to be cut in half by the end of 1946. Foreign trade was 
hampered by excessive regulation and corrupt practices. 
The spiraling effects of inflation were somewhat curbed 

by large amounts of supplies imported by the United 
Nations Relief and Rehabilitation Administration, chiefly 

food and clothing, a wide variety of capital goods, and 
materials for the rehabilitation of agriculture, industry, 
and transportation. In August 1946 the United States sold 
to China civilian-type army and navy surplus property at 
less than 20 percent of the estimated procurement cost of 
$900,000,000. In spite of these and other forms of aid, 
the costs of civil war kept the budget continuously out of 
balance. Speculation, hoarding of goods, and black market 
operations as hedges against inflation continued unabated. 
The constant depreciation in the value of paper currency 
undermined morale in all classes dependent upon salaries, 
including troops, officers, and civilian officials. 
By contrast, it appears that in their areas, mostly rural, 

the Communists practiced a Spartan style of life close to 
the common people. Morale remained high in the army 
and was continuously bolstered by indoctrination and ef- 
fective propaganda. As they had during the war years, 
Communist troops tried in many ways to win support of 
the masses. In newly occupied areas social policy was at 
first reformist rather than revolutionary. 
In Manchuria, Lin Biao was forging a formidable army 

of veteran cadres from North China and natives of 
Manchuria, now well equipped with Japanese weapons. By 
1947 the Communists’ Northeast Democratic Allied Army 
controlled all of Manchuria north of the Sungari River, 
the east, and much of the countryside in the Nationalist 
stronghold in the South. There the Nationalists had most 
of their best trained and equipped divisions; but the troops 
had been conscripted or recruited in China’s southwest, 
and they garrisoned cities and railways in a distant land. 
Beginning in January 1947, Lin Biao launched a series of 
small offensives. By July the Nationalists had lost half of 
their territory in Manchuria and much matériel; desertions 
and casualties, caused by indecisive Nationalist leadership 

and declining troop morale, reduced their forces by half. 
Lin Biao was not yet strong enough to take Manchuria, 
but he had the Nationalist armies hemmed up in a few 
major cities and with only a tenuous hold on the railways 
leading southward. 
The tide begins to shift. Although government forces 

overran Yen-an in March 1947, the strategic initiative 
passed to the PLA during that year. In midsummer Liu 
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Bocheng started moving toward the Yangtze; by late in 
the year the Communists had concentrated strong forces 
in central China. Chen Yi operated on both sides of the 
Lung-hai, east of K’ai-feng; Liu Bocheng was firmly es- 
tablished in the Ta-pieh Shan on the borders of Anhwei, 
Honan, and Hupeh, northeast of Han-k’ou; and Chen 

Geng (Ch’en Keng) had another army in Honan west of 
the Pei-p’ing—Han-k’ou railway. These groups cut Nation- 

alist lines of communication, they destroyed protecting 
outposts along the Lung-hai and Ping-han lines, and they 
isolated cities. 
By the end of 1947 the government forces, according 

to U.S. military estimates, still numbered some 2,700,000 
facing 1,150,000 Communists. But the Nationalists were 
widely spread and on the defensive. In November, Mao 
Zedong established the Communist capital at Shih-chia- 
chuang, a railway centre leading from the Pei-p’ing—Han- 
k’ou railway into Shansi; this was a measure of the con- 
solidation of the Communist position in North China. In 
a report to the CCP Central Committee on Dec. 25, 1947, 

Mao exuded confidence: 

The Chinese people’s revolutionary war has now reached 
a turning point....The main forces of the People’s Lib- 
eration Army have carried the fight into the Kuomintang 
Area. ... This is a turning point in history. 

A land revolution. One reason for Communist success 
was the social revolution in rural China. The CCP was 
now unrestrained by the multiclass alliance of the United 
Front period. In the middle of 1946, as civil war became 
more certain, the party leaders launched a land revolu- 

tion. They saw land redistribution as an integral part of 
the larger struggle; by encouraging peasants to seize the 
landlords’ fields and other property, the party apparently 
expected to weaken the government’s rural class base 
and strengthen its own support among the poor. This 
demanded a decisive attack upon the traditional village 
social structure. The party leaders believed that to crack 
the age-old peasant fear of the local elite and overcome 
traditional respect for property rights required unleashing 
the hatred of the oppressed. Teams of activists moved 
through the villages, organizing the poor in “speak bitter- 
ness” meetings to struggle against landlords and Nation- 
alist supporters, to punish and often to kill them, and 
to distribute their land and property. The party tried to 
control the process in order not to alienate the broad 
middle ranks among the peasants; but land revolution had 
a dynamism of its own, and rural China went through a 
period of terror. Yet apparently the party gained from the 
revolutionary dynamism; morale was at fever pitch, and, 
for those who had benefited from land distribution, there 
was no turning back. 
The decisive year, 1948. The year 1948 was the turning 

point. In central China, Communist armies of 500,000 
men proved their ability to fight major battles on the 
plains and to capture, though not always hold, such im- 
portant towns on the Lung-hai as Lo-yang and K’ai-feng. 
In North China they encircled T’ai-ytian, the capital of 
Shansi; took most of Chahar and Jehol, provinces on 
Manchuria’s western flank; and recaptured Yen-an, which 

had been lost in March 1947. The decisive battles were 
fought in Shantung and Manchuria, where the forces of 
Chen Yi and Liu Bocheng and those under Lin Biao 
crushed the government’s best armies. For the government 
it was a year of military and economic disasters. 
In Shantung, despite the departure of Chen Yi’s forces, 
Communist guerrillas gradually reduced the government’s 
hold on the railway from Tsingtao to Chi-nan; they penned 
up about 60,000 government troops in the latter city, an 
important railway junction. Instead of withdrawing this 
garrison southward to Suchow, the government left it, for 
political reasons, to stand and fight. Then Chen Yi’s forces 
returned to Shantung and overwhelmed the dispirited Chi- 
nan garrison on September 24. This opened the way for 
a Communist attack upon Suchow, the historic northern 
shield for Nanking and a vital railway centre. 
Beginning in December 1947, a Communist offensive 

severed all railway connections into Mukden and isolated 
the Nationalist garrisons in Manchuria. The government 
armies went on the defensive in besieged cities, partly 

out of fear that demoralized divisions would defect in the 
field. Instead of withdrawing from Manchuria before it 
was too late, the government tried unsuccessfully to rein- 
force its armies and to supply the garrisons by air. With 
the fall of Chi-nan, Lin Biao launched his final offensive. 
He now had an army of 600,000, nearly twice the Na- 
tionalist force in Manchuria. He first attacked Chin-chou, 

the government’s supply base on the railway between Chi- 
nan and Mukden; it fell on October 17. Ch’ang-ch’un fell 

three days later. The great garrison at Mukden then tried 
to retake Chin-chou and Ch’ang-ch’un and to open the 
railway line to the port of Ying-k’ou. In a series of battles, 
Lin Biao’s columns defeated this cream of the Nationalist 
forces. By early November the Nationalists had lost some 
400,000 men as casualties, captives, or defectors. 
The government’s military operations in the first part of 
1948 produced ever larger budget deficits through the loss 
of tax receipts, dislocation of transportation and produc- 
tive facilities, and increased military expenditures. Inflation 
was out of control. In August the government introduced 
a new currency, the gold yuan, to replace the old notes at 
the rate of 3,000,000 for one, promising drastic reforms to 
curtail expenditures and increase revenue. Domestic prices 
and foreign-exchange rates were pegged, with severe penal- 
ties threatened for black market operations. The people 
were required to sell their gold, silver, and foreign currency 
to the government at the pegged rate; large numbers did 
so in a desperate effort to halt the inflation. In Shanghai 
and some other places the government used Draconian 
methods to enforce its decrees against speculators, but it 
apparently could not control its own expenditures or stop 
the printing presses. Furthermore, the government’s efforts 
to fix prices of food and commodities brought about an 
almost complete stagnation of economic activity, except 
for illicit buying and selling at prices far above the fixed 
levels. Some army officers and government officials were 
themselves engaged in smuggling, speculation, and other 
forms of corruption. Then came the loss of Chi-nan and 
knowledge of the threat in Manchuria. During October 
the final effort to halt inflation collapsed, with shattering 
effect to morale in Nationalist-held cities. Prices started 
rocketing upward once more. 
Communist victory. Between early November 1948 and 

early January 1949, the two sides battled for the control of 
Suchow. Gen. Zhu De concentrated 600,000 men under 

Chen Yi, Liu Bocheng, and Chen Geng near that strategic 
centre, which was defended by Nationalist forces of similar 
size. Both armies were well equipped, but the Nationalists 
had a superiority in armour and were unopposed in the 
air. Yet poor morale, inept command, and a defensive 
psychology brought another disaster to the National Gov- 
ernment. One after another its armies were surrounded 
and defeated in the field. When the 65-day battle was over 
on January 10, the Nationalists had lost some 500,000 
men and their equipment. The capital at Nanking would 
soon lie exposed. 
With Manchuria and most of the eastern region south 

to the Yangtze in Communist hands, the fate of Tientsin 
and Pei-p’ing was sealed. The railway corridor between 
Tientsin and Chang-chia-k’ou was hopelessly isolated. 
Tientsin fell on January 15 after a brief siege, and Fu Tso-i 
surrendered Pei-p’ing on the 23rd, allowing a peaceful 
turnover of China’s historic capital and centre of culture. 
Thus, during the last half of 1948, the Communist 

armies had gained control over Manchuria and north- 
eastern China nearly to the Yangtze, except for pockets 
of resistance. They had a numerical superiority and had 
captured such huge stocks of rifles, artillery, and armour 
that they were better equipped than the Nationalists. 
Great political shifts occurred in 1949. Chiang Kai-shek 

retired temporarily in January, turning over to the vice 
president, Gen. Li Tsung-jen, the problem of holding to- 
gether a government and trying to negotiate a peace with 
Mao Zedong. But Li’s peace negotiations (February—April) 
proved hopeless. The Nationalists were not prepared to 
surrender; they still claimed to govern more than half of 
China and still had a large army. General Li tried to 
secure U.S. support in the peace negotiations and in the 
military defense of South China, but the U.S. government, 
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attempting to extricate itself from its entanglement with 
the collapsing forces of the National Government, pursued 
a policy of noninvolvement. 
When peace negotiations broke down, Communist armies 

crossed the Yangtze virtually unopposed; the National 
Government abandoned its undefensible capital on April 
23 and moved to Canton. In succession, Communist 
forces occupied Nanking (April 24), Han-k’ou (May 16- 
17), and Shanghai (May 25). The Nationalists’ last hope 
lay in the South and west. But Sian, a long-time Nation- 
alist bastion and the gateway to the northwest, had fallen 
to Gen. Peng Dehuai on May 20. During the last half 
of 1949 powerful Communist armies succeeded in taking 
the provinces of south and west China. By the end of 
the year only the islands of Hai-nan, Taiwan, and a few 
offshore positions were still in Nationalist hands, and only 
scattered pockets of resistance remained on the mainland. 
The defeated National Government reestablished itself on 
Taiwan, to which Chiang had withdrawn early in the year, 
taking most of the government’s gold reserves and the 
Nationalist Air Force and Navy. On October 1, with most 
of the mainland held by the PLA, Mao proclaimed the 
establishment in Peking of the government of the People’s 
Republic of China. (C.M.Wi./E.P.Y.) 

The People’s Republic of China 

The Communist victory in 1949 brought to power a 
peasant party that had learned its techniques in the coun- 
tryside but had adopted Marxist ideology and believed in 
class struggle and rapid industrial development. Extensive 
experience in running base areas and waging war before 
1949 had given the Chinese Communist Party (CCP) 
deeply ingrained operational habits and proclivities. The 
long civil war that created the new nation, however, had 
been one of peasants triumphing over urban dwellers and 
had involved the destruction of the old ruling classes. In 
addition, the party leaders recognized that they had no 
experience in overseeing the transitions to socialism and 
industrialism that would occur in China’s huge urban 
centres. For this, they turned to the only government 
with such experience—the Soviet Union. Western hostility 
against the People’s Republic of China, sharpened by the 
Korean War, contributed to the intensity of the ensuing 
Sino-Soviet relationship. 

ESTABLISHMENT OF THE PEOPLE’S REPUBLIC 

When the CCP proclaimed the People’s Republic, most 
Chinese understood that the new leadership would be 
preoccupied with industrialization. A priority goal of the 
Communist political system was to raise China to the 
status of a great power. While pursuing this goal, the 
“centre of gravity” of Communist policy shifted from the 
countryside to the city, but Chairman Mao Zedong (Mao 
Tse-tung) insisted that the revolutionary vision forged in 
the rural struggle would continue to guide the party. 
In a series of speeches in 1949 Chairman Mao stated that 

his aim was to create a socialist society and, eventually, 
world Communism. These objectives, he said, required 
transforming consumer cities into producer cities to set 
the basis on which “the people’s political power could be 
consolidated.” He advocated forming a four-class coali- 
tion of elements of the urban middle class—the petty 
bourgeoisie and national bourgeoisie—with workers and 
peasants, under the leadership of the CCP. The people’s 
state would exercise a dictatorship “for the oppression of 
antagonistic classes” made up of opponents of the regime. 
The authoritative legal statement of this “people’s demo- 

cratic dictatorship” was given in the 1949 Organic Law for 
the Chinese People’s Political Consultative Conference, 
and at its first session the conference adopted a Common 
Program that formally sanctioned the organization of state 
power under the coalition. Following the Communist vic- 
tory, a widespread urge to return to normality helped 
the new leadership restore the economy. Police and party 
cadres in each locality, backed up by army units, began 
to crack down on criminal activities associated with eco- 
nomic breakdown. Soon it was possible to speak of longer- 
term developmental plans. 

143 China 

The cost of restoring order and building up integrated 
political institutions at all levels throughout the nation 
proved important in setting China’s course for the next 
two decades. Revolutionary priorities had to be made con- 
sonant with other needs. Land reform did proceed in the 
countryside: landlords were virtually eliminated as a class, 
land was redistributed, and, after some false starts, China’s 
countryside was placed on the path toward collectiviza- 
tion. In the cities, however, a temporary accommodation 
was reached with non-Communist elements; many for- 
mer bureaucrats and capitalists were retained in positions 
of authority in factories, businesses, schools, and govern- 
mental organizations. The leadership recognized that such 
compromises endangered their aim of perpetuating revo- 
lutionary values in an industrializing society, yet out of 
necessity they accepted the lower priority for Communist 
revolutionary goals and a higher place for organizational 
control and enforced public order. 
Once in power, Communist cadres could no longer 

condone what they had once sponsored, and inevitably 
they adopted a more rigid and bureaucratic attitude to- 
ward popular participation in politics. Many Communists, 
however, considered these changes a betrayal of the revy- 
olution; their responses gradually became more intense, 
and the issue eventually began to divide the once cohesive 
revolutionary elite. This development is central to an un- 
derstanding of China’s political history since 1949. 
Scholars tend to divide China’s history into periods after 

the formation of the People’s Republic in 1949. These 
postwar periods, which wil! be discussed here briefly, must 
be used with caution, however, because their definition de- 
pends so much on which events are selected for emphasis. 
Reconstruction and consolidation, 1949-52. During this 

period, the CCP made great strides toward bringing the 
country through three critical transitions: from economic 
prostration to economic growth, from political disintegra- 
tion to political strength, and from military rule to civil- 
ian rule. The determination and capabilities demonstrated 
during these first years—and the respectable showing (af- 
ter a century of military humiliations) that Chinese troops 
made against UN forces on the Korean Peninsula in 
1950-53—provided the CCP with a reservoir of popular 
support that would be a major political resource for years. 
Liberation Army troops—called Chinese People’s Voi- 

unteers—entered the Korean War against United Nations 
forces in October 1950. Peking had felt threatened by 
the northward thrust of UN units and had attempted to 
halt them by its threats to intervene. These threats were 
ignored by U.S. Gen. Douglas MacArthur, however, and 
when UN troops under his command reached the Chi- 
nese border, Peking acted. By the war’s end in July 1953 
approximately two-thirds of China’s combat divisions had 
seen service in Korea. 
In the three years of war, a “Resist America, Aid Korea” 

campaign translated the atmosphere of external threat into 
a spirit of sacrifice and enforced patriotic emergency at 
home. Regulations for the Suppression of Counterrevolu- 
tionaries (Feb. 20, 1951) authorized police action against 
dissident individuals and suspected groups. A campaign 
against anti-Communist holdouts, bandits, and political 
opponents was also pressed. Greatest publicity attended 
Peking’s dispatch of troops to Tibet at about the same 
time that it intervened in Korea. The distinctiveness and 
world reputation of the Tibetan culture was to make this 
a severe test of Communist efforts to complete the consol- 
idation of their power. In 1959, after a period of sporadic 
clashes with the Chinese, the Tibetans rose in rebellion, to 
which Peking responded with force. 
Under the Agrarian Reform Law (June 1950) the prop- 

erty of rural landlords was confiscated and redistributed, 
which fulfilled a promise to the peasants and smashed a 
class identified as feudal or semifeudal. The property of 
traitors, “bureaucrat capitalists” (especially the “four big 
families” of the Nationalist Party [KMT]—the K’ungs, 
Soongs, Chiangs, and Ch’ens), and selected foreign nation- 
als was also confiscated, helping end the power of many 
industrialists and providing an economic basis for indus- 
trialization. Programs were begun to increase production 
and to lay the basis for long-term socialization. 
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These programs coincided with a massive effort to win 
over the population to the leadership. Such acts as a mar- 
riage law (May 1950) and a trade-union law (June 1950) 

symbolized the break with the old society, while mass 
organizations and the regime’s “campaign style” drama- 
tized the new. 
During 1949-50, policy toward the cities focused on 

restoring order, rehabilitating the economy, and—above 

all—wringing disastrous inflation out of the urban econ- 
omy. To accomplish these tasks, the CCP tried to discipline 
the labour force, win over the confidence of the capitalists, 
and implement drastic fiscal policies so as to undercut in- 
flation. These policies brought such remarkable successes 
that by late 1950 many urban Chinese viewed the CCP 
leadership as needed reformers. Indeed, numerous capital- 
ists believed them to be “good for business.” 
But beginning in 1951, the revolutionary agenda of the 

Communists began to be felt in the cities. A Suppression 
of Counterrevolutionaries campaign dealt violently with 
many former leaders of secret societies, religious associa- 
tions, and the KMT in early 1951. In late 1951 and early 
1952, three major political campaigns brought the revo- 
lutionary essence of the CCP home to key urban groups. 
The Three Antis campaign targeted Communist cadres 
who had become too close to China’s capitalists. The Five 
Antis campaign aimed at the capitalists themselves and 
brought them into line on charges of bribery, tax evasion, 
theft of state property and economic information, and 
cheating on government contracts. And the Thought Re- 
form campaign humbled university professors and marked 
a turning point in the move from Western to Soviet influ- 
ence in structuring China’s university curriculum. 
The pressures toward national political consolidation and 

the costly struggle in Korea produced significant con- 
sequences. In the several provinces of Manchuria (now 
called the Northeast) there was a growing concentration 
of industrial and military presence, as well as an increased 
presence of Soviet economic advisers and key elements of 
China’s tiny corps of technicians and specialists. This was 
a natural development in view of the extensive economic 
infrastructure left behind by the Japanese in this region 
and its proximity to Korea. Additionally, Northeast China 
had long been an area of Soviet interest. 
Gao Gang (Kao Kang) headed Northeast China, and, in 

addition to his authoritative regional position, Gao also 
influenced decisions in Peking. He planned the Three- 
Anti campaign and took the lead in adapting Soviet 
techniques to Chinese factory management and economic 
planning. He promoted these techniques on a national 
basis when he moved to Peking in late 1952 to set up 
the State Planning Commission. Working closely with the 
head of the party’s Organization Department and other 
senior officials, Gao subsequently allegedly tried to reduce 
drastically the authority of his potential competitors, no- 
tably Liu Shaogi (Liu Shao-ch’i) and Zhou Enlai (Chou 
En-lai), both leading members of party and state organs. 
The ensuing power struggle lasted more than a year, re- 
flecting an underlying fissure in the CCP. Gao himself had 
long been a man of the rural base areas, while Liu and 
Zhou were associated far more with the pre-1949 work in 
the “white areas” (areas outside CCP control). After 1949, 
base area veterans believed that they received fewer high 
positions than their struggles in the wilderness had war- 
ranted. Within weeks after the National Conference of the 
party (March 1955) had proclaimed the defeat of the Gao 
clique, Peking approved a long-delayed First Five-Year 
Plan (technically covering the years 1953-57). That sum- 
mer, active programs for agricultural collectivization and 
the socialization of industry and commerce were adopted. 
The period 1949-52 was marked by changes in Soviet 

influence in China. The officially sanctioned terms of 
that influence had been worked out in a visit by Mao 
to Moscow from mid-December 1949 until the following 
March and were formalized in a Treaty of Friendship, 
Alliance, and Mutual Assistance (signed Feb. 14, 1950). 
Years later the Chinese charged that Moscow had failed 
to give Peking adequate support under that treaty and 
had left the Chinese to face UN forces virtually alone in 
Korea. The seeds of doubt concerning Soviet willingness 

to help China had been sown. Moreover, one of the errors 

purportedly committed by Gao Gang was his zealousness 
in using Soviet advisers and promoting the Soviet eco- 
nomic model for management. After the purge of pro-Gao 
elements, steps were taken to reduce direct Soviet control 

in China. These steps included reaching agreement on the 
final withdrawal of Soviet troops from Port Arthur (Li- 
shun) by mid-1955. Moscow proved amenable to these 
changes, as Stalin’s death had produced new Soviet efforts 

to end tensions with the Chinese. The applicability of the 
Soviet model to China and the degree to which its use 
might become a pretext for Soviet manipulation of China 
began to be questioned. 

Nevertheless, these potential reductions in Soviet influ- 
ence were counterbalanced by growing Soviet activity in 
other fields. The Chinese army was reorganized along So- 
viet lines, with a greater emphasis on heavy firepower and 
mobility. Soviet texts and propaganda materials flooded 
the country. The Soviet Union had earlier extended 
$300,000,000 credit (used up by 1953); this was followed 
by a smaller developmental loan in 1954 (used up by 
1956). Under these aid programs the Soviets supplied 
the equipment and technical aid for a large number of 
industrial projects. The Soviet Union also played a ma- 
jor role in Chinese foreign policy, and it appears that 
China accepted Moscow’s leadership in the international 
Communist movement. Coordinating with Stalin, Peking 
supported revolutionary activity throughout Asia and op- 
posed compromise with neutralist regimes. 
The transition to socialism, 1953-57. The period 1953- 

57, corresponding to the First Five-Year Plan, began Chi- 
na’s rapid industrialization. This period is still regarded 
as having been enormously successful. A strong central 
governmental apparatus proved able to channel scarce 
resources into the rapid development of heavy industry. 
Despite some serious policy issues and problems, the Com- 
munist leadership seemed to have the overall situation well 
in hand. Public order improved and many saw a stronger 
China taking form. The march to socialism seemed to go 
along reasonably well with the dictates of industrial devel- 
opment. The determination and fundamental optimism 
of the Communist leaders appeared justified, especially in 
view of the decades of invasion, disintegration, self-doubt, 
and humiliation that had been the lot of the Chinese 
people before 1949. 
The First Five-Year Plan was explicitly modeled on 

Soviet experience, and the Soviet Union provided both 
material aid and extensive technical advice on its planning 
and execution. During 1952-54 the Chinese established a 
central planning apparatus and a set of central ministries 
and other government institutions that were close copies 
of their Soviet counterparts. These actions were officially 
ratified by the first meeting of the National People’s 
Congress in September 1954, which formally established 
the Central People’s Government and adopted the first 
constitution of the People’s Republic of China. The plan 
adopted Stalinist economic priorities. In a country where 
more than 80 percent of the population lived in rural 
areas, about 80 percent of all government investment was 
channeled into the urban economy. The vast majority of 
this investment went to heavy industry, leaving agriculture 
relatively starved for resources. The plan provided for sub- 
stantial income differentials to motivate the labour force 
in the state sector, and it established a “top down” sys- 
tem in which a highly centralized government apparatus 
exercised detailed control over economic policy through 
enormous ministries in Peking. These developments dif- 
fered substantially from the priorities and proclivities of 
the Chinese Communist movement in the decades before 
1949. Nevertheless, the First Five-Year Plan was linked 
with the transition of China’s rural and urban economy 
to collective forms. 
Rural collectivization. This transition was most obvious 

in the countryside. After land reform had been carried 
out, mutual aid teams allowed the Communists to experi- 
ment with voluntary forms of agricultural collectivization. 
Starting in late 1953, a campaign was launched to orga- 
nize into small collectives, called lower level agricultural 
producers’ cooperatives, averaging 20 to 30 households. 
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Vehement debate soon broke out within the CCP con- 
cerning how quickly to move to higher stages of coop- 
erative production in the countryside. This debate was 
symptomatic of the larger tensions within the party re- 
garding urban and rural development, Soviet influence, 
and the development of huge government ministries in 
Peking. The strengths of Mao Zedong lay in agricultural 
policy, social change, and foreign relations, and in the 
mid-1950s he began to shift the national agenda more in 
the direction of his own expertise. 
In July 1955 Mao, against the wishes of most of his col- 

leagues in the CCP leadership, called for an acceleration 
of the transition to lower-level, and then to higher-level, 
agricultural producers’ cooperatives in the countryside. 
The key difference between these two forms concerned 
the middle class of peasants, farmers able to live off their 
own land. The advanced cooperative was particularly dis- 
advantageous to the wealthier peasants because it invested 
the cooperative itself with title to the land, granting no 
right of withdrawal, and because wages were based on 
labour performed, not land contributed. This also made 
middle-level peasants resent landless peasants, whom the 
party was recruiting into the new cooperatives. Also, the 
advanced form, modeled on the Soviet kolkhoz, brought 
with it the outside political controls that were necessary to 
extract the agricultural surpluses required to pay for Chi- 
na’s capital equipment in its industrialization and to feed 
the workers moving into the cities to man the growing 
industries. Many middle-level peasants actively resisted 
these changes and the measures for enforcing them, par- 
ticularly grain rationing, compulsory purchase quotas, and 
stricter regulations on savings and wage rates. Neverthe- 
less, Chinese agricultural organization in 1956 reached the 
approximate level of collectivization achieved in the So- 
viet Union—a peasant owned his house, some domestic 
animals, a garden plot, and his personal savings; by the 
end of 1956, 88 percent of China’s peasant households 
were organized into advanced cooperatives. 
Urban socialist changes. Mao combined this massive 

transformation of the agricultural sector with a call for the 
“socialist transformation” of industry and commerce, in 
which the government would become, in effect, the major 
partner. In Chinese Communist fashion, this change was 
not simply decreed from above. Rather, extreme pressures 
were put on private merchants and capitalists in late 1955 
to “volunteer” their enterprises for transformation into 
“joint state-private” firms. The results were sometimes 
extraordinary. For example, all the capitalists in a given 
trade (such as textiles) would parade together to CCP 
headquarters to the beat of gongs and the sound of fire- 
crackers. Once there, they would present a petition to the 
government, asking that the major interest in their firms 
be bought out at the rate that the government deemed 
appropriate. The government would graciously agree. 
Such actions can be understood against the background 

of the experiences of the capitalists in the previous few 
years. The Five-Anti campaign of 1952 had terrorized 
many of them and had left most of them deeply in debt to 
the government, owing purported back taxes and financial 
penalties. In any case, the state sector of the economy and 
state controls over banking had increased to such a degree 
that the capitalists relied heavily on the government for the 
contracts and business necessary to keep from bankruptcy. 
After the Five-Anti campaign, the government extended 
the reach of its trade unions into the larger capitalist en- 
terprises, and the “joint labour-management” committees 
set up under government pressure in those firms usurped 
much of the power that the capitalists formerly had ex- 
ercised. Thus, many Chinese capitalists saw the socialist 
transformation of 1955-56 as an almost welcome develop- 
ment since it secured their position with the government 
while costing them little in money or power. 
Political developments. The socialist transformation of 

agriculture, industry, and commerce thus went relatively 
smoothly. Nevertheless, changes of this sort could not 
take place without considerable tensions. Many peasants 
streamed into the cities in 1956-57 to escape the new 
cooperatives and to seek employment in the rapidly ex- 
panding state-run factories, where government policy kept 
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wages rising rapidly. China’s urban population mush- 
roomed from 77,000,000 in 1953 to 99,500,000 by 1957. 
Several problems also became increasingly pressing. First, 

CCP leaders found that the agricultural sector was not 
growing fast enough to provide additional capital for its 
own development and to feed the workers of the cities. 
Until then, agricultural policy had attempted to wring 
large production increases out of changes in organization 
and land ownership, with little capital investment. By 
1956-57 this policy was shown to be inadequate. 
Second, Soviet assistance had been made available to 

China as loans, not grants. After 1956 China had to repay 
more each year than it borrowed in new funds. Thus, the 
Chinese could no longer count on Moscow for net capital 
accumulation in its industrialization drive. 
Third, the vastly expanded governmental responsibility 

for managing the country’s urban firms and commerce 
required far more experts than before. For this, the lead- 
ership tried to resolve the increasingly severe strains that 
had characterized the relationship between the country’s 
intellectuals (including technical specialists) and the CCP. 
The leadership’s policies in the past had reflected much 

ambivalence toward the intelligentsia—on the one hand it 
had required their services and prestige, but on the other 
it had suspected that many were untrustworthy, coming 
from urban and bourgeois backgrounds and often hav- 
ing close family and other personal ties with the KMT. 
After 1949 and particularly during the first part of the 
Korean War, the Central Committee launched a major 

campaign to reeducate teachers and scientists and to dis- 
credit Western-oriented scholarship. In 1951 the emphasis 
shifted from general campaigns to self-reform; in 1955 it 
shifted once again to an intensive thought-reform move- 
ment, following the purge of Hu Feng, until then the 
party’s leading spokesman on art and literature. This latter 
movement coincided with the denunciation of a scholarly 
study of the Dream of the Red Chamber, an 18th-century 
novel of tragic love and declining fortunes in a Chinese 
family. Literature without a clear class moral received blis- 
tering criticism, as did any hint that the party should not 
command art and literature—a theme identified with the 
ousted Hu Feng—and “Hu Feng elements” were exposed 
among intellectuals in schools, factories, and cooperatives. 
The intensity of these attacks slackened in early 1956. 

Party leaders publicly discussed the role of intellectuals in 
the new tasks of national construction and adopted the 
line of “Let a hundred flowers blossom, a hundred schools 
of thought contend.” Because intellectuals in China in- 
cluded high school graduates as well as those with college 
or advanced professional training, the policy affected a 
vast number of people. The “hundred flowers” line ex- 
plicitly encouraged “free-ranging” discussion and inquiry, 
with the explicit assumption that this would prove the 
superiority of Marxism-Leninism and speed the conver- 
sion of intellectuals to Communism. Their response was 
gradual and cautious to the party’s invitation for free 
discussion and criticism. Instead of embracing Marxism, 
moreover, many used the opportunity to translate and 
discuss Western works and ideas and blithely debated 
“reactionary” doctrines at the very moment Hungarian 
intellectuals were triggering a wave of anti-Communist 
sentiment in Budapest. 
Following this initial phase of the Hundred Flowers 

Campaign, Mao Zedong issued what was perhaps his most 
famous post-1949 speech “On the Correct Handling of 
Contradictions Among the People” (Feb. 27, 1957). Its 
essential message was ambiguous. He stressed the im- 
portance of resolving “nonantagonistic contradictions” by 
methods of persuasion, but he stated that “democratic” 
methods of resolution would have to be consistent with 
centralism and discipline. He left it unclear when a con- 
tradiction might become an “antagonistic” and no-holds- 
barred struggle. The final authoritative version of this 
speech contained explicit limits on the conduct of debate 
that had been absent in the original. According to this 
version, the party would judge words and actions to be 
correct only if they united the populace, were beneficial to 
socialism, strengthened the state dictatorship, consolidated 
organizations, especially the party, and generally helped 
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strengthen international Communism. These textual ma- 
nipulations, moreover, led to an unresolved controversy 
concerning the initial intent of Mao’s speech. 
The leadership’s explanation was that Mao had set out to 

trap the dangerous elements among the intellectuals by en- 
couraging their criticism of the party and government. An 
alternative view was that the leaders used the metaphor of 
the trap to rationalize their reaction to the unanticipated 
criticism, popular demonstrations, and general antiparty 
sentiments expressed in the late spring, when the term 
“hundred flowers” gained international currency. What- 
ever the correct explanation for these significant textual 
changes, the Communist leaders had encouraged free crit- 
icism of the party and its programs, and they had then 
turned on their critics as rightists and counterrevolution- 
aries. In June non-Communists who had thrown caution 
to the winds reaped the full fury of retaliation in an anti- 
rightist campaign. The intellectuals who had responded to 
Mao’s call for open criticism were the first victims, but 
the movement quickly spread beyond that group to engulf 
many specialists in the government bureaucracy and state- 
run firms. By the fall the fury of the campaign began to 
turn toward the countryside, and those, especially among 
the rural cadres, who had remained unenthusiastic about 
the “high tide” of agricultural change came under fire 
and were removed. The spreading antirightist campaign 
then inspired fear in those who wanted a slower, more 

pragmatic approach to development and shifted the initia- 
tive to others who, like Mao, believed that the solutions 

to China’s core problems lay in a major break with the 
incrementalist Soviet strategy and in a bold new set of 
distinctly Chinese ideas. International events dovetailed 
with this basic thrust by the winter of 1957-58. 
Foreign policy. While taking their principal cues in their 

foreign policies from domestic developments and gener- 
ally adhering to the initial pro-Soviet line, the Chinese 
began to act—on the basis of several important lessons 
gained during the Korean struggle—to reduce Peking’s 
militant and isolationist attitudes in international affairs. 
Peking had recognized that the great costs of the war, the 
questionable reliability of Soviet military backing, and the 
danger of direct U.S. retaliation against China had come 
close to threatening its very existence. Although in preserv- 
ing North Korea as a Communist state China had attained 
its principal strategic objective, its leaders understood the 
costs and risks involved and were determined to exercise 
a greater caution in their international dealings. Another 
lesson was that the neutralist states in Asia and Africa 
were not Western puppets, and it was politically profitable 
to promote friendly relations with them. These lessons, as 
reinforced by domestic considerations, led China to take a 
conciliatory role in the Geneva Conference on Indochina 
in 1954 and to try to normalize its foreign relations. 
Premier Zhou Enlai symbolized China’s more active 

diplomatic role at the Asian-African Conference held at 
Bandung, Indon., in April 1955. His slogan was “unity 
with all,” according to the line of peaceful coexistence. 
This “Bandung line” associated with Zhou gained world- 
wide attention when he told the Bandung delegates that 
his government was fully prepared to achieve normal rela- 
tions with all countries, including the United States. As a 
result of his initiative, ambassadorial talks between China 
and the United States were begun. 

Between 1955 and 1957, however, changes in Soviet and 

U.S. policies caused Chinese leaders to doubt the valid- 
ity of this more cautious and conciliatory foreign policy. 
At the 20th Congress of the Soviet Communist Party 
in 1956, Party Secretary Nikita Khrushchey announced 
a de-Stalinization policy. This development angered Mao 
Zedong for two reasons: he thought, correctly, that it 
would undermine Soviet prestige, with potentially dan- 
gerous consequences in eastern Europe, and he chafed 
at Khrushchev’s warning to other Communist parties not 
to let a willful leader have his way unchecked. Thus, a 
new situation in Sino-Soviet relations began to emerge, in 
which antagonisms based on different national traditions, 
revolutionary experiences, and levels of development that 
had previously been glossed over broke through to the 
surface. 

Chinese leaders—Mao foremost among them but by 
no means alone—now began to question the wisdom of 
closely following the Soviet model. Economic difficulties 
provided a major set of reasons for moving away from that 
model, and increasing mutual distrust exacerbated the sit- 
uation. Nevertheless, at the end of 1957 the Soviet Union 
evidently agreed to provide China with the technical assis- 
tance needed to make an atomic bomb, and during 1958 
the Soviet Union increased its level of aid to China. In the 
final analysis, however, the spiral of deterioration in Sino- 
Soviet relations proved impossible to reverse. 
China adopted a new, more militant foreign policy that 

can be traced most clearly to Mao’s statement during a 
Moscow trip in November 1957 that the “East wind pre- 
vails over the West wind.” This implied a return to mili- 
tant struggle. According to some estimates, the change in 
line was necessitated by the U.S. buildup of anti-Commu- 
nist regimes to encircle China and by the lack of major 
gains in peaceful coexistence with Third World neutrals. 
Other analysts argue that Mao regarded the launching of 
a Soviet space vehicle (October 1957) and the Sino-Soviet 
nuclear-sharing agreement as indications that the balance 
of world forces had changed in favour of Communism. 
New directions in national policy, 1958-61. The pres- 

sures behind the dramatic inauguration in 1958 of “Three 
Red Banners”—the general line of socialist construction, 
the Great Leap Forward, and the rural people’s com- 

munes—are still not fully known. Undoubtedly, a complex 
mixture of forces came into play. Mao personally felt in- 
creasingly uncomfortable with the alliance with the Soviet 
Union and with the social and political ramifications of 
the Soviet model of development. On ideological grounds 
and because it shifted policy away from his personal politi- 
cal strengths, Mao disliked the Soviet system of centralized 
control by large government ministries, substantial social 
stratification, and strong urban bias. In addition, the So- 

viet model assumed that agricultural surplus need only be 
captured by the government and made to serve urban de- 
velopment. This was true for the Soviet Union in the late 
1920s, when the model was developed, but the situation 
in China was different. Chinese policy had to devise a way 
first to create an agricultural surplus and then to take a 
large part of it to serve urban growth. The Soviet model 
also rested on implicit assumptions about the energy and 
transportation sectors that were not compatible with the 
Chinese realities of the 1950s. 
To some extent, obscure political battles also became 

caught up in the debates over Chinese development strate- 
gies. In the spring of 1958, for example, Mao Zedong 
elevated Marshal Lin Biao (Lin Piao) to a higher position 
in the CCP than that held by Defense Minister Peng 
Dehuai (P’eng Te-huai). At the same time, Mao initiated 
a critique of China’s slavish copying of Soviet military 
strategy. Peng bore the brunt of this criticism because he 
had advocated close military ties with the Soviet Union. 
Overall, the radicalization of policy that led to the Great 

Leap Forward can be traced back to the antirightist cam- 
paign of 1957 and a major meeting of China’s leaders at 
the resort city of Tsingtao in October of that year. By the 
time of another central meeting—this one in Nan-ning 
in January 1958—Mao felt confident enough to launch a 
blistering critique of the domination of economic policy 
by the State Council and its subordinate ministries. The 
best available evidence suggests that almost all of the top 
leaders supported Mao as he developed a series of ini- 
tiatives that eventually produced the Great Leap strategy 
and the people’s communes. The only major exceptions 
appear to have been Zhou Enlai and Chen Yun (Ch’en 
Yun), a force in Chinese economic policy; both faded 
from the public eye in 1958 only to be brought back into 
active roles as the Great Leap faltered in 1959. 
The general line of socialist construction and the Great 

Leap Forward were announced at the second session of the 
Eighth Party Congress (May 1958), which concentrated as 
much on political slogans as on specific objectives. Special 
emphasis was placed on political guidance by party cadres 
of the country’s scientists and technicians, who were 
viewed as potentially dangerous unless they would become 
fully “Red and expert.” The progressive indoctrination 
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of experts would be paralleled by introductory technical 
training for cadres, thereby in theory transforming the en- 
tire elite into political-technical generalists. The Congress 
of 1958 called for a bold form of ideological leadership 
that could unleash a “leap forward” in technical inno- 
vation and economic output. To link the new generalist 
leaders and the masses, emphasis fell on sending cadres 
to the lower levels (Asia-fang) for firsthand experience and 
manual labour and for practical political indoctrination. 
The Great Leap Forward involved an enormous amount 

of experimentation. It had no detailed blueprint, but there 
were some underlying strategic principles. There was a 
general reliance on a combination of ideological and orga- 
nizational techniques to overcome seemingly insuperable 
obstacles that was focused on the countryside and that 
drew from policies of the 1930s and ’40s. The basic idea 
was to convert the massive labour surplus in China’s hin- 
terlands into a huge production force through a radical 
reorganization of rural production. The search for the best 
organizational form to achieve this result led in August 
1958 to popularization of the “people’s commune,” a huge 
rural unit that pooled the labour of tens of thousands of 
peasants from different villages in order to increase agri- 
cultural production, engage in local industrial production, 
enhance the availability of rural schooling, and organize 
a local militia force in accordance with Mao’s preferred 
national military strategy of combining the deterrence of 
an atomic bomb with guerrilla warfare. 
Mao believed that through these radical organizational 

changes, combined with adequate political mobilization 
techniques, the Chinese countryside could be made to 
provide the resources both for its own development and 
for the continuing rapid development of the heavy indus- 
trial sector in the cities. Through this strategy of “walking 
on two legs,” China could obtain the simultaneous de- 
velopment of industry and agriculture and, within the 
urban sector, of both large- and small-scale industry. If it 
worked, this would resolve the dilemma of an agricultural 
bottleneck that had seemed to loom large on the horizon 
as of 1957. It would, however, involve a major departure 
from the Soviet model, which would predictably lead to 
increased tensions between Peking and Moscow. 
Largely because of unusually good weather, 1958 was an 

exceptionally good year for agricultural output. But, by the 
end of that year, the top CCP leadership sensed that some 
major problems demanded immediate attention. Initial 
optimism had led peasants in many areas to eat far more 
than they usually would have, and stocks of grain for the 
winter and spring months threatened to fall dangerously 
low. In addition, reports of sporadic peasant unrest cast 
some doubt on the rosy picture being presented to the 
leaders by their own statistical system, the accuracy of 
which, in turn, came into question. 
The fall harvest of 1958 had not been as large as expected, 

and in February and March 1959 Mao Zedong began to 
call for appropriate adjustments to make policies more 
realistic without abandoning the Great Leap as a whole. 
Mao emerged as one of the most forceful advocates of 
scaling back the Great Leap in order to avert a potential 
disaster. He faced substantial resistance from provincial 
CCP leaders whose powers had been greatly increased as 
part of the Great Leap strategy. A meeting at Lu-shan 
in the summer of 1959 produced an unanticipated and 
ultimately highly destructive outcome. Defense Minister 
Peng Dehuai raised a range of criticisms of the Great 
Leap, based in large part on his own investigations. He 
summed these up in a letter that he sent to Mao during 
the conference. Mao waited eight days to respond to the 
letter and then attacked Peng for “right deviationism” and 
demanded the purge of Peng and all his followers. 
The Lu-shan Conference resulted in several major de- 

cisions: Peng Dehuai was replaced with Lin Biao, who 
would later be marked for succession to Mao’s position of 
CCP chairman; the Great Leap Forward was scaled back; 
and a political campaign was launched to identify and re- 
move all “rightist” elements. The third decision effectively 
canceled the second, as party officials refused to scale back 

the Great Leap for fear of being labeled as “rightists.” The 
net effect was to produce a “second leap”—a new radical 
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upsurge in policy that was not corrected until it produced 
results so disastrous that they called into question the very 
viability of the Communist system. 
The CCP celebrated the 10th anniversary of national 

victory in October 1959 in a state of near euphoria. The 
weather turned in 1959, however, and during the next two 
years China experienced a severe combination of floods 
and drought. Although the economy was in serious trouble 
by mid-1960, the Chinese leaders sharpened their debate 
with Moscow. In April 1960, on the occasion of Lenin’s 

90th birthday, for example, Peking published an article 
that contained a slightly veiled critique of Soviet foreign 
policy, arguing that the Soviets had become soft on im- 
perialism. Khrushchev reacted with a rapid withdrawal of 
all Soviet technicians and assistance that July. (When he 
quietly offered to return them that November, his offer 
was refused.) 
Despite the importance of these difficulties, China’s worst 

problem was bad policy. The people’s communes were 

too large to be effective, they ignored age-old marketing 
patterns in the countryside, and they required adminis- 
trative and transport resources that did not exist. Their 

structure and means of allocating resources removed al- 

most all incentive to work, and the breakdown in the 
statistical system meant that the top leaders had grossly 
erroneous ideas about what was occurring. Thus, even 
after massive starvation had beset many rural areas, the 

orders from above continued to demand large-scale pro- 
curement of foodstuffs. The rural cadres were so afraid of 
being branded rightist that they followed these unrealis- 
tic orders, thus deepening the famine. By 1961 the rural 
disaster caught up with the cities, and urban industrial 
output plummeted by more than 25 percent. As an emer- 
gency measure, nearly 30,000,000 urban residents were 
sent back to the countryside because they could no longer 
be fed in the cities. The Great Leap Forward had run its 
course and the system was in crisis. 
Readjustment and reaction, 1961-65. The years 1961- 

65 did not resemble the three previous ones, despite the 
persistence of radical labels and slogans. The Chinese 
themselves were loath to acknowledge the end of the Great 
Leap period, declaring the validity of the general line of 
socialist construction and its international revolutionary 
corollary for one and all. 
Reality can be seen, however, in the increasing role of 

the Chinese military and security personnel. At a top-level 
meeting of the Military Affairs Committee in October 1960 
and at one of the rare plenary sessions of the party’s Cen- 
tral Committee the following January, the elite gave the 
highest priority to the restoration of security and national 
order. Party recruitment procedures were tightened, and a 
major thought-reform movement was launched within the 
cadres’ ranks. The Central Committee also established six 
supraprovincial regional bureaus charged with enforcing 
obedience to Peking and bringing the new procedures for 
control into line with local conditions. The army, now 
firmly under Lin Biao, took the lead, beginning with a 
“purification” movement against dissidents within its own 
ranks. Throughout 1961 and most of 1962 the central 
officials worked to consolidate their power and to restore 
faith in their leadership and goals. 
By January 1962 Mao had, as he later put it, moved to 

the “second line” to concentrate “on dealing with ques- 
tions of the direction, policy, and line of the party and 
the state.” The “first-line” administrative and day-by-day 
direction of the state had been given to Liu Shaogi, who 
had assumed the chairmanship of the People’s Republic 
of China in 1959 (though Mao retained his position of 
party chairman); additional responsibilities in the first line 
were given to Deng Xiaoping (Teng Hsiao-p’ing), another 
tough-minded organizer who, as general secretary, was the 
party’s top administrator. By 1962 Mao had apparently 
begun to conclude that the techniques used by these com- 
rades in the first line not only violated the basic thrust 
of the revolutionary tradition but also formed a pattern 
of error that mirrored what he viewed as the “modern 
revisionism” of the Soviet Union. 
Under Liu and Deng, the CCP during 1960-61 devel- 

oped a series of documents in major policy areas to try to 
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bring the country out of the rapidly growing crisis. In most 
instances, the drafting of these documents was done with 
the assistance of experts who had been reviled during the 
Great Leap Forward. These documents marked a major 

retreat from Great Leap radicalism. The communes were 
to be reduced on the average by about two-thirds so as 
to make them small enough to link peasants’ efforts more 
clearly with their remuneration. Indeed, by 1962 in many 
areas of rural China the collective system in agriculture 
had broken down completely and individual farming was 
revived. Policy toward literature, art, and motion pictures 
permitted a “thaw” involving treatment of a far broader 
range of subjects and revival of many older, prerevo- 
lutionary artistic forms. The new program in industry 
strengthened the hands of managers and made a work- 
er’s efforts more closely attuned to his rewards. Similar 
policies were adopted in other areas. In general, over the 
years 1961-65 a remarkable job of reviving the economy 
succeeded in at least regaining the level of output of 1957 
in almost all sectors. 
These policies raised basic questions about the future 

direction of the revolution. While almost all top CCP lead- 
ers had supported the launching of the Great Leap, there 
was disagreement over the lessons to be learned from the 
movement’s dramatic failure. The Great Leap had been 
intended both as a means of accelerating economic devel- 
opment and as a vehicle for achieving a mass ideological 
transformation. All leaders agreed in its aftermath that 
a mobilization approach to economic development was 
no longer appropriate to China’s conditions. Most also 
concluded that the age of mass political campaigns as an 
instrument to remold the thinking of the public was past. 
Mao and a few of his supporters, however, still viewed 
class struggle and mass mobilization as core ingredients in 
keeping the revolutionary vision alive. 

Mao personally lost considerable prestige over the failure 
of the Great Leap—and the party’s political and orga- 
nizational apparatus was damaged—but he remained the 
most powerful individual in China. He proved able time 
and again to enforce his will on the issues that he deemed 
to be of top priority. Claims made during the Cultural 
Revolution that Mao had been pushed aside and ignored 
during 1962-65 are not supported by the evidence. 
Mao was in fact deeply troubled as he contemplated 

China’s situation during 1961-65. He perceived the So- 
viet Socialist revolution in the years after Stalin’s death 
in 1953 to have degenerated into “social imperialism.” 
Mao evidently had been shocked by these developments 
in the Soviet Union, and the revelation made him look at 
events in China from a new vantage point. Mao became 
convinced that China, too, was headed down the road 
toward revisionism. He used class struggle and ideological 
campaigns, as well as concrete policies in various areas, 
to try to prevent and reverse this slide into revolutionary 
purgatory. Mao’s nightmare about revisionism played an 
increasing role in structuring politics in the mid-1960s. 
Mao was not the only leader who harboured doubts 

about the trends in the recovery effort of 1961-65, Others 
gathered around him and tried to use their closeness to 
Mao as a vehicle for enhancing their political power. The 
key individuals involved were Mao’s political assistant of 
many years, Chen Boda (Ch’en Po-ta), who was an expert 
in the realm of ideology; Mao’s wife, Jiang Qing (Chiang 
Ch’ing), who had strong policy views in the cultural sphere; 
Kang Sheng (K’ang Sheng), whose strength lay both in 
his understanding of Soviet ideology and in his mastery 
of Soviet-style secret police techniques; and Lin Biao, who 
headed the military and tried to make it an ideal type 
of Maoist organization that combined effectiveness with 
ideological purity. Each of these people, in turn, had per- 
sonal networks and resources to bring to a coalition. While 
their goals and interests did not entirely coincide, they 
all could unite on two efforts—enhancing Mao’s power 
and upsetting Mao’s relations with Liu Shaoqi (then the 
likely successor to Mao), Deng Xiaoping, and most of the 
remainder of the party leadership. 
Mao took a number of initiatives in domestic and for- 

eign policy during the mid-1960s. At a major Central 
Committee plenum in September 1962 he insisted that 

“class struggle” remain high on the Chinese agenda, even 
as enormous efforts continued to be made to revive the 
economy. He also called for a campaign of “socialist edu- 
cation,” aimed primarily at reviving the demoralized party 
apparatus in the countryside. By 1964 he began to press 
hard to make the Chinese educational system less elitist 
by organizing “part-work, part-study” schools that would 
provide more vocational training. Throughout this period, 
foreign observers noted what appeared to be some tension 
between a continuing thread of radicalism in China’s pro- 
paganda and a strong pragmatic streak in the country’s 
actual domestic policies. 

The most important set of measures Mao took concerned 
the People’s Liberation Army (PLA), which he and Lin 
Biao tried to make into a model organization. Events on 
the Sino-Indian border in the fall of 1962 helped the PLA 
reestablish discipline and its image. From 1959 to 1962 
both India and China, initially as a by-product of the 
uprising in Tibet, resorted to military force along their 
disputed border. On Oct. 12, 1962, a week before the Chi- 
nese moved troops into disputed border territories, Indian 
Prime Minister Jawaharlal Nehru stated that the army was 
to free all Indian territory of “Chinese intruders.” In the 
conflict that followed, Peking’s regiments defeated the In- 
dian Army in the border region, penetrating well beyond 
it. The Chinese then withdrew from most of the invaded 
area and established a demilitarized zone on either side 
of the line of control. Most significantly, the leadership 
seized on the army’s victory and began to experiment with 
the possibility of using army heroes as the ideal types for 
popular emulation. 
Increasingly preoccupied with indoctrinating its heirs and 

harking back to revolutionary days, Peking’s leaders clos- 
est in outlook to Mao Zedong and Lin Biao viewed the 
soldier-Communist as the most suitable candidate for the 
second- and third-generation leadership. Army uniformity 
and discipline, it was seen, could transcend the divided 
classes, and all army men could be made to comply with 
the rigorous political standards set by Mao’s leadership. 
Lin Biao developed a simplified and dogmatized version 

of Mao’s thought, eventually published in the form of the 
“little red book,” Quotations from Chairman Mao, to pop- 
ularize Maoist ideology among the relatively uneducated 
military recruits. As the military forces under Lin increas- 
ingly showed that they could combine ideological purity 
with technical virtuosity, Mao tried to expand the PLA’s 
organizational authority and its political role. Beginning in 
1963, Mao called on all Chinese to “learn from the PLA.” 
Then, starting in 1964, Mao insisted that political depart- 
ments modeled on those in the PLA be established in all 
major government bureaucracies. In many cases, political 
workers from the PLA itself staffed these new bodies, thus 
effectively penetrating the civilian government apparatus. 
Other efforts, such as a national propaganda campaign to 
learn from a purported army hero, Lei Feng, also con- 
tributed to enhancement of the PLA’s prestige. 
The militancy of subsequent campaigns to learn from 

army heroes, or from the PLA as a whole, was echoed in 
international politics. In a tour of Africa in late 1963 and 
early 1964, Zhou Enlai startled his hosts by calling for 
revolution in newly independent states and openly chal- 
lenged the Soviet Union for the leadership of the Third 
World. Simultaneously, China challenged the U.S. system 
of alliances by establishing formal relations with France 
and challenged the Soviet Union’s system by forming 
closer ties with Albania. 
Peking’s main target was Moscow. A Soviet-U.S. crisis in 

Cuba (October 1962) had coincided with the Sino-Indian 
struggle, and in both cases the Chinese believed the Soviet 
Union had acted unreliably and had become “capitula- 
tors” of the worst sort. For the next months polemicists in 
Peking and Moscow publicly engaged in barbed exchanges. 
When the Soviet Union signed a partial Nuclear Test-Ban 
Treaty with the United States and Great Britain in July 
1963, Chinese articles accused the Soviets of joining an 
anti-Chinese conspiracy. Confronted by this new strategic 
situation, the Chinese shifted their priorities to support 
an antiforeign line and to promote the country’s “self- 
reliance.” Mao’s calls for “revolutionization” acquired a 
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more nationalistic aspect, and the PLA assumed an even 
larger place in Chinese political life. 
These many-sided trends seemed to collide in 1963 and 

1964. With the split in the international Communist 
movement, the party in late 1963 called on intellectuals, 
including those in the cultural sphere, to undertake a ma- 
jor reformulation of their academic disciplines to support 
China’s new international role. The initial assignment 
for this reformulation fell to Zhou Yang (Chou Yang), 
a party intellectual and deputy director of the Central 
Committee’s Propaganda Department, who tried to enlist 
China’s intellectuals in the ideological war against Soviet 
revisionism and in the struggle for ngidly pure political 
standards. (Less than three years later, however, Zhou 
Yang was purged as a revisionist, and many intellectuals 
were condemned as Mao Zedong’s opponents.) 

Closely connected with the concerns of the intellectuals 
were those relating to the party and the Communist Youth 
League. A drive began to cultivate what one author called 
“newborn forces,” and by mid-1964 young urban intel- 
lectuals were embroiled in a major effort by the Central 
Committee to promote those forces within the party and 
league; meanwhile their rural cousins were buffeted by 
moves to keep the socialist education campaign under the 
party’s organizational control through the use of “work 
teams” and a cadre-rectification movement. 
Mao in the summer of 1964 wrote a document entitled 

“On Khrushchev’s Phony Communism and Its Historical 
Lessons for the World,” which summarized most of Mao’s 

doctrinal principles on contradiction, class struggle, and 
political structure and operation. This summary provided 
the basis for the reeducation (“revolutionization”) of all 
youth hoping to succeed to the revolutionary cause. This 
high tide of revolutionization lasted until early August, 
when U.S. air strikes on North Vietnam raised the spectre 
of war on China’s southern border. A yearlong debate 
followed on the wisdom of conducting disruptive political 
campaigns during periods of external threat. 
This period has come to be interpreted as a time of major 

decision within China. One ingredient of the debate was 
whether to prepare rapidly for conventional war against 
the United States or to continue the revolutionization of 
Chinese society, which in Mao’s view had fundamental, 

long-term importance for China’s security. Those who 
argued for a postponement of the internal political strug- 
gle supported more conventional strategies for economic 
development and took seriously Soviet calls for “united 
action” in Vietnam and the establishment of closer Sino- 
Soviet ties. Their position, it was later alleged, received the 
backing of the general staff. With the dispatch of about 
50,000 logistic personnel to Vietnam after February 1965, 
factional lines began to divide the military forces accord- 
ing to ideological or national-security preferences. 
Meanwhile, some members tried to restore rigid domes- 

tic controls. Where Mao in May 1963 had. called for 
an upsurge in revolutionary struggle, other leaders in the 
following September circumscribed the area of cadre ini- 
tiative and permitted a free-market system and private 
ownership of rural plots to flourish. A stifling of the revo- 
lutionary upsurge was supposedly evident in regulations of 
June 1964 for the organization of poor and lower-middle- 
peasant associations, and by early 1965 Mao could point 
to bureaucratic tendencies throughout the rural areas. In 
a famous document on problems arising in the course of 
the socialist education campaign, usually referred to as the 
“Twenty-three Articles,” Mao in January 1965 stated, for 
the first time, that the principal enemy was to be found 
within the party and once more proclaimed the urgency 
of class struggle and mass-line politics. 
It was in this period of emphasis on self-reliant struggle 

that China acquired nuclear weapons. Although the So- 
viet Union supported Chinese nuclear aims for a time, 
this effort was taken over completely by the Chinese after 
June 1959. By 1964 the costs of the program had forced 
a substantial reduction in other defense costs. China’s 
first atomic explosion (Oct. 16, 1964) affected the debate 
by appearing to support Mao’s contention that domestic 
revolutionization would in no way jeopardize long-term 
power aspirations and defense capabilities. 
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Mao’s military thinking, a product of his own civil war 
experiences and an essential component of his ideology, 
stressed the importance of people’s war during the tran- 

sition to nuclear status. He felt that preparation for such 
a war could turn China’s weaknesses into military assets 
and reduce its vulnerability. Mao’s view of people’s war 
belittled the might of modern advanced weapons as “pa- 
per tigers” but recognized that China’s strategic inferiority 
subjected it to dangers largely beyond its control. His 
reasoning thus made a virtue out of necessity in the short 
run, when China would have to depend on its superior 
numbers and the morale of its people to defeat any in- 
vader. In the long run, however, he held that China would 
have to have nuclear weapons to deprive the superpowers 
of their blackmail potential and to deter their aggression 
against smaller states. 
Lin Biao repeated Mao’s position on people’s war, 

further arguing that popular insurrections against non- 
Communist governments could succeed only if they took 
place without substantial foreign assistance. To the extent 
that indigenous rebels came to depend on outside sup- 
port, inevitably their bonds with the local populace would 
be weakened. When this happened, the rebellion would 
wither for lack of support. On the other hand, the hard- 
ships imposed by relying on indigenous resources would 
stimulate the comradeship and the ingenuity of the insur- 
gents. Equally important, Lin’s statement also indicated a 
high-level decision for China to remain on the defensive. 
Lin’s speech coincided with yet another secret working 

conference of the Central Committee, in which the Maoist 

group reissued its call for cultural revolutionization, this 
time convinced that the effort of 1964 had been delib- 
erately sabotaged by senior party and military officials. 
Initiated by Mao Zedong and Lin Biao, the purge first 
struck dissident army leaders, especially the chief of staff; 
and as the power struggle began, China turned its back 
on the war in Vietnam and other external affairs. The 
September meeting may be taken as a clear harbinger of 
the Great Proletarian Cultural Revolution. 

THE CULTURAL REVOLUTION, 1966-76 

As the clash over issues in the autumn of 1965 became 
polarized, the army initially provided the battleground. 
The issues concerned differences over policy directions 
and their implications for the organization of power and 
the qualifications of senior officials to lead. Much of the 
struggle went on behind the scenes; in public it took the 
form of personal vilification and ritualized exposés of di- 
vergent worldviews or, inevitably, “two lines” of policy. 
Lin Biao, in calling for the creative study and application 
of Mao’s thought in November and at a meeting of mili- 
tary commissars the following January, consistently placed 
the army’s mission in the context of the national ideologi- 
cal and power struggle. In these critical months the base of 
operations for Mao and Lin was the large eastern Chinese 
city of Shanghai; and newspapers published in that city, 
especially the Liberation Army Daily, carried the public 
attacks on the targets selected. 
Attacks on cultural figures. The first target was the 

historian Wu Han, who doubled as the deputy mayor of 
Peking. In a play, Wu supposedly had used allegorical 
devices to lampoon Mao and laud the deposed former 
minister of defense, Peng Dehuai. The denunciation of Wu 

and his play on Nov. 10, 1965, constituted the opening 
volley in an assault on cultural figures and their thoughts. 
As the Cultural Revolution gained momentum, Mao 

turned for support to the youth as well as the army. In 
seeking to create a new system of education that would 
eliminate differences between town and country, workers 
and peasants, and mental and manual labour, Mao struck 

a responsive chord within the youth; it was their response 
that later provided, him with his best shock troops. As a 
principal purpose, the Cultural Revolution was launched 
to revitalize revolutionary values for the successor genera- 
tion of Chinese young people. 
During the spring of 1966 the attack against authors, 

scholars, and propagandists emphasized the cultural di- 
mension of the Cultural Revolution. Increasingly it was 
hinted that behind the visible targets lay a sinister “black 
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gang” in the fields of education and propaganda and high 

up in party circles. Removal of Peng Zhen (P’eng Chen) 
and Lu Dingyi (Lu Ting-yi) and subsequently of Zhou 

Yang, then tsar of the arts and literature, indicated that 
this was to be a thoroughgoing purge. Clearly, a second 
purpose of the Cultural Revolution would be the elimi- 

nation of leading cadres whom Mao held responsible for 
past ideological sins and alleged errors in judgment. 

Attacks on party members. Gradual transference of the 
revolution to top echelons of the party was managed by 

a group centred on Mao Zedong, Lin Biao, Jiang Qing, 

Kang Sheng, and Chen Boda. In May 1966 Mao secretly 
assigned major responsibilities to the army in cultural 

and educational affairs. Another purpose of the Cultural 
Revolution, as then conceived, would be a “revolution 

in the superstructure”: a transformation from a bureau- 
cratically run machine to a more popularly based system 

led personally by Mao and a simplified administration 
under his control. 

Following the May instructions, the educational system 

received priority. “Big-character posters,’ or large wall 

newspapers (fa-tzu-pao), spread from the principal cam- 

puses in Peking throughout the land. University officials 
and professors were singled out for criticism, while their 
students, encouraged by the central authorities, held mass 

meetings and began to organize. In June the government 

dropped examinations for university admissions and called 
for a reform of entrance procedures and a delay in reopen- 
ing the campuses. Party officials and their wives circulated 
among the campuses to gain favour and to obstruct their 

opponents. Intrigue and political maneuvering dominated, 
although political lines were not at first sharply drawn or 
even well understood. The centres of this activity were 
Peking’s schools and the inner councils of the Central 
Committee; the students were the activists in a game they 
did not fully comprehend. 

This phase of the Cultural Revolution ended in August 
1966 with the convening of a plenary session of the Cen- 
tral Committee. Mao issued his own big-character poster 
to “Bombard the Headquarters,” a call for the denuncia- 
tion and removal of senior officials, and a 16-point Cen- 
tral Committee decision was issued, in which the broad 
outlines for the Cultural Revolution were laid down and 
supporters were rallied to the revolutionary banner. The 
immediate aim was to seize power from “bourgeois” au- 
thorities. The locus of the struggle would be their urban 
strongholds. Now more than ever, Mao’s thought became 
the “compass for action.” (J.W.Le./K.G.L.) 
Evidently fearing that China would develop along the 

lines of the Soviet revolution, and concerned about his 
own place in history, Mao threw China’s cities into tur- 
moil in a gigantic effort to reverse the historic processes 
then under way. He ultimately failed in his quest, but 
his efforts generated problems with which his successors 
would have to struggle for decades. Mao adopted four 
goals for his Cultural Revolution: to replace his designated 
successors with leaders more faithful to his current think- 
ing, to rectify the CCP, to provide China’s youth with 
a revolutionary experience, and to achieve specific policy 
changes to make the educational, health-care, and cultural 
systems less elitist. He initially pursued those goals through 
a massive mobilization of the country’s urban youths— 
organized in groups called the Red Guards—while order- 
ing the CCP and the PLA not to suppress the movement. 
When Mao formally launched the Cultural Revolution in 

August 1966, he had already shut down the schools, Dur- 
ing the following months he encouraged the Red Guards 
to attack all traditional values and “bourgeois” things and 
to put CCP officials to the test by publicly criticizing them. 
These attacks were known at the time as struggles against 
the Four Olds (i.e., old ideas, customs, culture, and habits 
of mind), and the movement quickly escalated to the com- 
mitting of outrages. Many elderly people and intellectuals 
were physically abused, and many died. Nonetheless, Mao 
believed that this mobilization of urban youths would be 
beneficial for them and that the CCP cadres they attacked 
would be better for the experience. 
Seizure of power. The period from mid-1966 to early 

1969 constituted the Red Guard phase of the Cultural 

Revolution, and these years in turn included several im- 

portant turning points. The latter half of 1966 witnessed 

not only the Red Guard mobilization (including Red 

Guard reviews of more than 1,000,000 youths at a time by 

Mao Zedong and Lin Biao in Peking) but also the removal 

from power of key Political Bureau (Politburo) leaders, 
most notably Pres. Liu Shaoqi and CCP General Secre- 

tary Deng Xiaoping. In October 1966 both Liu and Deng 

engaged in public self-criticism. Mao, however, rejected 
both acts as inadequate. At the same meeting, Mao heard 

bitter complaints from provincial party leaders about the 
chaos of the political campaign. While acknowledging the 
validity of much of what was said, Mao nevertheless de- 
clared that it would do more good than harm to let the 
Cultural Revolution continue for several more months. 
In January 1967 the movement began to produce the 

actual overthrow of provincial CCP committees and ini- 
tial attempts to construct new organs of political power to 

replace them. The first such “power seizure” took place in 
Shanghai and was followed by temporary confusion as to 
just what kind of new political structure should be estab- 
lished to replace the discredited municipal CCP and gov- 

ernment apparatuses. The final form adopted was called a 
“revolutionary committee,” and that appellation was given 
to Chinese government committees until the late 1970s. 
The chaos involved in the overthrow of the Shanghai 

authorities combined with political outrages throughout 
the country to lead many remaining top CCP leaders to 
call in February 1967 for a halt to the Cultural Revolu- 
tion. During this attempt to beat back radicalism, more 
conservative forces clamped down on Red Guard activism 
in numerous cities. The movement, dubbed the “February 
adverse current,” was quickly defeated and a new radi- 
cal upsurge began. Indeed, by the summer of 1967 large 

armed clashes occurred throughout urban China, and even 

Chinese embassies abroad experienced takeovers by their 
own Red Guards. The Red Guards splintered into zealous 
factions, each purporting to be the “true” representative 
of the thought of Mao Zedong. Mao’s own personal- 
ity cult, encouraged so as to provide momentum to the 
movement, assumed religious proportions. The resulting 
anarchy, terror, and paralysis threw the urban economy 
into a tailspin. Industrial production for 1968 dipped 12 
percent below that of 1966. 
During 1967 Mao called on the PLA under Lin Biao 

to step in on behalf of the Maoist Red Guards, but this 
politico-military task produced more division within the 
military than unified support for radical youths. Tensions 
surfaced in the summer, when Chen Zaidao (Ch’en Tsai- 
tao), a military commander in the key city of Wu-han, 
arrested two key radical CCP leaders. Faced with possible 
widespread revolt among local military commanders, Mao 
tilted toward the reestablishment of some order. 
In 1968 Mao decided to rebuild the CCP and bring things 

under greater control. The military dispatched officers and 
soldiers to take over schools, factories, and government 
agencies. The army simultaneously forced millions of ur- 
ban Red Guards to move to the hinterlands to live, thereby 
removing the most disruptive force from the cities. These 
drastic measures reflected Mao’s disillusionment with the 
Red Guards’ inability to overcome factional differences. 
The Soviet invasion of Czechoslovakia in August 1968, 
which greatly heightened China’s fears for its security, 
gave these measures added urgency. 
The end of the radical period. Thus in 1968 the society 

began to return to business, though not as usual. China’s 
regular schools began to reopen, although the number of 
students in higher institutions represented only a small 
percentage of those three years before. In July yet another 
of Mao’s “latest instructions” approved science and engi- 
neering education and called for the “return to produc- 
tion” of all graduates. In October 1968 a plenary session 
of the Central Committee met to call for the convening 
of a party congress and the rebuilding of the CCP appa- 
ratus. From that point on, the issue of who would inherit 
political power as the Cultural Revolution wound down 
became a central question of Chinese politics. (The answer 
came only with a coup against the radicals a month after 
Mao Zedong’s death on Sept. 9, 1976.) 
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China’s actions following the meeting of October 1968 
suggested the degree to which fear of a Soviet invasion 
contributed to the closing down of the Cultural Revolu- 
tion’s most radical phase. Almost immediately after the 
meeting, China called on the United States to resume 
ambassadorial-level talks in Warsaw. Peking also renewed 
its conventional diplomacy—it had reduced its level of 
ambassadorial representation abroad to a single ambas- 
sador in Egypt—and quickly sought to expand the range 
of countries with which it enjoyed diplomatic relations. 
China’s concern stemmed partly from the Soviet lead- 

ership’s articulation of the Brezhnev Doctrine in the 
wake of the invasion of Czechoslovakia. That doctrine 
explained the invasion in terms of the obligation of the 
Soviet Union and other Socialist countries to set things 
right if “scientific socialism” became threatened in any 
country in which a Communist Party had held power. To 
Peking’s horror, even Hanoi came out in support of this 
threatening posture. Moscow had long made clear that 
it believed that a “military-bureaucratic dictatorship” had 
seized power from the “true Communists” in Peking. To 
add to Peking’s concern, since 1966 the Soviet Union had 
been building up a sizable military force along the for- 
merly demilitarized Sino-Soviet border. While the forces 
deployed as of late 1968 were not adequate for a full-scale 
invasion of China, they certainly posed a serious menace, 
especially given the political division and social chaos that 
still prevailed in much of the country. 
When the Party Congress convened in Apmil 1969, it did 

so in the wake of two bloody Sino-Soviet border clashes 
that had occurred in early and mid-March. Written into 
the new party constitution was an unprecedented step— 
Defense Minister Lin Biao was named as Mao’s succes- 
sor—and the military tightened its grip on the entire 
society. Both the Central Committee and the new party 
committees being established throughout the country were 
dominated by military men. Indeed, less than 30 percent 
of the Eighth Central Committee members elected in 1956 
were reelected in 1969, and more than 40 percent of the 

members of the Ninth Central Committee chosen in 1969 
held military posts. 
Premier Zhou Enlai tried to cut back Lin Biao’s power 

and to relieve some of the threat to China’s security by 
engaging the Soviets in direct negotiations on the bor- 
der dispute. A series of serious military clashes along the 
border, culminating in a limited but sanguinary Soviet 
thrust several miles into the Uighur Autonomous Region 
of Sinkiang, heightened tensions. Zhou briefly met with 
Soviet Premier Aleksey Kosygin at the Peking airport in 
early September, and the two agreed to hold formal talks. 
Nevertheless, Lin Biao declared martial law and used it 
to rid himself of some of his potential rivals. Several lead- 
ers who had been purged during 1966-68, including Liu 
Shaoqi, died under the martial law regime of 1969, and 
many others suffered severely. 
Lin quickly encountered opposition, however. Mao be- 

came wary of a successor who seemed to want to assume 
power too quickly and began to maneuver against Lin. 
Premier Zhou Enlai joined forces with Mao in that effort, 
as possibly did Mao’s wife, Jiang Qing. Mao’s assistant, 
Chen Boda, decided to support Lin’s cause, however. 
Therefore, while in 1970-71 many measures were un- 
dertaken to bring order and normalcy back to society, 
increasingly severe strains split the top leadership. 
Social changes. By 1970 many of the stated goals of 

the Cultural Revolution had been translated into at least 
somewhat operational programs. These included initiatives 
designed to reduce what were termed the “three major 
differences”—those separating intellectual from manual 
labour, worker from peasant, and urban from rural. 

Many measures had been taken to make the educational 
system less elitist. The number of years at each level of 
schooling was shortened, and admission to a university be- 
came based on the recommendations of a student’s work 
unit rather than on competitive examination. All youths 
were required to engage in at least several years of man- 
ual labour before attending a university. Within schools, 
formal scholarship yielded in large measure to the study 
of politics and to vocational training. Examinations of the 
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traditional type were abolished, and stress was placed on 
collective study. The authority of teachers in the classroom 
was seriously eroded. These trends reached their most ex- 
treme form when a student in the Northeast was made a 
national hero by the radicals because he turned in a blank 
examination paper and criticized his teacher for having 
asked him the examination questions in the first place. 
Many bureaucrats were forced to leave the relative com- 

fort of their offices for a stint in “May 7 cadre schools,” 
usually farms run by a major urban unit. People from 
the urban unit had to live on the farm, typically in quite 
primitive conditions, for varying periods of time. (For 
some, this amounted to a number of years, although by 
about 1973 the time periods in general had been held to 
about six months to one year.) While on the farm the 
urban cadre would both engage in rigorous manual labour 
and undertake intensive, supervised study of ideology. The 
object was to reduce bureaucratic “airs.” 
Millions of Chinese youths were also sent to the coun- 

tryside during these years. Initially, these were primarily 
Red Guard activists, but the program soon achieved a 

more general character, and it became expected that most 
middle-school graduates would head to the countryside. 
While in the hinterlands, these young people were in- 
structed to “learn from the poor and lower middle peas- 
ants.” Quite a few of these people were merely sent to the 
counties immediately adjacent to the city from which they 
came. Others, however, were sent over very long distances. 
Large groups from Shanghai, for instance, were made to 
settle in Sinkiang. This rustication was, in theory, perma- 
nent, although the vast majority of these people managed 
to stream back to the cities in the late 1970s, after Mao’s 
death and the purge of his radical followers. 
The system of medical care was also revamped. Serious 

efforts were made to force urban-based medical staffs to 
devote more effort to serving the needs of the peasants. 
This involved both the reassignment of medical personnel 
to rural areas and, more importantly, a major attempt 
to provide short-term training to rural medical personnel 
called “barefoot doctors.” This latter initiative placed at 
least a minimal level of medical competence in many Chi- 
nese villages, and ideally the referral of more serious mat- 
ters would be made to higher levels. Another prong of the 
effort in the medical arena was to place relatively greater 
stress on the use of Chinese traditional medicine, which 
relied more heavily on locally available herbs and on such 
low-cost methods as acupuncture. Western medicine was 
simply too expensive and specialized to be used effectively 
throughout China’s vast hinterlands. 
The Cultural Revolution was primarily an urban political 

phenomenon, and thus it had a very uneven effect on the 
peasants. Some villages, especially those near major cities, 
became caught up in the turmoil, but many peasants living 
in more remote areas experienced less interference from 
higher-level bureaucratic authorities than would normally 
have been the case. 
Nevertheless, there were two dimensions of the Cultural 

Revolution that did seriously affect peasants’ lives. First, 
the country adopted a policy of encouraging local rural 
self-sufficiency in foodstuffs. This policy stemmed from 
ideological and security considerations, and it had begun 
before the onset of the Cultural Revolution. Its major 
consequence was a stress on grain production so great 
that a quite irrational and uneconomical cropping pattern 
emerged. Second, great stress was placed on separating 
income from the amount of work performed by a peasant. 
Pressure was applied to raise the unit of income distri- 
bution to the brigade rather than the team (the former 
was several times larger than the latter), and an increasing 
share of the collective income was to be distributed on the 
basis of welfare and political criteria rather than on the 
basis of the amount of work performed. 
Struggle for the premiership. As these programmatic 

aspects of the Cultural Revolution were being put into 
place and regularized, the political battle to determine 
who would inherit power at the top continued and inten- 
sified. Tensions first surfaced at a meeting of the Central 
Committee in the summer of 1970, when Chen Boda, 
Lin Biao, and their supporters made a series of remarks 
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that angered Mao Zedong. Mao then purged Chen as a 

warning to Lin. At the end of 1970 Mao also initiated 
a criticism of Lin’s top supporters in the military forces, 

calling them to task for their arrogance and unwillingness 

to listen to civilian authority. The situation intensified 

during the spring of 1971 until Lin Biao’s son, Lin Liguo 

(Lin Li-kuo), evidently began to put together plans for a 

possible coup against Mao should this prove the only way 

to save his father’s position. 
During this period, Zhou Enlai engaged in extremely 

delicate and secret diplomatic exchanges with the United 
States, and Mao agreed to a secret visit to Peking by 
the U.S. national security adviser Henry Kissinger in July 
1971. That visit was one of the most dramatic events 
of the postwar international arena. At a time when the 
Vietnam War continued to blaze, China and the United 
States took major steps toward reducing their mutual an- 
tagonism in the face of the Soviet threat. Lin Biao strongly 
opposed this opening to the United States—probably in 
part because it would strengthen the political hand of its 
key architect in China, Zhou Enlai—and the Kissinger 
visit thus amounted to a major defeat for Lin. 
Finally, in September 1971 Lin was killed in what the 

Chinese assert was an attempt to flee to the Soviet Union 
after an abortive assassination plot against Mao. Virtually 
the entire Chinese high military command was purged in 
the weeks following Lin’s death. 
Lin’s demise had a profoundly disillusioning effect on 

many people who had supported Mao during the Cultural 
Revolution. Lin had been the high priest of the Mao 
cult, and millions had gone through tortuous struggles to 
elevate this chosen successor to power and throw out his 

“revisionist” challengers. They had in this quest attacked 
and tortured respected teachers, abused elderly citizens, 
humiliated old revolutionaries, and, in many cases, battled 

former friends in bloody confrontations. The sordid details 
of Lin’s purported assassination plot and subsequent flight 
cast all this in the light of traditional, unprincipled power 
struggles, and untold millions concluded that they had 
simply been manipulated for personal political purposes. 
Initially, Zhou Enlai was the major beneficiary of Lin’s 

death, and from late 1971 through mid-1973 he tried to 
nudge the system back toward stability. He encouraged 
a revival and improvement of educational standards and 
brought numerous people back into office. China began 
again to increase its trade and other links with the outside 
world, while the domestic economy continued the forward 
momentum that had begun to build in 1969. Mao blessed 
these general moves but remained wary lest they call into 
question the basic value of having launched the Cultural 
Revolution in the first place. In Maoist thought it had 
always been possible for formerly wayward individuals to 
reform under pressure and again assume power. 
During 1972 Mao suffered a serious stroke, and Zhou 

learned that he had a fatal cancer. These developments 
highlighted the continued uncertainty over the succession. 
In early 1973 Zhou and Mao brought Deng Xiaoping back 
to power in the hope of grooming him as a successor. But 
Deng had been the second most important victim purged 
by the radicals during the Cultural Revolution, and his 
reemergence made Jiang Qing, by then head of the radi- 
cals, and her followers desperate to return things to a more 
radical path. From mid-1973 Chinese politics shifted back 
and forth between Jiang and her followers—later dubbed 
the Gang of Four—and the supporters of Zhou and Deng. 
The former group favoured political mobilization, class 
struggle, anti-intellectualism, egalitarianism, and xenopho- 
bia, while the latter promoted economic growth, stability, 
educational progress, and a pragmatic foreign policy. Mao 
tried unsuccessfully to maintain a balance among these 
different forces while continuing in vain to search for a 
suitable successor. 
The balance tipped back and forth—nudged by Mao first 

this way, then that—between the two groups. The radicals 
gained the upper hand from mid-1973 until mid-1974, 
during which time they whipped up a campaign that used 
criticism of Lin Biao and of Confucius as an allegorical 
vehicle for attacking Zhou and his policies. By July 1974, 
however, economic decline and increasing chaos made 

Mao shift back toward Zhou and Deng. With Zhou hospi- 
talized, Deng assumed increasing power from the summer 
of 1974 through the late fall of 1975. During this time 
Deng sought (with Zhou’s full support) to put the Four 
Modernizations (of agriculture, industry, science and tech- 
nology, and defense) at the top of the country’s agenda. 
To further this effort Deng continued to rehabilitate vic- 
tims of the Cultural Revolution, and he commissioned 
the drafting of an important group of documents much 
like those developed in 1960-62. They laid out the basic 
principles for work in the party, industry, and science and 
technology. Their core elements were anathema to the 
radicals, who used their power in the mass media and the 

propaganda apparatus to attack Deng’s efforts. 
The radicals finally convinced Mao that Deng’s policies 

would lead eventually to a repudiation of the Cultural 
Revolution and even of Mao himself. Mao therefore sanc- 
tioned criticism of these policies in the wall posters that 
were a favourite propaganda tool of the radicals. Zhou died 
in January 1976 and Deng delivered his eulogy. Deng then 
disappeared from public view and was formally purged 
(with Mao’s backing) in April. The immediate reason for 
Deng’s downfall was a group of massive demonstrations 
in Peking and other cities that took advantage of the 
traditional Ch’ing-ming festival to pay homage to Zhou’s 
memory and thereby challenge the radicals. 
In the immediate wake of Deng’s purge, many of his 

followers also fell from power, and a political campaign 
was launched to “criticize Deng Xiaoping and his right 
deviationist attempt to reverse correct verdicts [on people 
during the Cultural Revolution].” Only Mao’s death in 
September and the purge of the Gang of Four by a coali- 
tion of political, police, and military leaders in October 
1976 brought this effort to vilify Deng to a close. Although 
it was officially ended by the 11th Party Congress in Au- 
gust 1977, the Cultural Revolution had in fact concluded 
with Mao’s death and the purge of the Gang of Four. 
Consequences of the Cultural Revolution. Although the 

Cultural Revolution largely bypassed the vast majority of 
the people, who lived in the rural areas, it had very serious 
consequences for the Chinese system as a whole. In the 
short run, of course, the political instability and zigzags in 
economic policy produced slower economic growth and a 
decline in the capacity of the government to deliver goods 
and services. Officials at all levels of the political system 
had learned that future shifts in policy would jeopardize 
those who had aggressively implemented previous policy. 
The result was bureaucratic timidity. In addition, with the 

death of Mao and the end of the Cultural Revolution, 
nearly 3,000,000 CCP members and other citizens awaited 
reinstatement after having been wrongfully purged. 
Bold actions in the late 1970s went far toward coping 

with these immediate problems, but the Cultural Revolu- 
tion also left more serious, longer-term legacies. First, a 
severe generation gap had been created in which young 
adults had been denied an education and had been taught 
to redress grievances by taking to the streets. Second, there 
was corruption within the CCP and the government, as 
the terror and accompanying scarcities of goods during 
the Cultural Revolution had forced people to fall back on 
traditional personal relationships and on extortion in or- 
der to get things done. Third, the CCP leadership and the 
system itself suffered a loss of legitimacy when millions of 
urban Chinese became disillusioned by the obvious power 
plays that took place in the name of political principle in 
the early and mid-1970s. Fourth, bitter factionalism was 
rampant as members of rival Cultural Revolution factions 
shared the same work unit, each still looking for ways to 
undermine the power of the other. 

CHINA AFTER THE DEATH OF MAO 

Perhaps never before in human history had a political 
leader unleashed such massive forces against the system 
that he had created. The resulting damage to that system 
was profound, and the goals that Mao Zedong sought to 
achieve ultimately remained elusive. The agenda he left 
behind for his successors was extraordinarily challenging. 
Readjustment and recovery. Mao’s death and the purge 

of the Gang of Four left Hua Guofeng (Hua Kuo-feng), a 

Four 
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compromise candidate elevated by Mao after the purge of 
Deng Xiaoping, as the leader of China. Hua tried to con- 
solidate his position by stressing his ties to Mao and his 
fidelity to Mao’s ideas, but others in the top leadership 
wanted to move away from these issues, and Hua’s posi- 
tion eroded over the remainder of the decade. 
The ambivalent legacies of the Cultural Revolution were 

reflected in the members of the Political Bureau chosen 
just after the 11th Party Congress had convened in August 
1977. Like Hua Guofeng, almost half of the members 
were individuals whose careers had benefited from the 
Cultural Revolution; the other half were, like Deng Xiao- 

ping, the Cultural Revolution’s victims. The balance, how- 
ever, quickly shifted in favour of the latter group. 

Economic policy changes. In the late fall of 1976, the 
CCP leadership tried to bring some order to the country 

through a series of national conferences. They moved 
quickly to appeal to workers’ interests by reinstating wage 
bonuses. The economy had stagnated in 1976 largely 
because of political turmoil, and Mao’s successors were 
anxious to start things moving again. Despite some uncer- 
tainty, Deng was rehabilitated and formally brought back 
into his previous offices in the summer of 1977. 
Lacking detailed information on the economy, the lead- 

ers adopted an overly ambitious 10-year plan in early 1978 
and used the government’s resources to the limit through- 
out that year to increase investment and achieve rapid 
economic growth. Much of that growth consisted of reac- 
tivating capacity that had lain idle due to political disrup- 
tion. Future growth would be harder to achieve, and 
long-term trends in such matters as capital-output ratios 
made it clear that the old strategies would be ineffective. 
One of the changes of 1978 was China’s turn toward par- 

ticipation in the international economy. While in the 1970s 
there had been a resumption of the foreign trade that had 
been largely halted in the late 1960s, along with more active 
and Western-oriented diplomatic initiatives, the changes 

during and after 1978 were fundamental. China’s leaders 
became convinced that large amounts of capital could be 
acquired from abroad to speed up the country’s moderniza- 
tion, a change in attitude that elicited an almost frenetic re- 
sponse from foreign bankers and entrepreneurs. 

These several strands came together in late 1978 at a 
major meeting of the CCP leadership, when China formal- 
ly agreed to establish full diplomatic relations with the 
United States. China’s leaders also formally adopted the 
Four Modernizations as the country’s highest priority, with 
all other tasks to be subordinated to that of economic de- 
velopment. This set of priorities differed so fundamentally 
from those pursued during the Cultural Revolution that 
the implications for future policy and for the interests of 
various sectors of the population were profound. 

The opening of China’s economy to the outside world 
proceeded apace. In the late 1970s the country adopted a 
joint-venture law, and it subsequently enacted other laws 
(for instance, on patents) to create an attractive environ- 
ment for foreign capital. An experiment with “special eco- 
nomic zones” along the southern coast in the late 1970s 
led in 1984 to a decision to open 14 cities to more intense 
engagement with the international economy. The idea was 
to move toward opening ever larger sections of the coun- 
try to foreign trade and investment. 
In the domestic economy, experiments were undertaken 

in finance, banking, planning, urban economic manage- 
ment, and rural policy. Of these, by far the most important 
were the series of measures taken toward the nearly 80 per- 
cent of the population that lived in the countryside. Prices 
paid for farm products were sharply increased in 1979, 
thus pumping additional resources into the agricultural 
sector. The collective farming system was gradually dis- 
mantled in favour of a return to family farming. At first, 
families were allowed to contract for the use of collective 
land for a limited period of time. Subsequently, the period 
of those contracts was extended. 
Peasants were also allowed far greater choice in what 

crops to plant. Many peasants even abandoned farming 
altogether in favour of establishing small-scale industries, 
transport companies, and other services. Thus, rural pat- 
terns of work, land leasing, and wealth changed markedly 

after 1978. Exceptionally good weather during the early 
1980s contributed to record harvests. 
The reforms in the urban economy had more mixed re- 

sults, largely because the economic system in the cities was 
so much more complex. Those reforms sought to provide 
material incentives for greater efficiency and to increase 
the use of market forces in the allocation of resources. 
Problems arose because of the relatively irrational price 
system, continuing managerial timidity, and the unwill- 
ingness of government officials to give up their power over 
economic decisions, among other difficulties. In the urban 
as well as the rural economy, the reformers tackled some 
of the fundamental building blocks of the Soviet system 
that had been imported during the 1950s. 

Reforms have continued in the rural and urban areas. 
Rural producers have been given more freedom to decide 
how to use their earnings, whether for agricultural or other 
economic activities. Private entrepreneurship in the cities 
and the rationalization, privatization, and, in some cases, 
dismantling of state-owned enterprises has gained speed. 
At the same time, the central government is moderating 
the pace of change—primarily to avoid increases in social 
unrest resulting from rising unemployment—and con- 
structing a social safety net for those who lose their jobs. 
Political policy changes. The reformers led by Deng 
Xiaoping tried after 1978 to reduce political coercion in 
Chinese society. Millions of victims of past political cam- 

paigns were released from labour camps, and bad “class 
labels” were removed from those stigmatized by them. 
This improved the career and social opportunities of mil- 
lions of former political pariahs. Moreover, the range of 
things considered political was narrowed, so that style of 
dress and grooming and preferences in music and hobbies 
were no longer considered of political significance. More 
importantly, policy criticisms no longer triggered political 
retaliation. Overall, the role of the Public Security (police) 
forces was cut back substantially. 
The reformers also tried to make preparations for their 
own political succession. This involved first the rehabilita- 
tion of cadres who had been purged during the Cultural 
Revolution. These cadres in many cases were old and no 
longer fully able to meet the demands being made on 
them, and they were encouraged to retire. Younger, better- 
educated people committed to reform were then brought 
into prominent positions. Deng proved masterful at main- 
taining a viable coalition among the diverse forces at the 
top. By the end of 1981 he had succeeded in nudging Hua 
Guofeng and others of the more rigid Maoists out of high- 
level positions. Although he refused to take the top posi- 
tion for himself, Deng saw his supporters become premier 

and general secretary of the CCP, and he worked hard to 
try to consolidate their hold on power. 
During early 1982 the CCP leadership made a concerted 

attempt to restructure the leading bodies in both the gov- 
ernment and the party, and much reorganization took 
place, with the appointment of many new officials. This 
general effort continued, with the focus increasingly on the 
bloated military establishment, but progress slowed con- 
siderably after the initial burst of organizational reformism. 
Throughout 1982-85 the CCP carried out a “rectifica- 

tion” campaign to restore morals to its membership and 

weed out those who did not support reform. This cam- 
paign highlighted the difficulties in maintaining discipline 
and limiting corruption during rapid change, when mate- 
rialistic values were being officially propagated. 
By the mid-1980s China was in transition, with core ele- 

ments of the previous system called into question while the 
ultimate balance that would be struck remained unclear 
even to the top participants. The reform movement began 
to sour in 1985. Financial decentralization and the two- 
price system combined with other factors to produce infla- 
tion and encourage corruption. China’s population, 
increasingly exposed to foreign ideas and standards of liv- 
ing, put pressure on the government to speed the rate of 
change within the country. 
These forces produced open unrest in the country in late 
1986 and again on a larger scale in the spring of 1989. By 
1989 popular disaffection with the CCP and the government 
had become widespread. Students—eventually joined by 
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others—took to the streets in dozens of cities from April to 
June to demand greater freedom and other changes. Goy- 

ernment leaders, after initial hesitation, used the army to 

suppress this unrest in early June, with substantial loss of 

life. China’s elderly revolutionaries then reverted to more 
conservative economic, political, and cultural policies to 
reestablish firm control. In 1992, however, Deng Xiaoping 

publicly criticized what he called the country’s continuing 
“leftism” and sought to renew the efforts at economic re- 
form. Economic growth had been remarkable in South 
China, which had the highest concentration of private- 
sector enterprises. Since the mid-1990s, the CCP has worked 

to drastically accelerate market reform in banking, taxes, 

trade, and investments. These reforms have continued 

apace, and the party has attempted to increase public sup- 

port by conducting energetic anticorruption campaigns, re- 

lying in part on high-profile prosecutions and occasional 
executions of high-level officials accused of corruption. 
Educational and cultural policy changes. In education, 

the reformers gave priority to training technical, scientific, 
and scholarly talent to world-class standards. This involved 

the re-creation of a selective, elitist educational system, 
with admission based on competitive academic examina- 
tion. Graduate study programs were introduced, and thou- 

sands of Chinese were sent abroad for advanced study. 
Foreign scholars were used to help upgrade the education- 
al system. Ironically, the value the reformers attached to 
making money had the unintended consequence of en- 
couraging many brilliant people to forgo intellectual ca- 

reers in favour of more lucrative undertakings. The range 
of cultural fare available was broadened, and new limits 
were constantly tested. Few groups had suffered so bitterly 

as China’s writers and artists, and policies since the 1980s 
have reflected the ongoing battle between cultural liberals 

and more orthodox officials. 
International affairs. China’s foreign policy since 1978 

generally has reflected the country’s preoccupation with 
domestic economic development and its desire to promote 
a peaceful and stable environment in which to achieve 

these domestic goals. Except for its disagreement with Viet- 
nam over that country’s invasion of Cambodia in 1978, 
China has by and large avoided disputes and encouraged 

the peaceful evolution of events in Asia. China adopted a 
policy of “one country, two systems” in order to provide a 
framework for the successful negotiation with Great Britain 
of the return of Hong Kong and adjacent territories in 
1997; these were given special administrative status. Fur- 
thermore, China became an advocate of arms control and 
assumed a more constructive, less combative stance in 
many international organizations. 
The bloody suppression of demonstrations in 1989 set 

back China’s foreign relations. The United States, the 
European Community (European Union since 1993), and 
Japan imposed sanctions, although by 1992 China had 
largely regained its international standing with all but the 
United States. But by the mid-1990s both sides had taken 
steps toward improved relations, and China retained its 
most-favoured-nation status in U.S. trade. The collapse of 
communism in eastern Europe beginning in mid-1989 and 

the subsequent disintegration of the Soviet Union deeply 
disturbed China’s leaders. While hard-liners used these 
developments to warn of the dangers of reform, Deng 
Xiaoping continued to advocate reform until his death in 
1997. With the adoption by the U.S. Congress of most- 
favored-nation status for China, the country took an im- 
portant step toward further integration into the global 
economy. (K.G.L.) 

For later developments in the history of China, see the 
BRITANNICA BOOK OF THE YEAR. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, sections 931, 932, 96/10, 
and 975, and the Index. 

NORTHEAST CHINA 

Heilungkiang 

Heilungkiang (Hei-lung-chiang in Wade-Giles romaniza- 
tion, Heilongjiang in Pinyin), the northernmost province 
of China’s Northeast region, is bounded on the north and 
east by Russia along the Amur River (Hei-lung Chiang) 
and the Ussuri (Wu-su-li) River, on the south by the Chi- 
nese province of Kirin, and on the west by the Inner Mon- 
golia Autonomous Region of China. The province has an 
area of about 179,000 square miles (463,300 square kilo- 
metres). The capital is Harbin. Heilungkiang occupies 
about three-fifths of the area of the three Northeast 
provinces that formerly made up Manchuria and has more 

than one-third of the region’s population. The province’s 
name is derived from the Chinese name for the Amur. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief The province of Heilungkiang occu- 
pies about half of the huge Manchurian Plain, surround- 
ed on three sides by old mountain ranges of medium 
elevation. Its central part is the Sungari-Nen river plain, 

delimited by the Greater Khingan (Ta-hsing-an) Range of 
Inner Mongolia on the west, the Lesser Khingan (Hsiao- 

hsing-an) Range on the north, and the Chang-kuang-ts’ai 
and Lao-yeh ranges (both partially located in Kirin) on 
the east. Elevations in Heilungkiang generally are low, ex- 
ceeding 3,300 feet (1,000 metres) only in the southeastern 
and northwestern mountains and in isolated peaks in the 
Lesser Khingan Range. 
The mountains of the northwest—the northern fringe 

of the Greater Khingan Range—are composed mainly of 
igneous rocks resistant to erosion and weathering. The 
structure of the Lesser Khingan Range is more complex. 
Its northern part is composed of granite, volcanic basalt, 
and other metamorphic rocks. The average elevation is 
about 2,300 feet; the granite peaks near I-ch’un rise to 
about 3,770 feet. The western slope facing the Nen (Nonni) 
River is gentle, while the eastern slope is steep. The south- 

ern end of the Lesser Khingan is composed of archlike, 
folded, stratified rock. A few of the highest peaks reach 
over 3,300 feet, but the hills are generally lower. The val- 
leys of the foreland are often broad and smooth, dotted 
with swamps. The rolling Sungari—Nen plain, at an eleva- 
tion of 490 to 600 feet, has many bogs and swamps. In 
contrast, sand dunes occur in the drier western part of 
the plain. 

Drainage. The Amur is the longest stream in the 
province. Its upper and middle sections serve as the inter- 

national boundary for a distance of 1,180 miles (1,900 
kilometres). Ice begins forming on the Amur in mid- 
October, and it becomes icebound by mid-November; the 
river is not completely ice-free until May. The Amur’s 
chief tributary, the Sungari (Sung-hua) River, is the main 
waterway of the province, however. Most of the Sungari 
drainage system lies within the province. The Ussuri River 
forms the Sino-Russian boundary on the east, flowing 
along a longitudinal valley between mountains. It is a 
broad, slow-moving river and has a tributary linking it with 
Lake Khanka (Hsing-k’ai Hu), the largest freshwater lake 
in East Asia. Only one-quarter of the lake, which is on the 
Sino-Russian border, is in China. 
Soils. The soils in the province are complex. In the 

Lesser Khingan mountains, soils differ with altitude. 
Black soils (chernozems) are prevalent in the foothills, and 
mountain brown forest soils higher up. Still higher the 
cold, wet soils are podzolized; i.e., the soluble salts and or- 
ganic matter are leached out of the topsoil and deposited 
in an underlying subsoil. Such soils are of low fertility, and 
their cultivation causes erosion. The humus-rich, highly 
fertile black soils that cover one-fourth of the province are 
found in the Sungari-Nen river plain. Its eastern part has 
the best soils, yielding crops for years without fertilization. 
The chernozem lands form the main agricultural region 
of the province. 

Climate. The province has severe winters, lasting five- 
to eight months. Summer is short but coincides with the 
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rainy season, making it possible to raise temperate crops in 

most areas. There are considerable regional differences in 
climate. The northwest has a cold, wet, temperate climate 
with very cold winters; summer thaw is only superficial. 
Hu-ma, on the Amur River, has a mean temperature of 
—18° F (—28° C) in January. The July mean temperature 

is 75° F (24° C). There are only four months with mean 
temperatures over 50° F (10° C). 

A temperate, wet climate prevails in the eastern sec- 
tion, in the drainage basin of the Ussuri River and the 
lower Sungari River. In the central core of the province 
the climate is temperate, with a deficiency of precipita- 
tion and very severe winters. Nen-chiang, in the northern 

Manchurian Plain, has mean temperatures of —16° F 
(—27° C) in January and 70° F (21° C) in July. The mean 

annual precipitation is 20 inches (510 millimetres), most 
of which falls from June to September. 

The southern part of the province is also very cold in 
winter but enjoys a warmer summer and a longer growing 
period. Harbin has mean temperatures of —2° F (—19° C) 
in January and 73° F (23° ©) in July. Its mean annual 
precipitation is 21 inches. 

Plant and animal life. The original vegetation of the 
province was forest-prairie, but it has been largely de- 
stroyed by cultivation; the remaining trees are predom- 
inantly poplars. There are many species of herbaceous 
plants, pasture grasses, and sorghums. The central part of 

the plain was originally prairie-steppe; the western part of 
the plain is a drier steppe. 

The province’s fauna is predominantly that of the 
Manchurian Plain, which constitutes the larger part of 
Heilungkiang. It has a predominance of temperate mixed- 

forest animals, with a significant admixture of elements 
of the Eurasian taiga. Among the district’s representative 
animals are the Manchurian hare, the eastern field vole, 
the rat hamster, the Far Eastern finches, the buteo hawk, 

the needle-footed owl, and some species of flycatchers. 

Insects include the duckling beetle, the ground beetle, 
and the bumblebee. The region’s fauna yield valuable fur 
and pelts, including the sable, panther, fox, chipmunk, 
Manchurian hare, and light-coloured polecat. 
The northwestern mountains have fauna more akin to 

that of the boreal forests of Europe and Siberia. The 
more common wildlife includes the brown bear, squirrels, 

chipmunks, some forest voles, the kolinsky (or Asiatic) 
mink, the wood hen, the crossbill, and the Siberian frog. 
Among the insects may be mentioned long-horned beetles, 
the ground beetle, and the Siberian silkworm. During the 
long, cold winter the birds migrate to warmer regions as 
far south as the Malay Peninsula. 
The people. The population is predominantly Han 

(Chinese), but there are other significant ethnic groups, 
notably the Manchu, Koreans, Hui (Chinese Muslims), 
and Mongols (including Daghur Mongols). Other, smaller 
groups include the O-lun-ch’un, Evenk (E-wen-k’o), and 
Hochen (Nanai). After the establishment of the Com- 
munist government, an autonomous county and several 
autonomous villages were created in areas inhabited by 
ethnic minorities. The Manchu form the largest minority 
group and are distributed largely in the southern part of 
the province. They have been culturally assimilated by 
the Han majority. Most of them farm; their way of life is 
similar to that of the Han, and intermarriage is common, 
especially among the former nobility and the educated. 
Korean immigration started in the mid-19th century. 

After the Japanese annexation of their country in 1910, 
a large number of Koreans emigrated to Heilungkiang 
and Kirin provinces, where they converted large areas of 
swampy wasteland into rice paddies. They live mostly in 
southeastern Heilungkiang, where many autonomous Ko- 
rean villages have been established. The Hui live and work 
mostly in the bigger cities as merchants, handicraftsmen, 
and proprietors of beef and mutton restaurants. Those in 
An-ta and Chao-tung raise goats and dairy cattle. Mongols 
live in the drier western part of the province, where they 
engage in farming and animal husbandry. Many of them 
live in the Mongolian autonomous county in the western 
part of the province. 

The Daghur (Ta-wo-erh) Mongols live mostly in the 
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upper Nen River valley, on the eastern foreland of the 
Greater Khingan Range. They are believed to have come 

from the north side of the Amur River during the 15th 
and 16th centuries. Hunters originally, they became the 
earliest farmers of Heilungkiang. Probably the O-lun- 
ch’un also came from north of the Amur River, later to 

settle in the Khingan ranges as farmers and hunters. They 
had domesticated the deer and were once known as the 

“deer riders.” The O-lun-ch’un were among the earliest 
inhabitants of the upper and middle Amur. The Evenk 

tribespeople moved into the province in the Ist century 
AD. They are believed to be descendants of the Su-shen 
(Evenk) tribes of the Chou dynasty. They now live in the 
Amur River valley, near Ai-hui. Originally hunters, they 
have learned to farm since 1949. 
Russians entered the province at the end of the 19th 

and in the early 20th centuries. A great number of émi- 
grés arrived after the Bolshevik Revolution. Some of these 
stayed and became Chinese citizens, many of them women 
who married Chinese. The few remaining Russians in the 
province live mostly in Harbin. 
The economy. Despite the great mineral and agricul- 

tural potential of Heilungkiang, the provincial economy 
was relatively underdeveloped until the mid-20th century. 
The process of economic growth began in the 1920s and 
*30s with the arrival of railroads and concomitant mineral 
exploitation. By the 1950s the provincial industrial output 

per capita was well above the national average. 
Agriculture and forestry. Since 1949 large tracts of low- 

lying alluvial land have been reclaimed between the Sun- 
gari and Ussuri rivers. Large-scale state farms were es- 
tablished there, and millions of acres were brought under 
cultivation to produce sugar beets, soybeans, corn (maize), 
and wheat. Although cultivation in the region is highly 
mechanized, there is relatively little use of irrigation or 
chemical fertilizers. Heilungkiang is one of China’s major 
grazing areas, its plains supporting large herds of livestock. 

The province also is one of China’s largest producers 
of raw timber. 

Industry. Much of Heilungkiang’s industry is based on 
the exploitation of mineral resources. During the 1950s 

Jim Brandenburg 

Sawing timber at a lumber camp near |-ch’un in the forested 
region of the Lesser Khingan Range, Heilungkiang Province. 
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emphasis was placed on the development of coal mining 

and thermal and hydroelectric power generation. The Ta- 

ch’ing oil field began operation in 1960 and subsequently 

developed into China’s major inland field. Heilungkiang 
is the nation’s largest producer of crude oil, accounting 

for almost half of China’s output. Much of the oil is used 
in Heilungkiang’s petrochemical industry. 
The city of Chia-mu-ssu, on the Sungari River, was built 

up as a military and air base during the Japanese occu- 
pation (1931-45). Four strategic railways were completed, 

linking the city with T’u-men, on the North Korean bor- 

der; Sui-hua, to the west; Ho-kang, to the north; and 

Shuang-ya-shan, to the east. With the rapid industrial de- 
velopment under the Chinese Communists, the city began 
to produce machinery and electrical and telecommunica- 
tion equipment. The Chia-mu-ssu paper mill is one of the 

largest in China, producing both for domestic needs and 
for export, and there is also a food-processing industry. 
Another burgeoning industrial city is Shuang-ya-shan, 

east of Chia-mu-ssu. Its development began after World 
War II. The city has a number of large plants for metal 

and food processing and for the production of lumber 

and construction materials. Tsitsihar (Ch’i-ch’i-ha-erh), 

the second largest city and former capital of the province, 
also grew phenomenally in the 1950s. 
Harbin, the largest city and capital of the province, grew 

in 1898 as a construction base for the Chinese Eastern 
Railway across northern Manchuria. It soon became the 
major transportation hub and communications centre of 

northern Manchuria, with direct rail links to the Russian 
railroad network and to the Sea of Japan; through the 
South Manchurian Railway, it is linked with the Chinese 
and Korean rail networks and the Pacific. Numerous hand- 

icraft industries and small oil-pressing and flour mills are 
located there. By the 1950s the Harbin area had become 

one of China’s primary industrial development centres, 
with an emphasis on heavy industry. It produces a variety 

of machinery and has chemical and fertilizer industries. 
The city is also a food-processing centre, as well as a 
producer of textiles, lumber, and construction materials. 
Transportation. The province’s main north-south rail 

line extends from Chia-mu-ssu, through Harbin, to Lii-ta 
(Dairen) in Liaoning Province, while the main east-west 
line runs from Mu-tan-chiang, through Harbin, to Man- 
chou-li in Inner Mongolia. There are also secondary lines. 
Inland waterways are not important, except for the Sungari 
River during the ice-free months. Most freight is carried 
by railroads or highway. 
Administration and social conditions. The boundaries 

of Heilungkiang fluctuated during the early 20th century. 
From 1950 to 1954 the province was under the jurisdic- 
tion of the Northeast Military Administrative Commission 

based in Shen-yang. In 1954 Heilungkiang was placed 
directly under the central government, and its boundaries 
were expanded eastward across the Sungari River to the 
Ussuri River frontier with the Soviet Union. Also during 
the 1950s, territory in western Heilungkiang that included 
the Greater Khingan Range was transferred to Inner 
Mongolia; this region again became part of Heilungkiang 
in 1969 but was restored to Inner Mongolia in 1979. 

The province (sheng) is divided administratively into 14 
prefectures (ti-chii) and 11 prefecture-level municipalities 
(shih). These districts are further divided into counties 
(Asien) and county-level municipalities (shih). 
Harbin is an important educational centre, especially in 

engineering and applied science. The Harbin Institute of 
Technology was founded in 1920 to train technical person- 
nel for the Chinese Eastern Railway. It offers specialized 
programs in departments of engineering and technology 
as well as a graduate school. Heilungkiang has numerous 
postsecondary educational institutions and a large corps of 
scientists and technicians. Almost all school-age children 
are enrolled in schools, and the province’s literacy rate is 
substantially above the national norm. 

HISTORY 

The prehistoric population of the region appears to have 
consisted of people who bred pigs and horses; known as 
Tungids, they occupied much of northeastern Asia. Stone 

Age fishermen, the Sibirids and Ainoids, lived along the 
rivers and coast. 

Heilungkiang was long sparsely inhabited by hunters and 

fishermen who used canoes, dogsleds, skis, and reindeer as 

transport. The town of San-hsing (now I-lan) was the home 

in the early 15th century AD of the ancestors of Nurhachi, 
the Manchu tribal leader who rose to power in the late 

1500s through struggles with rival tribes and alliances with 
Manchu-related groups. Nurhachi’s son, Prince Dorgon, 
ruled as regent during the reign of the first Ch’ing, or 
Manchu, emperor of China, the Shun-chih emperor. 
During the 17th century the region became a zone of 

competition between Russia and China. Bands of musket- 
bearing Cossacks had been exacting tribute in furs from 
the tribes living along the Amur River, and in 1650 a 
Russian fort was built at Albazino on the river’s north 
bank. The Ch’ing dynasty appointed a military governor 
to administer the region in 1683. The fort at Albazino was 
destroyed, and Russian retaliation was firmly opposed. By 
the Treaty of Nerchinsk (1689), the Russian government 
recognized Chinese suzerainty over the lands lying on both 
sides of the Amur River. 

The tribes of Heilungkiang failed to recover their numer- 
ical strength after the Manchu rise to power and even after 
Manchu culture declined, despite the intentions of Ch’ing 
emperors to maintain their native language and way of 
life. Although large areas of Heilungkiang are fertile, agri- 
cultural development proceeded there very slowly because 

of the reluctance of Ch’ing rulers to allow the establish- 
ment of farms in their traditionally pastoral homeland. 

The region remained sparsely settled because access was 

difficult before the building of the railroads, and it was 
therefore highly vulnerable to Russian and Japanese ex- 
pansion during the 19th century. 
In 1858 Russia annexed the region north of the Amur 

River to its mouth and two years later the region east 
of the Ussuri River to the Sea of Japan, including the 
seaport of Vladivostok and the Ussuri-Amur river port of 

Khabarovsk. The Russians occupied Heilungkiang from 
1900 to 1905 and maintained their domination—despite 
their defeat by Japan in the Far East in 1904-05—through 

control of the strategic Chinese Eastern Railway, running 
through the region from west to east. After the Russian 
Revolution of 1917 the Bolsheviks renounced special priv- 
ileges in northern Manchuria as a friendly gesture toward 
China. Heilungkiang remained under Chinese control un- 
til Japan invaded Manchuria in September 1931. It then 
became a part of the Japanese puppet state of Manchukuo 
(1932-45). On Aug. 15, 1945, just before Japan’s surren- 

der, Soviet troops entered Manchuria, but they evacuated 
it later to make way for Chinese Communist troops. After 
the Sino-Soviet rift in 1960, there were several clashes 
along the international border. (F.Hu./V.C.F./Ed.) 

Kirin 

A province of the Northeast region of China, Kirin (Chi- 
lin in Wade-Giles romanization, Jilin in Pinyin) borders 
Russia to the east, North Korea to the southeast, the Chi- 
nese provinces of Liaoning to the south and Heilungkiang 
to the north, and the Inner Mongolia Autonomous Region 
to the west. It has an area of about 72,200 square miles 
(187,000 square kilometres). The capital (since 1954) of 
the province is Ch’ang-ch’un. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ The province may be divided into 
three parts: the eastern mountains, the western plains, and 
a transitional zone of rolling hills between them. Eleva- 
tion decreases from the highlands in the southeast toward 
the Manchurian Plain in the northwestern part of the 
province. The mountains of eastern Kirin take the form 
of parallel ranges with the Cathaysian or Sinian trend 
and are separated by broad valleys. The most famous of 
the ranges is the Ch’ang-pai Mountains close to the Ko- 
rean border. One of its snow-covered summits is 9,000 
feet (2,744 metres) above sea level—the highest peak in 
northeastern China. The summit is formed by a volcanic 
crater occupied by a lake. The range is the source of three 
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important rivers: the Sungari, the Yalu, and the Tumen. 
The middle section of the Manchurian Plain forms the 
northwestern part of the province and constitutes three- 

eighths of its area. It has a rolling topography, with an 
average elevation of about 650 feet above sea level. 
Drainage. The Yalu and Tumen rivers flow in opposite 

directions along the Sino-Korean border. The Yalu runs 

southwest to Korea Bay, the Tumen down the Ch’ang- 
pai range northeastward to the Sea of Japan. The two 

rivers are of great strategic importance, guarding the land 
approaches to northeastern China from the Korean penin- 
sula. The Sungari River is the major stream of Kirin. It 
flows for almost 500 miles (800 kilometres) within the 
province, draining an area of more than 30,000 square 
miles. Its upper course runs northwest in a series of rapids 
through heavily forested mountains before it enters the 
Sungari Reservoir, a man-made lake. Emerging from the 
reservoir, the Sungari flows past Chi-lin (Kirin city), situ- 
ated at the head of navigation of the Sungari River and at 
the geographical centre of the province. The river enters 
the Manchurian Plain and is shortly afterward joined by 
its chief tributary, the Nen River, which is in fact larger 

than the Sungari. It then turns sharply east to run along 
the provincial boundary for a short distance before it 
leaves Kirin Province. 

Soils. There are two main types of soil in the province: 
podzols in the eastern mountainous region and black earth 
in the western plains. The podzols occur in several forms 
and are of both high and low fertility. Central and western 
Kirin are the areas of the black earths of the Manchurian 
Plain. Of high fertility and containing a high percentage 
of organic matter, they form good arable land. The young 
alluvial soils along the Sungari and its tributaries also pro- 
vide excellent land for cultivation. In western Kirin are 
saline soils, alkaline soils, and high-alkaline soils of low 
agricultural value. 
Climate. Kirin Province forms a transitional climatic 

zone between the northern and southern portions of Chi- 
na’s Northeast. The winter is cold and long, and rivers 
are frozen for about five months; the ice on the Sungari 
is thick enough to support mule carts. Ch’ang-ch’un, near 
the centre of China’s Northeast, has mean temperatures 
of 2° F (—17° C) for January and 74° F (23° C) for July. 
It has a mean annual precipitation of about 25 inches 
(630 millimetres), more than 80 percent of it during the 
five warm months from May to September. Precipitation 
increases southeastward to more than 40 inches in the 
Ch’ang-pai Mountains area but decreases westward; the 
Manchurian Plain receives only 16 inches. 
Plant and animal life. The natural vegetation is prairie 

grass in the western plains and mixed conifer and broad- 
leaved deciduous forest in the eastern mountainous area. 
The vegetation in the eastern mountains includes tree 
species such as the Japanese red pine, Manchurian ash, 
fish-scale pine, larch, birch, oak, willow, elm, and the 
Manchurian walnut. In the deep mountain interior, virgin 
forest has been preserved. Tree types are distributed in 
distinct belts depending mainly on altitude: between 800 
feet and 1,600 feet of elevation is the deciduous broad- 
leaved belt, mainly mountain willow and thumb; between 
1,600 feet and 3,000 feet is found mixed coniferous and 

broad-leaved forest; between 3,000 feet and 5,900 feet oc- 
curs coniferous forest; and from 5,900 feet to 6,900 feet is 
found mountain birch. 
Many valuable wild animals and medicinal plants are 

found in the forested mountain areas. The Manchurian 
hare, valued for its fur, and some species of rodent such 
as the rat hamster and the eastern field vole are believed 
to be peculiar to the Manchurian forest. Among birds, 
finches, the buteo hawk, the needle-footed owl, the black 
and white barrier, and certain species of flycatcher are 
typical. Among semiaquatic animals, the lungless newts 
are notable. Certain species of snakes, such as the Schrenk 
racer, found in the inhabited areas of the Northeast and 
Korea, live in a semidomesticated state and are used to 
eliminate harmful rodents in orchards and gardens. The 
European wild boar, the common hedgehog, the Asian red 
deer, the harvest mouse, and the field mouse are among 
the more common Eurasian species. Valuable pelts include 
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fox, chipmunk, the light-coloured polecat, the Manchurian 
hare, and the sable. The sable population, however, has 
become very small. 
The people. Han (Chinese) predominate throughout the 

province, except in an autonomous prefecture for Koreans 
that is contiguous with North Korea. Most of the Manchu 
live in the central part of the province, in Chi-lin Mu- 
nicipality and T’ung-hua Prefecture. A few Hui (Chinese 
Muslims) are distributed in the cities and towns of the 
province, and some Mongolians are to be found in the 
Pai-ch’eng area in northwestern Kirin. 
The economy. Agriculture and forestry. Kirin is a sig- 

nificant producer of soybeans, corn (maize), sugar beets, 
and oil-bearing crops, and its farmers earn an income 
well above the national average. This is in part due to 
the high land-labour ratio but also to the relatively high 
yields produced with the use of agricultural machinery 
and irrigation. In the eastern uplands, rice and millet are 
the staple produce of the Korean population. 
In the upper Sungari Basin, timber production for con- 

struction and milling is a major economic activity. In 
the eastern sections of the province, much of the forestry 
activity centres on pulp and paper production. 
Mining and power resources. The major minerals of the 

province include coal, iron ore, copper, zinc, and gold. 
Coal is found in the southeast, near the Yalu River border 
with North Korea. Many smaller local mines also supply 
provincial needs. The major hydroelectric power installa- 
tion, the Feng-man station on the Sungari River southeast 

of Chi-lin, was built by the Japanese during World War II 
and rebuilt by the Soviets in the 1950s. 
Industry. Kirin is relatively highly industrialized and 

is a major producer of chemicals, machine tools, power, 
and forest products. Originally a lumbering and food- 
processing centre, the province acquired a heavy industrial 
base during the Japanese occupation of 1931-45. It was a 
major beneficiary of Soviet investment in the mid-1950s, 
acquiring an automotive industry and metals and fabrica- 
tion industries. In the 1960s the Feng-man hydroelectric 
power station made possible the development of chemical 
and ferro-alloy industries. Most industry is concentrated 
in the two largest cities in the province—Ch’ang-ch’un 
and Chi-lin. 
Transportation. Most of the municipalities and counties 

in the province have direct access to a rail line. The Sun- 
gari is the main artery of the inland navigation network. 
Its tributary the Hui-fa River and the Tumen River are 
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The Feng-man hydroelectric power station on the Sungari 
River in Kirin Province. 
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both navigable by wooden vessels. The Yalu is navigable 
by steamers up to Yu-shu-lin-tzu and by wooden vessels 
above that point. The highway network has regional cen- 
tres at Ch’ang-ch’un, Chi-lin, Yen-chi, and T’ung-hua. 
Administration and social conditions. Kirin was one of 

the Manchurian provinces until the Communists subordi- 
nated the region to the Northeast Military Administrative 
Commission in 1950. In 1954 the province was enlarged 
through the addition of a stip of territory annexed from 
northern Liaoning, including the cities of Ssu-p’ing, Liao- 
yuan, and T’ung-hua and a portion of Heilungkiang’s 
steppe district near Pai-ch’eng. After 1954, with the aboli- 
tion of the regional government, the province came under 
direct administration of the central government. Kirin is 
divided into two prefectures (ti’ch’li), one autonomous 
prefecture (tzu-chih-chou), and five prefecture-level mu- 
nicipalities (shih). The province is further divided into 
counties, some of which are under the control of the 
municipalities or are autonomous counties established for 
minority nationalities. 
Kirin’s educational facilities are well developed, with 

more than 30 universities and other post-secondary insti- 
tutions. Overall literacy rates are significantly higher than 
the national average, as is the proportion of the popu- 
lation with at least a primary level education. Medical 
services are provided by hospitals and clinics staffed by 
medical workers, including doctors and practitioners of 
Chinese medicine. 

HISTORY 

In early modern times the Kirin region was inhabited by 
groups of steppe and forest dwellers and was at times 
loosely united politically by leaders who presented trib- 
ute of furs, ginseng, and pearls at the court of the Ming 
emperors of China. In the late 16th century the Hurka 
tribe dominated the region before being defeated by the 
Manchu leader Nurhachi. After the establishment of the 
Ch’ing, or Manchu, dynasty in 1644, the region was at 
first directly administered by a military governor posted 
in the town of Chi-lin, and the region was thereafter re- 
ferred to as Kirin. 

Despite the Ch’ing government policy of discouraging 
agricultural settlement in the Manchu homeland, large 
numbers of settlers from North China established farms in 
the region during the 18th century, a period of rapid pop- 
ulation expansion in China proper. In 1799 the transition 
to an agricultural economy was officially recognized with 
the establishment of a prefectural government at Ch’ang- 
ch’un to administer the new settlements. In the late 19th 
century, economic development accelerated in Kirin with 
the building of railways and industries processing agricul- 
tural products. This development encouraged a new influx 
of Chinese settlers and led to conflict between Russia and 
Japan over economic interests in the area. 
Kirin was created a province in 1907, near the end of 

the Ch’ing dynasty, and was occupied by the Japanese 
Army in 1931, becoming a part of the puppet state of 
Manchukuo (1932-45). Just before Japan’s surrender to 
the Allies on Aug. 15, 1945, Soviet forces entered the re- 
gion, dismantled key industrial installations, and removed 
them to the Soviet Union. Following the withdrawal of 
Soviet troops, Chinese Nationalists moved in, but by 1948 
they had been driven out by Chinese Communist forces. 

(RAILING) 

Liaoning 

Liaoning (Liao-ning in Wade-Giles romanization, Liao- 
ning in Pinyin) is the southernmost of the three Chi- 
nese provinces of the Northeast region (formerly called 
Manchuria). With an area of 56,300 square miles (145,700 
square kilometres), Liaoning is bounded on the northeast 
by the province of Kirin, on the east by North Korea, 
on the south by the Yellow Sea, on the southwest by the 
province of Hopeh, and on the northwest by the Inner 
Mongolia Autonomous Region. The provincial capital is 
Shen-yang (formerly Mukden). 
The area, a region of early Chinese settlement in the 

Northeast, was known as Sheng-ching in Ch’ing, or 

Manchu, times (1644-1911/12). The area was redefined 
in 1903 and named Fengtien; in 1928 the boundaries were 
altered and it was renamed Liaoning. From 1947 to 1954 
the territory was divided into a western province, Liaosi, 
and an eastern province, Liaotung. In 1954, however, a 

northern zone was detached and it was reestablished as 
a single province. It achieved its present form in 1956, 
when the former province of Jehol was partitioned and a 
portion added to Liaoning. Liaoning, Liaosi, and Liaotung 
all take their names from the Liao River. Precedents for 
the names go back to Han times. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Liaoning consists essentially of a central low- 
land, with Shen-yang at its centre, flanked by mountain 
masses to east and west. A southward extension of the 
eastern highlands forms the Liaotung Peninsula. There 
are four main topographical regions: the central plains, 
the Liaotung Peninsula, the western highlands, and the 
eastern mountain zone. 

The four main regions. The central plains are the most 
important area in the province. Structurally, the depres- 
sion that it occupies is continuous with that of the North 
China Plain, but, topographically, the Liaoning plains are 
erosional rather than depositional in character. The relief 
of the plain is undulating but low, and natural drainage 
is inadequate in many places, creating swamps, some of 
which have been redrained. Most of the landscape of the 
central plains consists of cultivated fields. Undeveloped ar- 
eas include swamps and sand formations. The soils of the 
middle of the Liao lowland are of the calcareous alluvial 
type; those of the peripheries to east and west, of brown- 
forest types; those of the northern peripheries, red earths. 
The swamps have gley soils (having a sticky layer of clay 
under the waterlogged surface). Wild animals are scarce, 
apart from rodents. Locusts are the most destructive pest. 

The Liaotung Peninsula is a rugged, mountainous area 

with a rocky coast. The usual height of the country is 
1,000 to 1,500 feet (300 to 450 metres) above sea level. 
The rock types are very mixed, a fact that tends to create 
a complex and varied topography. Structurally, the penin- 
sula represents a part of the same fold system as Shantung. 
The coastline is experiencing submergence. The soils of 
the peninsula, like the rock types and the topography, are 
very mixed and varied. Most of the best soils are of brown- 
forest type or of red or yellow loess (an unstratified wind- 
borne loamy deposit). There has been serious soil erosion, 
and skeletal soils occur on the steeper slopes. The natural 
vegetation is not well preserved because of the extent of 
cultivation and settlement. The forests that remain, mostly 
on the eastern sides of the hills, contain birch, lime, elm, 
and pine, together with typical Manchurian trees—oak, 
apple, and ash. On the western sides, trees are scarce. Wild 
animal life is now meagre, being almost limited to rodents. 
Western Liaoning, fringing the northern shore of Liao- 

tung Bay between Shan-hai-kuan and Chin-chou, is pre- 
dominantly a highland area. These highlands comprise the 
broken and eroded fringe of the Mongolian Plateau. They 
rise in Liaoning to general heights of about 1,500 feet. 
Toward the sea the mountains have been intensely eroded 
by fast-flowing rivers, so that a complex mass of valleys 
and ridges has been formed. Vegetation is very mixed and 
includes oaks, birches, pines, limes, and spruces. In former 
times, especially between 1911 and 1948, there was much 
indiscriminate cutting and thinning of the forests, so that 
many areas now have scattered woodland where formerly 
thick forest stood. The animal life of the western highlands 
is impoverished by the extent of both forest clearance and 
human settlement, but it includes the wolf, fox, marmot, 
and some kinds of deer. 
The eastern mountain zone lies to the east of Shen-yang. 

The least developed part of the province, it consists of a 
complex mountain mass, extending northward into Kirin 
Province, with elevations averaging about 1,500 feet, Nat- 
ural vegetation is predominantly a mixed coniferous and 
broad-leaved forest. , 
Climate. Temperature extremes and precipitation 

amounts vary with proximity to the coast. At Lii-ta 
(Dairen), at the southern tip of the Liaotung Peninsula, 
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the January mean temperature is 23° F (—5° C) and that 

for July is 74° F (23° C); for Shen-yang, in central Liao- 
ning, the respective mean temperatures are 10° F (—12° 

C) and 77° F (25° C). At Li-ta there are about 200 

frost-free days, while at Shen-yang there are between 160 
and 180 frost-free days per year. Rainfall in Liaoning as 
a whole diminishes consistently from southeast to north- 
west. Average annual precipitation is about 29 inches (740 
millimetres), three-quarters of it falling in the months 
of June, July, August, and September, and almost none 
during December, January, and February. The summer 
rainfall is often torrential, but everywhere the scarcity of 
spring precipitation tends to leave crops short of water. 
The people. In Liaoning almost all of the population is 

recorded as Han (Chinese). The bulk of the national mi- 

nority population is Manchu, located mainly in the Liao 
Valley and around Shen-yang, in the southeast around 
Tan-tung, and in the southwest around Chin-chou. The 

second significant minority is that of the Mongols, who 
are located toward the frontier of the Inner Mongolia 
Autonomous Region to the west. Broadly speaking, the 
Hui (Chinese Muslim) minority follows the Manchu in 
its distribution. There are two autonomous counties rep- 
resenting the Mongolian minority nationality. One is cen- 
tred on the coal town of Fu-hsin, and the other is in the 
southwest. A small Korean minority is located near the 
Korean frontier. 
Apart from the registered minority populations, many of 

the Han people of modern Liaoning have origins that are 
wholly or partly non-Han, usually Mongol or Manchu. 
Many of them are now totally assimilated into the Chinese 
sector of the population, in language and custom as well 
as in the adoption of contemporary Han life-styles. 
All of the large cities are industrial, and some experienced 

spectacular growth in the 1950s. They include the fol- 
lowing: Shen-yang (earlier called Mukden, Feng-t’ien, or 
Sheng-ching); Li-ta (comprises Lu-shun, formerly called 
Port Arthur, and Dairen); Fu-shun; and An-shan. 
The economy. The economy of Liaoning is by far the 

strongest in the Northeast and is one of the strongest 
provincial economies in China. Liaoning is one of the 
country’s principal industrial provinces. One reason for 
the high level of development in Liaoning is the level of 
capitalization—very high by Chinese standards—which is 
based both on investments made under the government 
since 1949 and on important foreign investments made 
between 1896 and 1945, mainly by the Japanese. 
Resources. Liaoning Province is rich in mineral re- 
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Strip-mining.a coalfield in Fu-shun, Liaoning Province. 
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sources, especially iron ore and coal. Most of the iron ores 
of Liaoning are concentrated in a triangular area to the 
south of Shen-yang. These ores are generally easy to mine 
but are of relatively poor quality; ores of better quality 
occur in the northeastern part of the province. Coal is 
more widespread, and its distribution partly overlaps that 
of iron. Coal is exploited in three main areas to the north, 
east and southeast, and west of Shen-yang. Fu-shun, east 
of Shen-yang, and Fu-hsin, to the west, have two of the 
most important collieries in China. Both were exploited 
under the Japanese but have been expanded since the 

Communists came to power. Apart from its use as fuel 
and in smelting, coal is used in Liaoning to produce 
synthetic petroleum. Petroleum is also produced from oil 
shale, which occurs in the Fu-shun area and in western 
Liaoning, generally overlying coal seams. The Liao River 
oil field, first developed in the late 1960s, has become 

China’s fourth largest onshore producer. 
Rich reserves of manganese ore occur in western Liao- 

ning and in the southeast. In the eastern mountain area 
there are substantial deposits of copper, lead, and zinc; 
smaller similar deposits occur in the west, together with 
an important deposit of molybdenum. Important concen- 
trations of magnesium ore are found southwest of Shen- 
yang. There are also reserves of other minerals, including 
bauxite, gold, and diamonds, and sea salt is produced. 
Agriculture, forestry, and fishing. Agricultural advances 

in Liaoning have been less spectacular than industrial 
development. There are several reasons for this. Invest- 
ment has always been much heavier in industry than in 
farming. The province’s inheritance from the Japanese 
phase was much less valuable in agriculture than in in- 
dustry. Liaoning also suffers from both natural calamities, 
such as spring droughts, and from backward cultivation 
methods in many places, which result in low yields. Ex- 
ceptional opportunities for employment in industry also 
tend to deprive agriculture of much of the best labour, in 
spite of policies designed to prevent this. Yet, in much 
of Liaoning, topography and soils, and even climate, are 
quite favourable to agriculture; and the degree of farm 
mechanization, irrigation, and chemical fertilization is 

very high by Chinese standards. Liaoning is, nevertheless, 
an importer of food. It must depend partly on food from 
Kirin and Heilungkiang to the north and partly on im- 
ported grain. 
The summer in Liaoning is not long. Few places, conse- 

quently, produce two crops per year. The central plain is 
the best farming area, and the Liaotung Peninsula, with 

its shorter winter, has a diversified agriculture. Peanuts 

(groundnuts), sugar beets, and pears are among the 
province’s major crops. Part of the cultivated area is used 
for industrial crops (primarily cotton and tobacco) or for 
export crops like apples; the rest is used for grain crops, 
vegetables, and soybeans. Higher yielding corn and rice, 
formerly grown mainly in the east and the southeast, have 
tended to supplant millet and kaoliang (a variety of grain 
sorghum) in the plains. The chestnut-leaved oak feeds the 
tussah silkworm; Liaoning is China’s major producer of 
tussah silk. The forests support commercial lumbering, 
but the supply of mature trees is limited, due to previous 
overexploitation, and the output of lumber is low. 
Livestock raising is of minor importance. Pigs are bred 

mainly in the south and central parts, and in the west 
other animals are raised. Fishing in the Yellow Sea, on 
the other hand, is a major income-earning activity. 
Industry. During the mid-1950s considerable capital 

investment was made in Liaoning, primarily in heavy 
industry. In heavy industrial production, Liaoning ranks 
first among the provinces of China, producing, in addi- 
tion to pig iron and steel, a substantial part of China’s 
cement, crude oil, and electrical power. Apart from iron 

and steel, the industries of Liaoning include nonferrous- 
metal processing, machinery manufacture, and chemical 
manufacture, as well as such light industries as those pro- 
ducing textiles, foodstuffs, and paper. 
The primary focus of investment in Liaoning has been 

the industrial network centred on the An-shan iron and 
steel complex. An-shan, south of Shen-yang, is the in- 
dustrial heart of Liaoning and is China’s principal steel 
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centre; taken as a whole, it is the biggest single enterprise 
in industrial investment ever established in China. Shen- 
yang, also a key industrial city, has been granted provin- 
cial-level powers in economic planning. It has a wide and 
varied range of heavy and light industries. Fu-shun is 
part of the Shen-yang complex, but its industries are all 
based on coal. Liao-yang, directly south of Shen-yang, is 
a textile centre. Lii-ta, near the tip of the Liaotung Penin- 
sula, is of obvious strategic importance. It has the best 
harbour in the Northeast and is a major Chinese port. 
Modern engineering industries have been developed there, 
including shipbuilding and locomotive production. Li-ta 
also has provincial-level economic authority and is one of 
China’s coastal cities open to foreign investment. Western 
Liaoning, centred on Chin-chou, is less advanced than 

the Shen-yang-An-shan area or Lii-ta, but it has valuable 
mineral resources and some industries. 
Transportation. The rail transportation facilities of 

Liaoning are the best in China, and the tonnage transported 
is also the second highest for any province. The backbone 
of the transportation system is the Ch’ang-ch’un—Li-ta 
railway (formerly called the South Manchurian Railway), 
which passes through Shen-yang and which was double- 
tracked in 1954. Rail traffic primarily comprises either 
industrial freight or food products in bulk. 
Highways in the province are extensive, but many are of 

poor quality. Many of the goods transported by road are 
carried in carts by animals in the traditional style. 
Navigation by sea or river carries almost none of the 

internal traffic of Liaoning, but sea navigation is of great 
importance for transport to other parts of China. Lii-ta is 
the largest port, followed by Ying-k’ou. 
Administration and social conditions. Government. 

From 1950 to 1954 Liaoning, divided into Liaotung and 
Liaosi, was under the jurisdiction of the Northeast Mil- 
itary Administrative Commission. In 1954 the province 
was reunited, and Liaoning was brought under direct 
central government rule. During the Cultural Revolution 
the province was in the forefront of radical reform; it 
continued to support many of the revolution’s initiatives 
after the death of Mao Zedong (Mao Tse-tung) in 1976, 
although Liaoning subsequently led the national effort to 
modernize its industrial plants and open its doors to trade 
with the outside world. Liaoning Province (sheng) is now 
divided into two prefectures (ti-ch’ti) and 10 municipalities 
(shih) at the prefecture level. All of the province’s counties 
(Asien) are under municipal administration. 

Education. Liaoning’s economically advanced society 
has developed significant educational and scientific re- 
sources. Only the three province-level cities of Shanghai, 
Tientsin, and Peking have a greater proportion of pop- 
ulation educated at least to the primary level. Liaoning 
is second only to Peking in adult literacy and has more 
scientists and technical staff than Shanghai. There are nu- 
merous universities and other post-secondary educational 
institutions in the province. 

Culture. Though Sinitic in tradition, Liaoning’s culture 
has been shaped by a kind of “outsider” perspective. Long 
periods of non-Han rule and the late onset of significant 
migration to the area have given Liaoning a frontier char- 
acter. Many of the clan-centred traditions of central and 
South China have been attenuated in this still mobile 
society, where roots are shallow and the nuclear family 
predominates. In addition, as an arena of competition for 
influence by the Japanese and the Russians, the province 
has a degree of cosmopolitanism lacking in many other 
areas of China. 

HISTORY 

Most of the present province of Liaoning fell within the 
confines of the earliest Great Wall of China, built during 
the reign of the first Ch’in emperor (221-210/209 BC), 
and hence formed part of China from early times. The 
environment and traditional Chinese civilization of the 
central plain in Liaoning continue into the North China 
Plain and into Shantung to the south. Political power in 
the region often passed to nonagricultural peoples, such 
as the Khitan, who invaded the area in the 10th century 
AD and established the Liao dynasty, and the Juchen, who 

founded the Ch’in dynasty in the 12th century. During 
the Yuan dynasty, Chinese (Mongol) power was reasserted 
over the region, and ties remained relatively close through 
the Ming dynasty. Chinese immigration from the south 
also has a long history, but until the last years of the 19th 
century it was on a modest scale. The traditional economy 
of Liaoning was one of Chinese peasant farm production 
in the plains; on the peripheries the economy was based 
in various places on herding, forestry, fishing, mining, 
and estate farming. Neither the aristocratic holders of the 
landed estates nor the people who depended on animals 
or on the products of the forests or rivers were generally 
Chinese; as elsewhere in the Northeast, they were of Mon- 
gol or Manchu stock. 
Under the Ch’ing dynasty (1644-1911/12), whose own 

origins lay in the Manchu frontier aristocracy, official 
efforts were made to protect the Northeast from Chinese 
encroachment with the exception of the old Chinese- 
settled area in the Liao Valley. This policy was gradually 
abandoned, partly because of the pressure of Russian in- 
fluence in the north. 
Toward the end of the 19th century and into the 20th, 

two intersecting forces together created a radically novel 
situation in Liaoning. One was foreign interference—Rus- 
sian and, later, Japanese. The other was rapidly increasing 
Chinese immigration. These two forces resulted in the 
expansion of the economy of Liaoning at a wholly un- 
precedented rate. Immigrants traveled to Liaoning both 
by the Shan-hai-kuan land corridor in the southwest and 
from Shantung by sea to the Liaotung Peninsula in the 
east. The second group were the more numerous and have 
been the more successful, both because of the relative ease 

of travel by sea and because of the better opportunities for 
both work and settlement in Liaotung. During the first 
half of the 20th century, the population of the province 
rose to a size proportionate to its present figure. The 
population movement was based on, seasonal migration 
for farm work, with about half of the migrants remaining 
in Manchuria after the harvests each year. Many strong 
Shantung communities grew up in Liaotung, with tradi- 
tions of mutual dependence and help. 
The all-important South Manchurian Railway was con- 

structed by the Russians between 1896 and 1903. This 
railway linked the new Liaotung port of Li-ta with 
Ch’ang-ch’un, in Kirin Province, as well as with Harbin 
in Heilungkiang Province, and with the then new Chinese 
Eastern Railway branch of the Trans-Siberian Railway. 
The South Manchurian Railway passed close to Shen- 
yang, replaced navigation on the Liao and much of the old 
cart transport, and bypassed the old port of Ying-k’ou. The 
foundations of the modern geography of Liaoning were 
laid by this railway. In 1907 the Russian railway, port, 
and territorial privileges were transferred to Japan at the 
conclusion of the Russo-Japanese War of 1904-05. From 
that time, Japan continually strengthened its hold on the 
economic life of Liaoning and all of Manchuria, partly 
through physical control but also through an active and 
successful policy of investment and economic expansion. 
From 1932 to 1945 Liaoning was part of the Japanese- 
dominated, “independent” state of Manchukuo. Through- 
out this period, which included the Sino-Japanese War 
and World War II (1937-45), Japanese policy aimed to 
develop the resources of Liaoning in a manner that would 
complement the economic strength of Japan. Heavy in- 
dustry was particularly developed. This concentration on 
heavy industry at the expense of light industry and agricul- 
ture has been criticized; but, in the face of China’s general 
lack of heavy industrial capacity, these installations have 
stood her in good stead since 1949. 
Shen-yang fell to the Chinese Communists in 1948. The 

industrial installations of Liaoning had suffered heavily 
from war damage and from Soviet seizures of stockpiles 
and machinery. The new government made the restoration 
of the Northeast one of its first priorities. After the defeat 
of the Japanese in 1945, the Soviet Union took over from 
Japan and retained residual rights to share with China the 
use of the naval base facilities at Lii-shun and some rights 
on the former South Manchurian Railway. These rights 
were given up in 1955. (F.A.L./V.C.F./Ed.) 
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Honan (Ho-nan in Wade-Giles romanization, Henan in 
Pinyin), a small province in the north central part of 
China, has an area of 64,700 square miles (167,700 square 
kilometres). The province stretches some 300 miles (500 
kilometres) from north to south and 350 miles east to 
west at its widest point. It is bounded on the north by 
Shansi and Hopeh; on the east by Shantung and Anhwei; 
on the west by Shensi; and on the south by Hupeh. The 
Huang Ho (Yellow River) divides the province into two 
unequal parts—one-sixth north and five-sixths south of 
the river—and thus to some extent belies the name Honan 
(“South of the River”). K’ai-feng, the former capital, has 
been superseded by Cheng-chou, where the Peking—Han- 
k’ou railway crosses the Huang Ho and meets the Lung- 
hai Railway running from east to west. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief. Honan can be divided topographically 
into two parts, the western highlands and the eastern 
plain. In the northwest the rugged T’ai-hang and Chung- 
tiao mountains form the steep eastern edge of the Shansi 
Plateau, rising in places above 5,000 feet (1,524 metres). 
They are part of the T’ai-hang fold system of Permian 
times and have a general northeast to southwest trend. 
They mark the northern border of the province. 
South of the Huang Ho there is a broad stretch of up- 

land comprising a number of moderately high mountain 
basins, the main ranges being the Hsiung-erh and Fu- 
niu. These mountains, which have an east-west trend, are 

the eastern extension of the Tsinling Mountains axis that 
divides China geologically and geographically into North 
and South. The T’ung-pai and Ta-pieh ranges form a 
further extension of this axis, running in a southeasterly 
direction and marking the border between Honan and 
Hupeh. The T’ung-pai range is separated from the Fu-niu 
by a gap some 75 to 100 miles wide cut by the T’ang and 
T’ao rivers, which are tributaries of the Han River. This 

gap gives easy access from the Honan Plain to the central 
basin of the Yangtze, a route much used from Han times 
onward in Chinese expansion southward. 
To the east lie the plains. Until fairly recent geological 

times the mountains in the west (the western extension 
of the present Po Hai [Gulf of Chihli] and Yellow Sea) 
formed the coast of a sea. That sea, now filled with silt 
brought down by the rivers and by the wind from the 
Loess Plateau, forms the North China Plain and the Huai 

Basin. It is part of the great Neo-Cathaysian Geosyncline 
(downward-sloping part of the Earth’s crust), which ex- 
tends from Heilungkiang to Kiangsi provinces. The floor 
of this geosyncline is sinking at a rate equal to that of 
deposition; it is estimated that the sediment of the plain is 
now 2,800 feet deep in places. 
Drainage. Honan has three river systems: the Huang 

Ho in the north and northeast, the Huai River in the 
east and southeast, and the T’ang and T’ao rivers in the 
southwest. The Huang Ho—known in Chinese literature 
simply as the Ho (“River”)—immediately after its conflu- 
ence with the Wei River, at the Shansi provincial border, 
turns eastward at T’ung-kuan to flow directly across the 
north of Honan. Near T’ung-kuan it enters the San-men 
Gorge of some 80 miles, thence issuing onto the plain. It 
is remarkable that from T’ung-kuan to the sea, a distance 
of some 600 miles, the Huang Ho receives only two com- 
paratively small tributaries: the right-bank Lo River, on 
which Lo-yang stands, and the left-bank Ch’in River. 
The Ho is subject to very great changes in summer and 

winter flow. In time of maximum flow (summer) the river 
carries an enormous load of silt, gathered mainly in its 
course through the Loess Plateau of Shensi and Shansi 
provinces. There is a Chinese saying that “if you fall into 
the Huang Ho you never get clean again.” While the river 
is fast flowing in the San-men Gorge, it is able to carry 

its load of silt, but when it issues onto the plain its pace 
is checked. It can no longer carry the silt, and flooding 
occurs. Throughout historical times this menace has been 
met by building levees to contain the waters. Generally 
these dikes were built five to eight miles apart, parallel 
to the river’s banks, to give the river plenty of room 
in time of spate (flooding), but instead the load of silt 
has been slowly spread, building up the riverbed through 
the centuries, until today it lies above the surrounding 
countryside. Dikes have been built higher and higher, and 
when they failed to hold—as has happened in some part 
of the province almost every year—the river descended 
onto the plain, causing disastrous floods, the waters of 
which could not return to the high streambed when the 
river’s flow slackened. The result was waterlogging of the 
soil, crop destruction, and famine. Because the watershed 

between the Huang and Huai rivers is almost impercepti- 
ble, the Huang Ho has radically changed its course several 
times in the last three millennia, flowing to the sea, first 
south, then north, of the Shantung Peninsula. The diver- 
sion has always been in northern Honan between Cheng- 
chou and K’ai-feng. In 1938 in an attempt to arrest the 
advance of the invading Japanese Army, the Huang Ho 
was deliberately diverted by blowing up the dikes near 
Cheng-chou and flooding 21,000 square miles of land, at 
an estimated cost of 900,000 lives. The river was restored 
to its former northern course in 1947. Under the People’s 
Republic, work along the river has included continued 
strengthening of the dikes and construction of the 30-mile- 
long People’s Victory Canal, which diverts Huang Ho 
water to the Wei River. A dam near the city of San-men- 
hsia near the Shansi border was begun in 1956 as part of 
an extensive flood-control and hydroelectric project. After 
completion of the dam in the 1970s, silt accumulation cut 
its generating capacity to one-quarter of planned output, 
hampering much of the province’s industrial development, 
but the dam proved valuable in taming the flood stages 
of the river. 

The Huai itself and all its major left-bank tributaries 
have their sources in the mountains of western Honan. 
They flow eastward onto the Anhwei Plain, subjecting 
it to disastrous floods. In 1949 the Huai Basin became 
the Communist regime’s first large water-conservancy pro- 
gram. Six dams were quickly built in the upper reaches 
of Huai tributaries in Honan. Since 1957 three very large 
dams at Lung-shan, Mei-shan, and Fo-tzu-ling have been 
built. Dikes were strengthened, with the result that no 
serious disaster has since occurred. 
Soils. Honan’s soils are made up mainly of calcium 

carbonate (lime) in hardened layers of alluvium. Because 
of the comparatively low rainfall, there is little leaching. 
The higher land of the west is mainly mountain yellow- 
brown earth, better drained than the plains. The more 
fertile areas fringing the plain were the sites of early civ- 
ilization. Alluvium is spread throughout the plain; it is 
yellowish and gray, porous, granular, and poor in organic 
matter. Since the bed of the Huang Ho lies above the 
surrounding land, much of the low-lying land on either 
side is waterlogged. Consequently, soil salinity and alka- 
linity affect the whole area. There are large areas of bleak, 
white saline sands. Since 1949 there has been much ex- 
perimentation aimed at bringing these alkaline lands into 
production. Between 1954 and 1964 one-fourth of the 
saline land between K’ai-feng and Cheng-chou reportedly 
was transformed into fertile farmland, and reclamation of 
saline and alkaline land has continued. 
Climate. Climatically, Honan lies in a transitional zone 

between the North China Plain and the Yangtze Valley. 
Although protected in some degree from the Mongolian 
winds by the T’ai-hang Mountains, Honan has very cold 
winters; summers are hot and humid. Average January 
temperature in the north is 28° F (—2° C) and in the 
south 36° F (2° C). Average July temperature over the 
lowlands is 82° F (28° C), while in the western mountains 
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it is a degree or two lower. There are 210 frostless days 
annually in the north and 250 in the south. 
Rainfall is distributed more evenly throughout the year 

than it is in the rest of North China, although there 
is a marked spring-summer maximum. K/ai-feng has an 
average rainfall of 23 inches (580 millimetres), of which 
only three inches fall in the autumn and winter months. 
There is a steady decrease in total rainfall from southeast 
to northwest and a marked increase in variability. Honan 
is therefore more subject to years of alternating heavy rain 
and drought than the provinces of the Yangtze Valley. In 
the past it has suffered from severe famine. It also experi- 
ences spring cloudbursts and occasional hailstorms, both 
of which can be very destructive. In times of drought, 
summer dust storms are worse even than those of winter. 
Plant life. The natural vegetation of Honan is decid- 

uous forest and woodland over the plains, and deciduous 
and coniferous forest in the western highlands. Intensive 
settlement of the plains has long since led to the clearance 
of the trees to make way for cultivation. The mountains, 
however, retain some of their woodland. Since 1949 ma- 
jor efforts have been made in planting trees for shelter, 

timber, and other uses. 
The people. Honan is China’s second most populous 

province, with the overwhelming majority of the popula- 
tion living in rural areas. The greatest concentration of 
rural population is in the eastern plain. Nearly as great 
densities are found in the I and Lo river basins and in 
the plain around Nan-yang, but in the more mountainous 
west and south they are considerably less. On the eastern 
plain, villages are fairly close together, usually about one 
mile apart. In the mountains they are smaller and more 
widely dispersed. Houses are made mainly of mud-plas- 
tered walls and thatched roofs. There was considerable 
movement of rural people of the plains to towns in the 
west in 1958-59, during agricultural collectivization and 
the Great Leap Forward. 
The vast majority of the people of Honan is Han (Chi- 

nese). There are no autonomous minority groups such as 
are found in the western provinces, the small number of 
Hui (Chinese Muslims) being integrated into the broader 
population. Mongol and Manchu invaders were absorbed 
and Sinicized. In the 12th century, when K’ai-feng was 
the Imperial capital of the Sung dynasty, Jews, originally 
from India or Persia, became an important part of the 
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Farm workers spreading harvested wheat to dry on the plain 
of the Huang Ho (Yellow River) in northern Honan Province. 

community. They retained their identity until the 19th 
century but have since been absorbed. 
The economy. Agriculture. Honan’s economy is essen- 

tially agricultural. Most of the total cultivated area lies in 
the plains to the east of the Peking—Han-k’ou railway. The 
only idle land is found in the mountains and in the saline 
lands of the northeast. Main food crops include winter 
wheat, millet, kaoliang (a variety of grain sorghum), soy- 
beans, barley, corn (maize), sweet potatoes, rice, and green 
lentils. Wheat is by far the most important, in both acreage 
and production, Honan ranking first in China’s output. 
Rice occupies only a small percentage of the crop area; 
its yield per acre, however, is almost three times as great 
as that of wheat. Fruit growing has received considerable 
impetus in recent years, partly for its own sake and partly 
for soil conservation, particularly in the idle sandy lands 
of the northeast and on mountain slopes. Dates, persim- 
mons, apples, and pears are the main fruits, with walnuts 

and chestnuts also grown. Honan produces draft animals 
of good quality, particularly yellow oxen and donkeys. 
Hogs are the most important food animals, and goats and 
sheep are raised in the western mountains. 
The chief industrial crops are cotton, tobacco, vegetable 

oils, and silk. Cotton is widely grown on about half the 

acreage, with its main concentration north of the Huang 

Ho around An-yang and Hsin-hsiang. Tobacco growing, 
introduced in Honan in 1916, increased enormously after 
1949; within 40 years Honan became China’s largest to- 

bacco producer. Vegetable oils are important, with Honan 
one of China’s largest producers of sesame, grown mainly 
in the east and south. Ramie, the most important of the 
leafy fibres, is grown in east Honan in the Huai Valley. 
Honan is one of the oldest centres of sericulture (silk- 
worm raising) in China. The industry dates back to the 
Tung (Eastern) Han dynasty (AD 25-220). Both mulberry- 
leaf culture and oak-tree culture for silkworms flourished 
between the two world wars until suffering severely during 
the Sino-Japanese War. After 1949 *there was a revival 
on the slopes of the Fu-niu Mountains, and the province 
became an important exporter of silk. 
Honan suffers very severely at times from locusts, which 

winter in the arid, sandy alkaline soils beside the Huang 
Ho. Extended and improved cultivation in these areas has 
helped control the pest. 
Industry. Although before 1949 there was little indus- 

trial development in Honan, subsequent industrialization 
was both rapid and extensive. Much of the development 
tapped Honan’s rich coal seams in the northwest. Both bi- 
tuminous and anthracite coal are found along the slopes of 
the T’ai-hang Mountains, and big reserves of good coking 
coal in thick, easily mined seams are found in the Fu-niu 

Mountains between Hsi-ch’ang and P’ing-ting-shan. Iron 
ore is found at Ju-yang on the Ju River in the Hsiung- 
erh Mountains, as well as some pyrite, bauxite, and mica. 
Large coal mines at Chiao-tso supply the fast-growing 
industries of Lo-yang, Cheng-chou, K’ai-feng, and Hsin- 
hsiang but are still inadequate. The vast coalfield at P’ing- 
ting-shan has been worked since 1964. 
Honan is a significant producer of energy, with thermal 

plants in Cheng-chou, Lo-yang, K’ai-feng, and Hsin-hsiang 
linked by a power line. An ultrahigh-voltage transmission 
system, one of the largest in China, began transporting 
electricity from the P’ing-ting-shan coal-mining area to 
Wu-ch’ang in the early 1980s. There are large proven 
reserves of low-sulfur petroleum and natural gas at the 
Chung-yiian complex of oil fields. 
Lo-yang was chosen as the site for China’s first tractor 

factory, opened in 1958. Since then its output has bur- 
geoned, and Lo-yang has become a heavy-industry centre. 
Cheng-chou lies in the heart of the cotton-growing area 
and is now the centre of the textile industry. K’ai-feng, 
Imperial capital of the Sung emperors, declined after the 
11th century—especially when the Huang Ho dikes were 
broken and the region was ruined in 1642. A large chem- 
ical-fertilizer works and a tractor-accessories plant have 
led to its revival. Hsin-hsiang, the most important city of 
north Honan, is the centre of the railway network of the 
area. Emphasis has shifted over the years from develop- 
ment of heavy to development of light industry. Thus, 
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there has been a growth in the production of consumer 
goods such as cigarettes, electronic products, bicycles, 
household appliances, textiles, and tableware. Tourism is 
a major earner of foreign exchange. 
Transportation. Although the Huang Ho flows through 

north Honan, it serves it poorly as a line of communica- 
tion. Within the province it was navigable only in the San- 
men Gorge until the construction of the dam there. Even 
now it is useful over the plain only for small rivercraft. 
The Huai and its tributaries flowing down from the west- 
ern mountains are rapid in their upper courses and silted 

in their lower, so that they, too, serve only small craft. The 

Wei, flowing north into the Hai system, has been joined 
by the People’s Victory Canal to the Huang Ho. In 1964- 
65 it was successfully dredged in an experiment aimed at 
deepening the riverbed and so increasing flow and reduc- 
ing waterlogging. Cheng-chou is the junction of China’s 
two greatest trunk railways, the Peking—Han-k’ou—Canton 
line and the Lung-hai line, which runs from the east coast 
to Sinkiang, in the far west. Local railroads have also been 
developed, and most of the province’s goods are now car- 
ried by rail. The first modern roads in Honan date from 
the famine of 1920-21, when the American Red Cross 
built earth tracks to bring relief to the stricken provinces. 
Since 1959 the great bulk of road building has been done 
with little modern technology; some roads penetrate the 
more remote mountain region, as, for example, a road 
in the T’ai-hang Mountains between Hui-hsien and Ling- 
ch’uan. Most of the highways have all-weather surfaces. 
Administration and social conditions. Government. On 

the victory of the Communists in 1949. Honan, together 
with Hupeh, Hunan, Kiangsi, Kwangtung, and Kwangsi, 
formed the Central South greater administrative region. In 
1954 provincial government was established, and for local 
governmental purposes Honan has been subsequently di- 
vided into eight prefectures (ti-ch’ti) and nine prefecture- 
level municipalities (shih). Below this level the province 
is divided into counties (Asien) and county-level mu- 
nicipalities (shih). The province was badly affected by 
political conflict during the Cultural Revolution. During 
much of that time it was governed by a provincial Reyv- 
olutionary Committee, which consisted of 11 members, 

nine of whom were selected from the People’s Liberation 
Army, one from the “revolutionary cadres,” and one from 

the “revolutionary masses.” The Revolutionary Commit- 
tee was replaced in 1980 by the People’s Government, 
which is the administrative arm of the People’s Congress. 
The People’s Congress, acting largely through its Stand- 
ing Committee, is an organ of the state, and its powers 
include enacting legislation, implementing state policies, 
and approving provincial economic plans and budgets. 
Its members are elected by the People’s Congress at the 
next lower administrative level, and it in turn elects the 
members of the People’s Government. 
Education. Since its Imperial days K’ai-feng has re- 

mained the cultural and educational centre of Honan, 
although it has come to share that role with Cheng-chou. 
The first impact of Western learning came, as in the 
rest of China, through the primary and middle schools 
of Christian missions. Little real progress was made in 
the turbulent years between 1911 and 1949, and the vast 
mass of the people remained illiterate. Successful efforts 
were made by the government in the first years after 1949 
to overcome illiteracy, and a real attempt at universal 

primary education was launched. Education is now based 
on six years of primary schooling and six years of sec- 
ondary schooling. Honan has more than 30 institutes of 
higher learning. 

Health and welfare. Modern Western medicine, like ed- 
ucation, was introduced by Christian missions but made 
very little impact on the vast area of Honan. On attain- 
ing power in 1949, the People’s government concentrated 
attention on public hygiene and preventive medicine. A 
doctor’s training was cut from six to three years, and teams 
were dispersed throughout the province to teach hygiene, 
vaccinate, inoculate, and advise. Although a doctor’s train- 
ing has now reverted to six years, emphasis remains on 
the “barefoot doctor,” midwife, and health worker. With 
the great development of coal mining in Honan, attention 
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has been focused on silicosis prevention, which is being 
achieved mainly by improving working conditions. Kala- 
azar, the debilitating disease carried by sand flies, is also 
receiving special attention. As elsewhere in the country, 
traditional Chinese medicine has gained status. 
Cultural life. In an essentially agricultural province such 

as Honan, cultural life is centred in the rural community. 
While families, for the most part, retain and own their 
own homes, cultural life is focused in the community 
centre, with its reading room, library, and teahouses, in 
which the old tradition of storytelling has continued and 
is very popular. Loudspeaker radio is used to ensure com- 
munication. Traditional local music forms—such as the 
chui-tzu ballad and yu-chii opera—are popular, as are the 
performances of the province’s many art troupes. 

HISTORY 
Honan abounds in prehistorical and early historical inter- 
est. Some of the most important evidences of the Neolithic 
beginnings of Chinese civilization are found in the north- 
ern part of the province. It was at Yang-shao in north 
Honan that a Swedish geologist and archaeologist, Johan 
Gunnar Andersson, in 1921 discovered an assemblage of 
Neolithic painted pottery that, together with many later 
finds, marked the presence of a well-established primitive 
farming culture, which has been named Yang-shao. The 
early farmers occupied the lands at the confluence of the 
Huang, Wei, and Fen rivers, the cradle of Chinese civi- 
lization. The other main Honan sites of the culture are at 
Miao-ti-kou, Lin-shan-chai, P’an Nan, and Hsi Yin. The 
early farmers, who were also part-time hunters and fish- 
ermen, lived in sunken circular or rectangular dwellings, 

sometimes of considerable dimensions. They grew foxtail 
millet, broomcorn millet, and kaoliang and had domesti- 

cated dogs and pigs. Cultivation with their primitive stone 
tools was comparatively easy in the easily worked loess 
(wind-borne) soil. 

Immediately to the east, at Lung-shan in Shantung 
Province, a different culture was discovered, known as 
the Black Pottery culture, as distinct from the slightly 
earlier Painted Pottery culture (Yang-shao culture). It was 
on these Yang-shao—Lung-shan foundations that the early 
civilization of the Shang (Yin) dynasty arose (18th-12th 
century BC) in north and west Honan, south Hopeh, and 
west Shantung. Excavations near An-yang and in Cheng- 
chou and Hsing-t’ai, Hopeh, revealed an advanced culture, 
having a hierarchical class structure, advanced buildings, 

and elaborate ritual in which beautiful bronze vessels were 
used. Based on the dating of oracle bone inscriptions, the 
Shang king P’an K’eng moved his capital to a site near 
An-yang in 1384 Bc. 

When the Shang kingdom fell to the Chou dynasty (1111- 
255 Bc), An-yang lost its status as a capital. When the 
Chou capital, Hao (near modern Sian in Shensi Province), 
was destroyed in 771 Bc by western tribes, Lo-yang (then 
known as Lo-i) took its place. During the period 771 Bc 
to AD 938, the distinction of being the capital was shared 
alternately by Lo-yang and Ch’ang-an (modern Sian). Lo- 
yang was the capital during the following dynasties—the 
Tung (Eastern) Chou (771-256/255 Bc), Tung Han (AD 
25-220), Wei (220-265/266), Hsi (Western) Chin (265- 
311), Wei (386-534/535), and Hou (Later) T’ang (923- 
936/937). With the fall of the T’ang dynasty in 936/937, 
K’ai-feng, then called Pien, became the nation’s capital 
and remained so until the Pei (Northern) Sung dynasty 
was overthrown by the Juchen invaders in 1126. After the 
sack of K’ai-feng in 1127, the Honan region continued 
to be the chief source of grain for Imperial storehouses. 
Both Lo-yang and K’ai-feng remained important because 
of their strategic locations in the gateway leading from 
the North China Plain into the Huai Basin, thence into 
the Yangtze Basin. Cheng-chou became important in the 
early 20th century as a railway junction and was made the 
provincial capital in 1954. (T.R.T./V.C.F.) 

Hopeh 

Hopeh (Ho-pei in Wade-Giles romanization, Hebei in 
Pinyin) is a province in northern China on the Po Hai 
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(Gulf of Chihli) of the Yellow Sea. It is bounded on the 
northwest by China’s Inner Mongolia Autonomous Re- 
gion and by the provinces of Liaoning on the northeast, 
Shantung on the southeast, Honan on the south, and 

Shansi on the west. Hopeh means “North of the (Yellow) 

River.” Hopeh has an area of 72,500 square miles (187,- 
700 square kilometres). The provincial capital was at Pao- 
ting until 1958, when it was transferred first to Tientsin 
and then, in 1967, to Shih-chia-chuang, 160 miles (260 
kilometres) southwest of Peking. The present capital is at 
the junction of three railways: the Peking—Canton line, 
China’s north-south trunk line, and lines to Shansi and to 
Shantung. The large municipalities of Peking, the national 
capital, and of Tientsin lie within Hopeh Province but are 
independent of the provincial administration. Culturally 
and economically, Hopeh is the most advanced province 
in northern China. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ Hopeh Province consists of two al- 
most equal sections: the northern part of the North China 
Plain and the mountain ranges along the northern and 
western frontiers. The former is sometimes called the 
Hopeh Plain. It is formed largely by the alluvial deposits 
of the five principal tributaries of the Hai River, which 
flows past Tientsin to the sea. Two of them, the Yung- 
ting and the Pai, flow down from the northern highlands. 
The other three have their sources in the western part of 
Hopeh: the Ta-ch’ing and Tzu-ya rivers and the Southern 
Grand Canal (Nan-yiin Ho). 
The Hopeh Plain slopes gently from west to east. It is 
bounded by the Yen Mountains on the north, the T’ai- 
hang Mountains to the west, and the Po Hai to the east. 

The mountains have at their base a string of alluvial 
fans. This inner belt of the Hopeh Plain is generally well 
drained. The groundwater level is usually less than 33 
feet (10 metres) from the surface and is easily tapped for 
domestic water and irrigation. 
The Yen Mountains form the northern rim of the North 

China Plain, displaying to the traveler an endless sea of 
rounded hills, with peaks averaging 4,900 feet above sea 
level. The Great Wall of China zigzags along its crests. 
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The Great Wall of China as it traverses the crests of the Yen 
Mountains in Hopeh Province. 

Beyond these mountains the Mongolian Plateau stretches 
from the northernmost part of Hopeh Province to the 
Mongolian People’s Republic. This part of Hopeh was 
incorporated into the province in 1952, when Hopeh’s 
boundaries were extended beyond the North China Plain 
for the first time. The rim of the plateau has an average 
elevation of 3,900 to 4,900 feet and is rugged and inhos- 

pitable to human settlement. Between the Yen Mountains 
are large basin plains, cultivated and well inhabited. Coal 
and iron are mined in the northern mountains. 
To the west of the North China Plain sprawls the lofty 

north-south range of the T’ai-hang Mountains, separating 
the Hopeh Plain from the Shansi Plateau, its highest peak 
rising more than 9,000 feet. The range is pierced by a 
number of west-east streams whose narrow valleys (the 
famous “Eight Gorges” of T’ai-hang) are the routes of 
highways and railroads between the Hopeh Plain and the 
Shansi Plateau. 
Drainage and soils. The major Hopeh rivers flow down 

from the loess-covered T’ai-hang Mountains and the 
Shansi Plateau. They carry a heavy load of silt after the 
summer downpours, depositing it in the shallow channels 
downstream on the plain, gradually silting them up and 
causing widespread floods in low-lying areas. Since 1949 
vigorous measures for water control and soil conservation 
have been carried out together with reforestation in the up- 
land areas. Numerous dams, generally small to medium- 
size, have been built upstream and in the tributaries to 
conserve the water for irrigation and other uses; flood- 
retention basins and storage reservoirs have been built 
downstream. The Tu-liu-chien River, connecting the Ta- 
ch’ing to the sea, helps to drain the extremely low-lying 
tract around the large Pai-yang Lake and the Wen-an 
Marsh. Water from the streams is used to wash away ex- 
cess salt in the alkaline soil and to make it arable. Similar 
chien-ho (“reducing streams”) have been completed for 
the Southern Grand Canal. 
The Hai River is only 35 miles long, from the city of 

Tientsin to the sea, but the drainage basin of its five 
tributaries covers two-thirds of the province. A number 
of flood-control and power-generation projects have been 
developed in the Hai Basin, including reservoirs to the 
northeast and northwest of Peking. Another major river 
is the Luan, which drains northeastern Hopeh. A major 
project of the 1980s was the construction of a diversion 
channel carrying water from the Luan to Tientsin. All the 
major Hopeh rivers empty into the Po Hai, a shallow sea 
with an average depth of only 100 feet. The water and 
nutrient matter brought down by the rivers nourish a rich 
marine fauna. In winter the surface water along the coast 
is frozen, but navigation is possible with the use of ice- 
breakers. There are three important ports: Tientsin, which 
is about 35 miles up the Hai, T’ang-ku, and the major 
coal-handling and oil-shipping port of Ch’in-huang-tao. 
The most common soil in the Hopeh Plain is dark-brown 

earth developed on loessial alluvium, modified by cultiva- 
tion over several millennia. It is extremely fertile—the fa- 
mous “good earth”—yielding crops with little fertilization 
for thousands of years. New alluvium is distributed in the 
areas along the rivers by frequent flooding. In the moun- 
tains the soils vary: the upland hills have leached dark- 
brown soils, the more humid mountainous areas of the 
Yen and T’ai-hang ranges have brown forest soils suited 
to fruit trees, and the northernmost Chang-pei plateau has 
light-chestnut zonal soils. 
Climate. The province has a continental climate. The 

January mean temperatures range from 25° F (—4° C) in 
the south to 14° F (—10° C) north of the Great Wall. The 
average July temperature is about 77° F (25° C) in the 
North China Plain, and 73° to 77° F (23° to 25° C) in the 
northern and western highlands. The annual precipitation 
(rain and snow) is more than 20 inches (500 millimetres) 
in most parts of the province. The summer months of 
June, July, and August are the rainy season. 
Plant and animal life. The natural vegetation of the 

greater part of the province is broad-leaved deciduous 
forest, but, after many centuries of human settlement, cul- 
tivation, and deforestation, little of the original vegetation 
remains except in the high mountains and other inac- 
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cessible areas. Annual afforestation projects have seeded 
millions of acres in an effort to develop the forest up- 
land economy. 

The northernmost Chang-pei plateau has steppe grass of 
the Mongolian Plateau type. The higher mountains have 
coniferous forests. In the saline areas along the coast and 
in the low-lying depressions, plants that flourish in a salty 
environment dominate. There is a conspicuous absence of 
forests in the lowlands and lower hills. The flora is pre- 
dominantly of a northern character. It includes the willow, 
elm, poplar, Chinese scholar tree (Sophora japonica), tree 
of heaven (Ai/anthus), and drought-resistant shrubs. 
The present fauna includes elements of the temperate 

forest (such as the forest cat Felis euptilus) and of the 
cold-winter steppe (such as the camel), as well as some 
tropical elements from the Indo-Malay region (such as 
the tiger and monkey). The domestication of animals 
such as the dog, sheep, goat, cow, horse, donkey, mule, 

camel, and cat has led to the extinction or near-extinction 
of many wild species. The smaller mammals are better 
preserved, including moles, bats, rabbits and hares, rats, 

mice, and squirrels. Birds include the Mandarin duck (Aix 
galericulata), native to China. The Hopeh Plain was the 
home of Peking man, an extinct hominid of the species 
Homo erectus, who lived about 460,000 years ago and 
used tools and fire. 
The people. The ethnic composition of the population 

is almost entirely Han (Chinese). Minority groups in- 
clude the Hui (Chinese Muslims) and a tiny percentage 
of Mongols. Since nearly one-half of Hopeh Province is 
mountainous, the density of population is really much 
higher than the average of about 750 persons per square 
mile (300 per square kilometre) suggests. The highest pop- 
ulation densities in Hopeh are found at the foot of the 
T’ai-hang Mountains, in the belt of alluvial fans. This is 
a district settled since antiquity, on the ancient highway 
from the Chung-yiian, or “Middle Plain,” of the North 
China Plain to Peking and on to the regions north of the 
Great Wall. These piedmont plains have also been settled 
since ancient times. The rural settlement pattern is that 
of huge nucleated villages. Farther east and south of the 
alluvial-fan belt are the low-lying districts subject to flood, 
which have somewhat lower densities. The area north of 
the Great Wall and the remote mountainous areas have 
the lowest densities. Before 1949 there was substantial 
migration from northwestern Hopeh to Inner Mongolia. 
Peasants in southeastern Hopeh have also migrated in 
large numbers since the beginning of the 20th century to 
Inner Mongolia and China’s northwest and the Northeast. 
The economy. Agriculture. Hopeh is important for 

its production of cotton, wheat, corn (maize), peanuts 
(groundnuts), and fruit. The widespread introduction of 
tube-well irrigation in the late 1960s and early ’70s made 
Hopeh and Kiangsu among the leading provinces in irri- 
gated acreage. 

Industry. Hopeh lies at the heart of one of two major 
industrial regions in China. The province developed a 
modest industrial base from the late 19th century onward, 
chiefly in coal, iron, textiles, and indigenous handicrafts. 
Tremendous, industrial expansion took place during the 
1950s: the spinning capacity of Hopeh’s cotton belt was 
expanded considerably; a major coal belt, which stretches 
in a crescent through Hopeh and into northern Honan, 
provided the impetus for significant expansion of the 
coal-mining industry; and the incorporation into Hopeh 
(1952) of the Lung-yen iron-ore district of former Chahar 
Province speeded the development of the iron and steel 
industry. In the 1960s the emergence of the Hua-pei oil 
fields made Hopeh a major oil producer, and in 1983 
China’s first deep-horizon oil field, the Ma-hsi field, went 

into operation in the southern section of the Ta-kang oil 
field on the Po Hai coast, producing significant quantities 
of oil and natural gas. 
These industries became the basis of the Peking-Tientsin 

industrial region, the largest and most important industrial 
centre in North China. Industrial production has diversi- 
fied and expanded to include such key products as cement, 
agricultural equipment, and fertilizer. Light industries in- 
clude textile and ceramics manufacture, food processing, 
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and paper and flour milling. Tientsin, the region’s second 
largest city, is the primary industrial and commercial cen- 
tre of North China and the second most important trade 
centre in all China. Other major industrial cities of the 
region include T’ang-shan (largely rebuilt since an earth- 
quake in 1976) and Ch’in-huang-tao, in eastern Hopeh; 
Pao-ting; Shih-chia-chuang, in western Hopeh; and Liu-li- 
ho, in Peking Municipality. 

Transportation. Hopeh is well served by railroads. The 
province is at the centre of China’s vast north-south rail- 
way network, and all of its major cities are connected 

by rail. Sea transport moves through Tientsin and Ch’in- 
huang-tao. The port of Ch’in-huang-tao was first opened 
to commercial activity in 1898; it is now one of China’s 
“open” coastal cities, which play a key role in the coun- 
try’s foreign trade and investment. The port ranks third 
nationally after Li-ta (formerly Dairen) and Shanghai in 
handling capacity. 
Administration and social conditions. Government. 

Hopeh Province (sheng) is divided into nine prefectures 
(ti-ch'vi) and nine prefecture-level municipalities (shih). Be- 
low this level the province is divided into counties (Asien) 
and county-level municipalities (shih). The traditional 
subcounty administrative unit was the civil township, or 
rural district (hsiang), which was supplanted in 1958 by 
the commune. The communes were in turn replaced by 
the Asiang after the Cultural Revolution. 
Education. Public education has made major strides 

since 1949. The great majority of adults are now literate, 
and well over half of the population has received at least a 
primary school education. With more than 30 institutions 
of higher education, the province has sought to upgrade 
the technical level of its citizens as part of a drive toward 
modernization. The emphasis on broadening opportuni- 
ties for education has led to the establishment of television 
and radio universities for part-time and continuing study, 
while vocational secondary schools serve the needs of 
Hopeh’s industry. 

Cultural life. Hopeh is linguistically and culturally part 
of the Northern Mandarin dialect area and shares many 
of the features of that regional culture. Living in the 
northernmost part of the Sinitic zone—historically subject 
to nomad incursions and political subjugation—Hopeh’s 
people are traditionally depicted as orderly, submissive, 
and uncomplaining. Their cuisine features wheat cakes, 
mutton, and bean dishes. There are many local operatic 
and dramatic traditions, carried on by the province’s nu- 
merous art and theatre troupes. 

HISTORY 
Although the area of present Hopeh Province was settled 
very early, it lay for many centuries outside the sphere 
of most political and economic activity of the Chinese 
empire. Before incorporation into the Ch’in Empire in the 
3rd century Bc, the region was occupied by the states of 
Yen, Ch’i, and Chao. 

Hopeh has long been an area of strategic significance. 
To the rulers of the Han dynasty (206 Bc-Ap 220), it 
was largely a frontier zone beyond which lay their main 
enemies, the Hsiung-nu people, and defense of the region 
with walls and permanent garrisons was therefore empha- 
sized. To the expansionist emperors of the T’ang dynasty, 
Hopeh served as a starting point for large campaigns 
aimed at the conquest of Korea. In ap 755, military forces 
stationed in the area were used to temporarily overthrow 
T’ang rule in a revolt led by An Lu-shan. Hopeh grew in 
importance under the rule of a series of northern-based 
dynasties, including the Liao, or Khitan (907-1125); the 
Chin, or Juchen (1115-1234); and the Yiian, or Mongol 
(1206-1368). Peking first became the capital of all China 
under the Yiian rulers, who also completed work begun 
by the Chin on the Grand Canal linking Hopeh to the 
rice-growing regions of southern China. 
During the Ch’ing, or Manchu, dynasty (1644-1911/12) 
Hopeh was called Chihli (“Directly Ruled”) Province and 
continued to be strategically important, especially as for- 
eign imperialist pressure mounted during the 19th century. 
Li Huang-chang, the foremost military and political leader 
of his time, served for many years as governor general of 
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Chihli and was succeeded by Yuan Shih-k’ai, who became 
president of the Chinese republic in 1912. A period of 
domination by a succession of autonomous warlords in 
Hopeh followed Yuan’s death in 1916. The warlord Yen 

Hsi-shan continued to govern independently in Hopeh 
until the Japanese invasion of 1937. After Japan’s defeat 
the occupiers surrendered to the Chinese Nationalists in 
1945. Chinese Communist forces took the province in 

January 1949, opening a new chapter in its long history. 
(F.Hu./V.C.F./Ed.) 

Peking 

For coverage of Peking, see the Macropedia article PEKING. 

Shansi 

Shansi (Shan-hsi in Wade-Giles romanization, Shanxi in 

Pinyin), a province of northern China, has an area of 
about 60,200 square miles (156,000 square kilometres). 
Roughly rectangular in shape, Shansi is bounded by the 
provinces of Hopeh to the east, Honan to the south and 
southeast, and Shensi to the west and by the Inner Mon- 
golia Autonomous Region to the north. The name Shansi 
(“Western Mountains”), testifies to the rugged terrain of 
the territory. The largest city and provincial capital, T’ai- 
yuan, is located in the centre of the province. 
Shansi has always held a strategic position as a gateway 

to the fertile plains of Hopeh and Honan. Since ancient 
times it has also served as a buffer between China and 
the Mongolian and Central Asian steppes. A key route 
for military and trading expeditions, it was one of the 
major avenues for the entrance of Buddhism into China 
from India. Today it is important for its vast reserves of 
coal and iron, which form the basis of heavy industrial 
development, and for its production of cotton for export. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ Two-thirds of the province is com- 
posed of a plateau, part of China’s vast Loess Plateau, 
that lies at elevations between 1,000 and 3,000 feet (300 

and 900 metres) above sea level. The plateau is bounded 
by the Wu-t’ai and Heng Mountains on the north, the 
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The white pagoda of T’a-yiian Temple in the Wu-t'ai 
Mountains, Shansi Province. 

T’ai-hang Mountains on the east, and the Lu-liang Moun- 
tains on the west. The eastern mountains average between 
5,000 and 6,000 feet in height and reach their maximum 
elevation at Mount Shih-ku (8,300 feet), located in Hopeh 

Province. The highest peak in the west, Mount Kuan- 
ti, reaches an elevation of 9,288 feet, while the northern 
ranges are crowned by Mount Wu-t’ai at 10,033 feet. 
The Huang Ho (Yellow River) flows through a moun- 

tain gorge from north to south and forms the western 
border with Shensi Province. At Feng-ling-tu the river 
turns sharply eastward and forms part of the southern 
border with Honan Province. The southwest corner of the 
province is part of the highland region that extends from 

Kansu to Honan provinces and is covered with a layer of 
loess. The Fen River Valley comprises a chain of linked, 
loess-filled basins that crosses the plateau from northeast 
to southwest. The largest of the valley’s basins is the 100- 
mile-long T’ai-yiian Basin. North of T’ai-yiian are three 
detached basins, which are areas of cultivation. Farther 
north the Ta-t’ung Basin forms a separate feature. 
Drainage and soils. Several rivers drain eastward and 

southeastward, cutting valleys and ravines through the 
T’ai-hang and Wu-t’ai ranges, including the Hu-t’o and 
its tributaries. In the west several rivers cut across the Lii- 
liang Mountains and drain into the Huang Ho; principal 
among these is the Fen, which flows southward through 
two-thirds of the province. The northern mountains are 
drained chiefly by the Sang-kan, which flows eastward. 
In the mountains, several types of light-brown and brown 

forest soils are common, with meadow-steppe varieties 
found at higher elevations. Alluvial soils in the central and 
southern portions of the province are formed mainly of 
calcareous (lime-bearing) brown soils deposited by the Fen 
River. There are also loess and lime deposits. Natural or- 

ganic materials are not abundant, and salinity is excessive. 
Climate. Shansi has a semiarid climate. The mean an- 

nual rainfall ranges from less than 10 inches (250 mil- 
limetres) a year in the northwest t6 a maximum of 20 
inches in the southeast. Between 70 and 80 percent of 
the annual rainfall occurs between June and September. 
Temperatures range from a January mean of 19° F (—7° 
C) and a July mean of 75° F (24° C) at T’ai-yiian, to 
a January mean of 3° F (—16° C) and a July mean of 
72° F (22° C) at Ta-t’ung. Winter droughts are common 

because the plateau is subject to the full force of the dry 
northwestern wind that blows in the winter from the Mon- 
golian Plateau. In summer the southeastern monsoon (a 
rain-bearing wind) is blocked by the T’ai-hang Mountains. 
Hailstones are a common natural hazard, as are frequent 
floods, particularly along the course of the Fen. 
Plant and animal life. Vegetation distribution primarily 

depends on the direction in which the mountain slopes 
face. The southern slopes are characteristically covered by 
species such as oak, pine, buckthorn, and honey locust, 
which are more tolerant of drier conditions than are the 
linden, hazel, maple, and ash that prevail on the more 
humid northern slopes. The province has long been cul- 
tivated, and such natural vegetation as remains consists 
mainly of shrubs and grasses; isolated forests occur on 
the north-facing slopes. Destruction of the original forest 
cover in ancient times eliminated most animal species. 
The people. Most of the province’s people are of Han 

(Chinese) origin and speak the Northern Mandarin dialect 
of Chinese. The small minority populations include the 
Hui (Chinese Muslims), in the T’ai-yian-Yii-tz’u region, 
and some Mongols and Manchu around Ta-tung. Most 
of the populace lives in agricultural villages. The highest 
rural densities occur in the T’ai-yian Basin, in the south- 
east around Ch’ang-chih, and in the Fen Valley. 
The two principal urban areas are T’ai-yiian, the capital 

and leading industrial and mining complex, and Ta-t’ung, 
a mining and rail transport centre. Other manufacturing 
and transport centres include Yii-tz’u and Yang-ch’iian, 
both east of T’ai-yiian, and Ch’ang-chih in the southeast. 
Smaller cities are Ch’i-wo (Hou-ma) and Lin-fen, both 
situated in the fertile Fen Valley; Fen-yang, immediately 
southwest of T’ai-yiian; and Yiin-ch’eng, on the Hsieh 
Chih salt lake in the southwest. 
The economy. Resources. Shansi is China’s major coal 
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region, producing one-quarter of the country’s output. 
Proven reserves of anthracite and high-grade coking coal 
have supported the development of heavy industry and 
thermal generation of electricity. Iron ore is mined from 
vast deposits in the Ma-an Mountains district of central 
Shansi. The largest titanium and vanadium (metallic ele- 
ments used in alloys such as steel) deposits in China are 
located near Fen-hsi. Other mined minerals include silver, 
zinc, copper, and edible salt. 
Agriculture. Because of widespread erosion, only about 

one-third of the province is under cultivation. Extensive 
soil and water conservation efforts since 1949 have taken 
the form of terracing, afforestation, the digging of irriga- 
tion canals, diking of cultivated plots, soil desalinization, 
and land reclamation along rivers. 
In the extreme north the short growing season and long, 

cold winter limit cultivation to one annual crop of spiked 
millet, spring wheat, naked oats (oats with no covering 
on the kernels), potatoes, and sesame. In the rest of the 
province—except for the mountainous areas—the longer 
growing season permits three crops in two years or two 
crops in one year. Winter wheat, millet, soybeans, kaoliang 
(a variety of grain sorghum), corn (maize), and cotton are 
raised in adequately irrigated areas. Some tobacco and 
peanuts (groundnuts) as well as some fruits are produced 
in the central basins and on the Huang Ho floodplain. 
Only a small part of Shansi’s cultivated acreage is de- 

voted to cash crops, such as cotton and sesame, the latter 
grown both for its oil seeds and for its fibre. Other cash 
crops include castor beans, rapeseed, and Indian hemp. 
The relatively low ratio of population to land over much 

of Shansi’s hilly terrain has traditionally fostered animal 
husbandry. Sheep are raised for their high wool yields. 
Domestic animals include pigs, horses, yellow oxen (for 
transport), donkeys, and chickens. 
Industry. Most of the province’s industries are concen- 

trated in the T’ai-yian-Yii-tz’u region. The iron and steel 
industry produces ingot steel, pig iron, and finished steel 
products. Heavy machinery, industrial chemicals, and 
chemical fertilizers are produced, as are cement, paper, 
textiles, milled flour, and wine. Other iron and steel centres 
include Yang-ch’tian, Ch’ang-chih, Ta-t’ung (which also 
produces cement and mining machinery), and Lin-fen. 
Transportation. Shansi relies heavily on rail lines, both 

for intraprovince transport and for shipping raw mate- 
rials, industrial commodities, and foodstuffs outside the 
province. The longest of these, the T’ung-p’u trunk line, 
runs from Ta-t’ung to Feng-ling-tu, in the southwest cor- 
ner of the province. Additional branch lines connect the 
main line with newly opened industrial and mining sites. 
Major efforts have been made to relieve the pressure on 
Shansi’s railways from ever-increasing freight volume and 
limited coal transport capability. Rail lines have been 
double-tracked and electrified, and trunk and spur lines 
have been constructed. 
Long-distance, all-weather roads have been extended, es- 

pecially near coal mines; many roads serve as feeder routes 
to the rail lines. The Fen River is navigable for small 
flat-bottomed boats as far north as Lin-fen. Freight traffic 
on the Fen, as well as on the north-south section of the 
Huang Ho, is insignificant, however. 
Administration and social conditions. The chief provin- 

cial administrative body from 1967 to 1980 was the Shansi 
Provincial Revolutionary Committee. It was replaced in 
1980 by the People’s Government, which is the adminis- 
trative arm of the People’s Congress. The province (sheng) 
is divided into four prefecture-level municipalities (shih) 
and seven prefectures (ti-ch’ii). At the next lower level 
there are counties (Asien) and county-level municipalities 
(shih). An Office for Planning the Energy Resource Base 
of Shansi was established in 1982. 
The educational and medical institutions that were es- 

tablished in Shansi, mainly through foreign initiative, be- 
tween 1898 and 1910 played a minor role in ameliorating 
the widespread poverty, illiteracy, and substandard health 
conditions that then prevailed. Shansi University, founded 
in T’ai-yuan by an English missionary in 1902, was one 
of the first in China to offer Western curricula in lib- 
eral arts, law, and medicine. Since 1949 technical schools 
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for agriculture, mining, forestry, and machine technology 
have been established, as have universities, colleges, senior 
middle schools, and primary schools. The medical col- 
leges and affiliated hospitals in T’ai-yuan offer treatment 
and full courses of study in both Western and traditional 
Chinese medicine. 

Public works projects include a centralized water supply 
system based at Lan-ts’un that regulates the flow of the 
groundwater supply of the T’ai-yuian Basin, modernized 
sewerage and waste disposal facilities in the major cities, 
housing projects, and extensive “green belt” areas that are 
planted with thousands of trees. 
Cultural life. Shansi’s long-standing position as an av- 

enue of communication between the North China Plain, 
the Mongolian steppes, and Central Asia gave rise to a 
rich and varied cultural and folkloric tradition. Several 
distinctive forms of Shansi opera became popular under 
the Ming and Ch’ing dynasties. Metalworking has been a 
specialty of Shansi craftsmen since the 2nd millennium sc. 
The province was also famous for the uniquely sculpted 
decorative tiles and glazed pottery figures used for tem- 
ple decoration. The Chin-tz’u, near T’ai-yiian, is Shansi’s 
best known temple complex; it was originally built in the 
5th century AD. During subsequent periods it served as a 
monastery and as the centre for several religious cults. 

HISTORY 

Pollen analyses from western and southern Shansi reveal 
that several cereal plants were grown there as early as the 
5th to the 3rd millennium Bc. During the Hsi (Western) 
Chou period (1111-771 Bc) the fief of Chin (now a collo- 
quial and literary name for Shansi) was established in the 
area of modern Ch’ii-wo (Hou-ma) along the Fen River 
in the southwest. 
Under the Han dynasty (206 Bc—Ap 220) Shansi assumed 

what was to become its traditional role as a buffer state 
between the pastoral nomads to the north and west and 
the sedentary Chinese farmers to the south and east. A 
predilection for political autonomy was paralleled by a 
commercial aggressiveness that led to the rise in the 18th 
and 19th centuries of a class of Shansi bankers and mer- 
chants famous throughout China. 
From the end of the Han dynasty until the reunifica- 

tion of the empire under the Sui dynasty in 581, Shansi 
came under the dominance of several short-lived dynas- 
ties, most prominent of which was the Wei dynasty (AD 
386-534/535) of the Pei-ch’ao (Northern Dynasties). Bud- 
dhism prospered for the first time during the Wei period; 
it was from Shansi that the Chinese Buddhist monk Fa- 
hsien began his legendary journey to India. The Buddhist 
cave sculptures dating from this period and preserved at 
Yun-kang today constitute some of China’s most precious 
art treasures. 
From the 7th century until the end of the 14th century, 

control over the area shifted back and forth among local 
military leaders, invading Turkic and Mongol forces, and 
representatives of the Chinese dynasty in power. Some sta- 
bility was restored during the Ming dynasty (1368-1644). 
Antiforeign feeling ran high during the latter years of 

the Ch’ing (Manchu) dynasty (1644-1911/12), despite the 
fact that there was relatively little foreign influence in 
the province. A few manufacturing establishments were 
set up in T’ai-yuian in 1898, and a French- and Chinese- 
financed railway between T’ai-yiian and Shih-chia-chuang 
in western Hopeh was built from 1904 to 1907. In 1900 
antiforeign feeling took a violent form when an English 
mission church in T’ai-yian was burned by the I-ho ch’uan 
(a secret society that came to be known as the “Boxers”), 
and foreigners and Chinese Christian converts were killed. 
This led to the outbreak of what became known as the 
Boxer Rebellion, which eventually spread to Peking. 
After the overthrow of the Ch’ing dynasty in 1911/12, 

the Shansi warlord Yen Hsi-shan (1883-1960) ruled as an 
absolute dictator until the end of World War II. Yen was 
instrumental in establishing the nucleus of a heavy indus- 
trial base and in opening the T’ung-p’u railway in 1934. 
During the Sino-Japanese War of 1937 to 1945, the 

Japanese developed coal resources in the T’ai-yiian Basin 
and expanded heavy industry. They were, however, con- 
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tinually harassed by Communist guerrillas who operated 
from mountain bases. The agricultural and handicrafts co- 
operatives established at these bases were instrumental in 
facilitating economic and social recovery after Communist 
forces assumed control of Shansi in 1949. (B.Bo.) 

Shantung 

Shantung (Shan-tung in Wade-Giles romanization, Shan- 

dong in Pinyin) is a north coastal province of China 
across the Yellow Sea from Korea. It has an area of 59,- 

200 square miles (153,300 square kilometres). Shantung 
is China’s third most populous province, its population 
exceeded only by that of Szechwan and Honan. The name 
Shantung means “Eastern Mountains” and was first off- 
cially used during the Chin dynasty in the 12th century. 
The province consists of two distinct segments. The first 

is an inland zone bounded by the provinces of Hopeh to 
the north and west, Honan to the southwest, and Anhwei 

and Kiangsu to the south. The second is the Shantung 
Peninsula extending some 200 miles (320 kilometres) sea- 
ward from the Wei and Chiao-lai river plains, with the Po 
Hai (Gulf of Chihli) to the north and the Yellow Sea to 
the south, giving Shantung a coastline of 750 miles. 
The inland zone, covering roughly two-thirds of the 

province’s total area, includes a hilly central region, cen- 
tred on the famous Mount T’ai complex, and a fertile and 
intensively farmed agricultural area on the north, west, 
and south, which forms part of the Huang Ho Basin and 
the North China Plain. The provincial capital, Chi-nan, is 
situated just west of Mount T’ai and three miles south of 
the Huang Ho, which flows from southwest to northeast 
through the province before emptying into the Po Hai. 
The Shantung Peninsula, in contrast, is entirely an up- 

land area and, with its seaward orientation and indented 
coastline, has traditionally depended on fishing, mining, 
and port-related activities. Long a focal area in the evolu- 
tion of Chinese civilization and institutions, the province’s 
natural inland—peninsular division is paralleled by a dual 
orientation in its past and present political and economic 
configurations. The eastern peninsula historically has cov- 
eted autonomy, whereas the inland portion has been 
closely tied to the inward-facing empire. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ Shantung is dominated by two hill 
masses to the east-northeast of the Grand Canal and to the 
south-southwest of the present course of the Huang Ho. 
These hills are formed mainly of ancient crystalline shales 
and sedimentary rocks on their flanks and of hard, very 
ancient rocks with granitic intrusions in their core. Both 
masses are detached remnants of China’s most ancient 
geologic core. The easternmost (peninsular) mass is con- 

nected to the Liaotung Peninsula by a submerged ridge, 
emerging periodically in the Po Hai as the Ch’ang-shan 
Archipelago. In fairly recent geologic times, the Shantung 
hill masses stood as islands in an inland sea that separated 
them from the T’ai-hang Mountains of Shansi to the west. 
A broad, marshy depression, the Chiao-lai Plain (some- 

times known as Wei-hsien Valley), extends for about 100 
miles from Lai-chou Bay in the Po Hai, south to Chiao- 
chou Bay in the Yellow Sea, near Tsingtao, and westward 

into the North China Plain. The generally flat surface of 
the plain is interrupted occasionally by bedrock-derived 
monadnocks, or residual rocks or hills, that have resisted 
erosion. Another depression, part of the inland zone of 

western Shantung, forms the central segment of the North 
China Plain. It slopes eastward into a northwest-southeast 
trough skirting the western perimeter of the central Shan- 
tung hill mass and is filled with a mixture of loess and 
alluvial materials (sand, clay, and gravel), along with more 
recently deposited alluvium, resulting from the building 
up of the Huang Ho floodplain. Five narrow lakes form- 
ing part of the Grand Canal system stretch out along this 
depression and are also linked to a series of saline marshes 
(indicative of earlier swamp conditions) that separate the 
fertile margin at the western edge of the central hills 
from the main sections of the North China Plain to the 
south and west. 
Of the two main hill masses, the westernmost (inland) 

complex is the most extensive. It consists of a northern 
series of three parallel faulted ranges—the Hsing, Lu, 
and T’ai, which stretch northeastward for more than 200 
miles—and a more diversified, lower, and more exposed 
southern portion. The granitic T’ai range, dominated by 
Mount T’ai, the most famous of China’s five sacred moun- 
tains, attains a maximum elevation of 5,000 feet. The 
mountains of the peninsular mass to the east seldom rise 
above 700 feet. There, surface erosion has etched irregular 
and deeply cut valleys, and rounded hills contrast sharply 
with small intermontane basins. Both'the north and south 
coasts of the peninsula are rocky, with hills dropping pre- 
cipitously to the sea and separating a series of intensively 
cultivated crescent-shaped plains. 
Drainage. Drainage is predominantly radial and subject 

to the prevailing configuration of the mountains. The only 
navigable river (other than portions of the Huang Ho) is 
the Hsiao-ch’ing, which emerges from a small spring-fed 
lake in a limestone outcrop zone near Chi-nan and flows 
parallel to the Huang Ho, before emptying into Lai-chou 
Bay. The southern hills, in contrast, are drained by several 
rivers in arable valleys, typified by those of the Tung-wen 
River system, which eventually terminate in the marshy 
plain east of the Grand Canal in Kiangsu Province. 
Soils. The soils of Shantung fall into two broad cat- 

egories associated with upland or lowland distributions. 
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Cable car carrying passengers to the top of Mount T’ai in Snantung Province. 
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The so-called Shantung brown soils are found over most of 
the two major hill masses and include a variety of brown 
forest and cinnamon-coloured soils formed through clay 
accumulations and sod processes. 
A distinctive variant of the typical Shantung brown soil 

is the recalcified soil (soil that has been made hard or 
stony by the deposit of calcium salts); it is found on the 
northern perimeter of the central hill mass. Calcareous al- 
luvial soils predominate in both lowlands and plains. They 
are usually quite fertile, depending on both the length of 
time they have been cultivated and their proximity to 
urban centres (where heavier fertilization with human and 
animal wastes results in rich, dark-coloured soils). Silty 
alluvium covers most portions of the North China Plain 
area of the province. 
Another distinctive soil type found in central and west- 

ern Shantung on the North China Plain is the subsurface 
sha-chiang t’u, or “sandy ginger soil.” This appears at the 
lowest elevations of alluvial plains where surface water 
remains unevaporated for several months until the dry 
season and also in sections of the plains subject to annual 
alluvial inundation. Such soils are always covered with al- 
luvium or redeposited loess. Their name derives from the 
appearance of lime concretions that resemble the shape of 
ginger roots. Other sha-chiang t’u soils develop impervious 
layers of limestone hardpan. 

Climate. Shantung falls within the North China climatic 
region, which extends from the Huai River in the south 
to the Hopeh-Liaoning border in the north. It is char- 
acterized by a continental climate with cold winters and 
hot, dry summers. Climatic variation prevails, however, 
between the peninsular and inland zones of the province. 
The inland zone, especially in its northern sections, is 

subject to the full effect of the winter monsoon, when 
cold, northwesterly winds continue through December. 
By March wind direction gradually reverses, and warmer, 
southeasterly winds prevail throughout the summer. In the 
inland zone, annual precipitation ranges from 10 inches in 
northwest Shantung to 20 to 24 inches as one approaches 
the mouth of the Huang Ho. Of the total annual pre- 
cipitation, 70 to 80 percent falls in summer. The interior 
areas of Shantung are also subject to severe winter and 
spring dust storms, sometimes followed by droughts and 
frequent summer floods, Temperatures in the inland zone 
range from a mean January reading of 25° F (—4° C) in 
the northern interior to a mean of 82° F (28° C) in July. 
This area is subject to freezing temperatures during one to 
three months, with frosts common from late October to 
April. Rivers often freeze over for extended periods during 
the winter months. In the interior zone the growing season 
extends 200 to 250 days. 
The maritime orientation of the Shantung Peninsula 

tends to modify the climatic extremes of the inland zone. 
The northern half of the peninsula is subject to winter 
snow and rainstorms and to extensive coastal ice from the 
mouth of the Huang Ho to Wei-hai and Chefoo (Yen-t’ai); 
the southern half is somewhat warmer. Mean January 
temperatures range from 25° F (—4° C) on the northern 
coast of the peninsula to 32° F (0° C) in the south. There ~ 
is less temperature difference during the hot summer 
months when the mean July temperature is 79° F (26° 
C), but the ports of Chefoo and Tsingtao are cooler than 
interior stations. Maximum summer temperature in these 
ports rarely exceeds 77° F (25° C). Sea fog is common 
along the north and south coasts of the peninsula. Because 
of the high relative humidity, annual mean precipitation 
over the peninsula reaches 31 inches, with less seasonal 
contrast than in the interior of the province. Heaviest pre- 
cipitation occurs on the south-facing slopes of the central 
and peninsular hill masses. 
Plant life. The limited natural vegetation that remains 

in the intensively cultivated inland zone of Shantung is 
found in minor depressions in the flat, alluvial landscape. 
Species there included reeds, grassy legumes, and several 
varieties of shrubs, notably tamarisk. Halophytic (salt- 
tolerant) vegetation is common in alkaline and saline soil 
areas along the coasts of the Po Hai and southern Shantung 
near the Kiangsu border. Many of the halophytic shrubs 
are harvested for fuel and are used for salt manufacture. 
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Lienliu, a shrub with long willowy branches, is used for 
basket weaving, while other plants are woven into thatch 
mattings and sunshades. Poplar, pine, and arborvitae (an 
aromatic evergreen tree of the cypress family) are planted 
around settlements, along roads, and on the coasts. 

The mountainous zones of Shantung are almost com- 
pletely deforested, with only a small part of the area 
covered by scattered deciduous and coniferous forests in- 
terspersed among barren, eroded hills. Several types of 
pine grow at higher elevations on rocky, shallow soils 
in association with alpine meadow species. On the lower 
slopes and in the valleys, mixed oak, elm, cedar, linden, 
ash, maple, and chestnut forests appear along with such 
economically important fruit trees as apple, pear, apricot, 
and peach. Other deciduous species found at the lower 
elevations include the pagoda (or Chinese scholar) tree, 
the white mulberry, Persian walnut, silk tree, and acacia. 

For centuries Shantung forests were overharvested for fuel 
and timber, and natural regeneration became extremely 

difficult. Since 1949, reforestation and closer regulation of 
timber harvesting has resulted in more extensive growth. 
Despite the obliteration of much of Shantung’s natural 

vegetation cover, the peninsular zone still exhibits an inter- 
esting mixture of northern and southern vegetation. Along 
with common northern plants, uniquely southern vari- 
eties, such as wingnut, magnolia, and styrax, are common. 
Animal life. Through long periods of human settlement, 

intensive cultivation, and destruction of forests, animal 
life has suffered drastic decline. Animals include roe deer 
and field and harvest mice; birds include mandarin ducks, 
dollar birds (belonging to the roller group), and large 
owls. Even with recent attempts at reforestation, formerly 
extensive populations of native birds and mammals have 
almost vanished. Species of insects, beetles, and moths, 
however, are still unusually diverse and varied. 
Settlement patterns. The two largest cities are Tsing- 

tao and Chi-nan, followed by the Tzu-po conurbation, a 
leading mining and industrial zone at the northern edge 
of the central hill mass, about 20 miles east of Chi-nan. 
Other cities include Chefoo and Wei-hai, ports and fishing 
centres on the northeast coast of the peninsula; Wei-fang, 
an industrial and commercial town on the central Chiao- 
lai Plain; and Hsin-t’ai, a mining town south of Tzu-pa. 
The greatest rural population densities are found in three 

areas. The first is one of the earliest settled places in the 
province, where irrigation works were constructed as long 
ago as the Han dynasty; it lies along the foothills of the 
central hill mass. The second, the southwestern Ho-tse— 
Ting-t’ao—Chi-ning area, is bounded on the northwest by 
the Huang Ho and on the southwest by the former course 
of the Huang Ho. This area was frequently subject to 
flooding, but because of its fertility and level terrain grad- 
ually became densely settled. The third area constitutes a 
fertile, irrigated strip along the north coast of the Shantung 
Peninsula between I-hsien and Lung-k’ou, 
The people. Shantung’s population is predominantly 

Northern Mandarin-speaking and of Han (Chinese) origin, 
but there are small concentrations of Hui (Chinese Mus- 
lims) in Chi-nan, the capital, in Chou-ts’un (near Tzu-po), 
and in Chi-ning and Lin-ch’ing (trading centres on the 
Grand Canal in western Shantung). The population, more 
than 90 percent rural, is fairly evenly distributed over the 
level, cultivated areas of the province. 

The economy. Shantung has a diversified agricultural 
and industrial economy. A broad range of food and cash 
crops is grown for internal consumption and export to 
other provinces and overseas. The province’s industrial 
base has been expanded since 1949. Before World War II, 
light industrial enterprises produced limited quantities of 
light products. Although the province often suffered a food 
deficit, agricultural products were continuously exported 
along with salt, coal, iron ore, and bauxite. Since 1949 
relatively greater emphasis has been given to the develop- 
ment of industry, mining, and electric-power generation, 
although the absolute overall level of agricultural output 
has continued to rise. Shantung attained food self-suffi- 
ciency in 1970, while still increasing cash-crop production. 
Resources. Shantung’s industrial base is supported by 

extensive mining activities, principally coal mining, which 
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was originally developed by German concessionaires in 
the early 20th century. Considerable mechanization of 
coal-mining operations has taken place since 1949. There 

are also major iron-ore deposits located north of Tzu-po 
at Chin-ling-chen, some bauxite is mined near Nan-ting 
(Tzu-po), and gold is scattered throughout the peninsular 

hills. Edible salt is produced on both the north and south 
coasts of the Shantung Peninsula. 
Oil and oil products have exerted an increasing influence 

on the economy of the province. The Sheng-li oil field, 
China’s second largest continental oil production area, is 
located on the mouth of the Huang Ho in the Po Hai. 
The field yields a type of oil especially suitable for fuel. 
A lighter oil is produced at the Tung-p’u field, on the 
Shantung—Honan border. A pipeline completed in 1978 
connects the Sheng-li oil field with those of the North 
China Plain in Hopeh and the ports and refineries of the 
lower Yangtze River area. 
Major emphasis since the late 1970s has been given to in- 

creasing electric-power generation. High-voltage transmis- 
sion lines and feeder lines to rural areas extend throughout 
the province and have substantially increased the supply 
of rural electric power, as well as the amount of electrically 
irrigated and drained acreage. 
Agriculture. The success of agriculture in Shantung 

since 1949 is attributable to extensive investment in ir- 
rigation, flood-control, and soil-conservation measures; 
drainage of alkalinized and salinized land; and increased 
mechanization. More than 60 percent of the province’s 
wasteland has been reclaimed and cultivated, and in most 
irrigated areas the productivity ratio has improved from 
three crops in two years to two crops in one year. The 
leading food crops—wheat, corn (maize), soybeans, kao- 
liang (a variety of grain sorghum), spiked millet, and sweet 
potatoes—account for most of the total cultivated acreage 
of the province. The remaining arable land is given over 
to cash crops, which contribute substantially to agricul- 
tural earnings. 
Peanuts (groundnuts), the leading cash crop, are grown 

primarily in the peninsular uplands and in the south cen- 
tral sector. The large variety of peanuts grown in Shantung 
is especially well suited for oil pressing, and Shantung is 
a leading manufacturer of peanut oil for cooking. Shan- 
tung’s other major cash crop, cotton, is grown through- 
out the province but is concentrated in the western and 
northern sections on the intensively irrigated lands near 
the mouth of the Huang Ho. Other cash crops include 
tobacco, grown chiefly on irrigated land in the vicinity of 
I-tu and Wei-fang; hemp, produced on low ground in the 
southwest; and fruit, grown on lower slopes of the central 
and peninsular hill masses. 
Animal husbandry plays an important role. The most 
common animals are pigs, yellow oxen, and donkeys. 
Sheep are also raised in the uplands. Sericulture (silkworm 
raising), another important subsidiary activity, has been 
carried out in Shantung for hundreds of years. The popular 
fabric known as shantung was originally a rough-textured 
tussah, or wild silk cloth, made in the province. Silkworm 

raising is most common in the central hills near I-tu, Lin- 
ch’t, Tzu-ch’uan, and Lai-wu, and most of the raw silk is 
sent to other provinces for processing and spinning. 
Shantung’s seaward orientation and its excellent harbours, 

as well as the convergence of cold and warm currents 
in offshore waters, have fostered a thriving ocean fishing 
industry, complemented by the intensive development of 
pisciculture in the province’s western lake region. Trawlers 
and smaller fishing craft operate from ports around the 
peninsula and off the Huang Ho Delta. The ocean catch 
consists mainly of eels, herring, gizzard shad, fish roe, and 
several varieties of shrimp and crab. Freshwater varieties 
raised artificially are chiefly carp and crucian carp. 
Industry. The province is still especially well known 

for its light industrial products, despite post-1949 gains in 
heavy industry. Tsingtao, the major manufacturing cen- 
tre, has a large textile industry, a locomotive works, and 
chemical, tire, and machine-tool factories. Pre-World War 
II oil pressing (peanut oil), cigarette making, flour milling, 
brewing, and beverage distilling installations are still im- 
portant. Chi-nan—long famous for its silks, precious 

stones, and handicrafts—now also manufactures trucks, 
agricultural machinery, machine tools, precision instru- 
ments, chemicals, fertilizers, and paper. Tzu-po produces 
glass, porcelain and ceramics, and textiles. Wei-fang is an 
important food-processing centre, and it also has metal- 
processing and textile factories. Some of Shantung’s better 
known handicraft goods are embroidered tablecloths from 
Chefoo and Lin-tzu, straw braids for hat weaving from 

P’ing-tu (east of Wei-fang), poplins, pottery, and ceramics. 
Transportation. Shantung’s earliest railways were built 

in the first decade of the 20th century during the time 
of the German concession. One of the lines traverses the 
province from north to south and another east to west, 
connecting Tsingtao and Chi-nan. Since 1949 new lines 
have been built, including a major trunk line from Tsing- 
tao north to Chefoo. 
Shantung’s highways connect every district in the 

province, but many of them have earthen surfaces and are 
used either for short-haul transport or as feeder routes for 
the major railways. Truck trafic accounts for a majority 
of the total annual vehicular movement over Shantung’s 
highways, as compared with only a small proportion in 
other North China provinces. 
Except for portions of the Huang Ho and of the Hsiao- 

ch’ing River in northern Shantung, part of the Grand 
Canal in the west, and the I River in the southeast, in- 

land-waterway transport is limited. The chief route—for 
shallow-draft craft only—extends upstream from Li-chin, 
about 50 miles inland from the mouth of the Huang Ho, 
to Ch’i-ho, the main Huang Ho river port in Shantung 
and just northwest of Chi-nan. The Grand Canal is navi- 
gable only to a limited extent south of the Huang Ho. 
Shantung has a number of excellent seaports. Tsingtao 

is the largest in tonnage handled, although Chefoo, Wei- 
hai, and Lung-k’ow on the north coast of the peninsula 

also handle a considerable amount of shipping. Coastal 
shipping also plays an important role in Shantung’s econ- 
omy. Tsingtao alone handles more than one-third of the 
province’s intraprovince trade. Trade between Tsingtao 
and Shanghai and Tsingtao and Li-ta is particularly heavy. 
Administration and social conditions. Government. 

Shantung is divided into six prefectures (ti-ch’ti) and eight 
prefecture-level municipalities (shih), At the next lower 
administrative level there are counties (Asien) and county- 
level municipalities (shih). The Shantung Provincial Rev- 
olutionary Committee, the chief provincial administrative 
body from 1967, was replaced in 1980 by the People’s 
Government, which is the administrative arm of the Peo- 
ple’s Congress. Until the early 1980s the rural people’s 
communes, made up of production teams and brigades, 
served as the lowest administrative units. With the in- 
stitution of family farms as primary production units, 
commune labour allocation, production, and marketing 
became less important. In many areas, county seats oper- 
ate as coordinating centres for the production and distri- 
bution of commodities produced in the areas under their 
administrative jurisdiction. 
Education. Most of Shantung’s institutions of higher 

education are located in the provincial capital, Chi-nan, 
with smaller or special-purpose schools scattered widely 
throughout the province. Among those in Chi-nan are the 
Shantung Medical College and the Shantung Institute of 
Technology. Shantung University is in Tsingtao. Tsingtao 
is China’s major centre for research training in marine sci- 
ence and technology. Institutions include the Institute of 
Oceanology of the Academia Sinica (Chinese Academy of 
Sciences) and the Shantung Oceanography College, which 
is under the jurisdiction of the national-level Ministry 
of Education. 
Health and welfare. Before 1949 Shantung was par- 

ticularly hard-pressed by the pressure of population on 
the land, by the common occurrence, especially since the 
latter half of the 19th century, of floods, droughts, dust 
storms, excessive soil salinization and alkalinization, and 

insect infestations, and by frequent military and civil dis- 
turbances. Few serious attempts were made by officials of 
either the Ch’ing (Manchu) dynasty (1644-1911/12) or, 
later, by the Republic of China to ameliorate the difficult 
social conditions of the peasant population. With the ex- 
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ception of missionary-financed and missionary-controlled 
undertakings in areas under foreign influence or adminis- 
tration, such as Tsingtao, Chefoo, and Chi-nan, modern 
intensive health-care facilities were virtually nonexistent, 
and there was only token support for public higher edu- 
cation. Water supplies, environmental sanitation facilities, 
and public housing were similarly inadequate to the needs 
of the populace, and public health services were neglected 
and understaffed. 
Since 1949 the public health services in both rural and 

urban areas have been improved, and formerly common 
ailments such as kala-azar (a severe infectious disease 
transmitted by the sand fly), leprosy, and a variety of 
nutritional-deficiency diseases have been eliminated. Most 
large and medium cities now have adequate water-supply 
systems, often built in conjunction with multipurpose 
water-conservancy schemes to improve and stabilize the 
watersheds of nearby rivers. Along with water supply, the 
construction of sewage treatment facilities in many cities 
has also helped raise public-health standards. 
Not only has extensive tree planting enhanced the beauty 

of most Shantung cities, but “greening” has been officially 
designated as a primary task of urban reconstruction in 
order to ameliorate the effects of harsh climates and 
to improve health conditions. In Tsingtao alone, some 
4,000,000 trees were planted from 1949 to 1959, while in 
Chi-nan, a green belt has been built on the site of some 
dilapidated sections of the ancient city wall. Along with 
urban reforestation, recreational facilities have been ex- 
panded, improved, and made readily available for public 
use, Many famous temples, hot springs, shrines, parks, 
lakes, and museums are frequented by the populace. In 
Chi-nan, a city famous for its hot springs, where for cen- 
turies poets, scholars, and officials enjoyed diverse plea- 
sures, several new parks have been built and old buildings 
restored. Tsingtao, known as the most pleasant beach re- 
sort in North China, is also famous for its parks. 
Cultural life. Shantung’s rich cultural and folklore tra- 

dition is most clearly evidenced in the temples, shrines, 
legends, and cults associated with Mount T’ai and with 
the temple and tomb of Confucius at Ch’ii-fu, north of 
Chi-ning. Despite official disavowal from 1949 until the 
mid-1980s of their religious, parareligious, animistic, and 
superstitious connotations, the temples, shrines, and their 
surrounding areas have been restored, renovated, and con- 
verted to public parks so as to assure their preservation as 
important symbols of the national cultural heritage. 
Mount T’ai—known also as Tung-yiieh, or “Eastern 

Peak,” to distinguish it from the “Southern Peak” (in 
Hunan), the “Central Peak” (Honan), the “Western Peak” 
(Shensi), and the “Northern Peak” (Shansi)—is the most 
prominent of these five sacred mountains where the em- 
perors once offered sacrifices to Heaven and Earth. It 
was also the place where for centuries Buddhists, Taoists, 
and Confucianists built more than 250 temples and mon- 
uments to honour deified historical personages and to 
immortalize the sacred presence and supernatural powers 
of the supreme mountain deity of Mount T’ai. The moun- 
tain was deified at least as early as Han times, and in the 
Sung dynasty it was elevated by the emperor Chen-tsung 
to the position of “Equal with Heaven.” Incantations and 
prayers offered to the deity of Mount T’ai by countless 
emperors are inscribed in stelae along the ascent to the 
summit, and temples are distributed in T’ai-an and on the 
mountain itself. 
The Temple of Confucius, Confucius’ tomb, and the 

residence of the Kungs (Confucius’ lineal descendants) at 
Ch’ii-fu are also maintained as national historic monu- 
ments. Both the temple and the Kung residence are laid 
out with elaborate temples, monuments, pavilions, and 
gates, and have collections of stelae dating, in some cases, 
from the Han dynasty. 

HISTORY 

A Neolithic culture—known as the Lung-shan because of 
archaeological remains discovered near the township of 
that name—existed on the Shantung Peninsula in the 3rd 
millennium sc; it played a key role in the establishment 
of a common rice-based cultural grouping that apparently 

171 China 

spread along the Pacific seaboard from the peninsula to 
Taiwan and eastern Kwangtung. 

Western Shantung formed part of the Shang kingdom 
(18th-12th century Bc). By the Ch’un-ch’iu (Spring and 
Autumn) period (770-476 Bc) it had become the centre 

of political and military activity that resulted from the 
eastward expansion of the Chou, following their conquest 
of the Shang. One of the small southern Shantung states 
was Lu, the birthplace of Confucius and Mencius. Also in 
the “Eastern Territory’—an early name for Shantung— 
was Ch’i, extending over the major part of the peninsula: 
it became an important economic centre, exporting hemp 
clothing, silk, fish, salt, and a unique variety of purple 
cloth to all parts of China. Beginning in the Six Dynasties 
period (AD 220-589), Shantung became North China’s 
leading maritime centre, receiving commodities from the 
South China coastal area (now Fukien and Kwangtung) 
for transshipment to destinations north and south of the 
Huang Ho. Thus, Shantung has been a part of China from 
its very beginning as an organized state. 
In 1293 the Grand Canal, running generally north to 

south, was completed, making western Shantung a major 
inland trading route. Yet even after the completion of the 
canal, maritime trade still remained important to Shan- 

tung, and the peninsula retained its dominant economic 
position. In the great agricultural areas of the province, 
however, early deforestation and the long-established prac- 
tice of clearing land for cultivation without providing for 
flood prevention and control measures led to serious and 
ultimately disastrous erosion and wastage of valuable agri- 
cultural land. 

In the 19th century these problems were worsened by 
shifts in the course of the Huang Ho. From 1194 un- 
til the early 1850s the Huang followed the original bed 
of the Huai along the Shantung-Kiangsu border before 
emptying into the Yellow Sea. After 1855, when a series 
of devastating floods was followed by extensive dike con- 
struction, the river changed to its present course some 250 
miles to the north. Hardships and food shortages from 
floods and other natural calamities increased in intensity 
throughout the 19th and 20th centuries. This resulted in a 
substantial emigration of Shantung peasants to the North- 
east (Manchuria) and to Inner Mongolia, with more than 
4,000,000 people emigrating between 1923 and 1930. 
In the closing decade of the 19th century Shantung came 

under the influence of German, British, and Japanese in- 
terests. It was occupied briefly by Japanese troops after the 
Sino-Japanese War of 1894-95. In 1897 Germany landed 
troops, and in 1898 a treaty was signed by which China 
ceded to Germany, for 99 years, two entries to Chiao- 
chou Bay and the islands in the bay and granted the right 
to construct a naval base and port, Tsingtao. Germany 
used Tsingtao as a base to extend its commercial influ- 
ence throughout the peninsula; it developed coal mines 
and constructed a railway (1905) from Tsingtao to Chi- 
nan. Similarly, in 1898 Great Britain obtained a lease for 
Wei-hai-wei (modern Wei-hai), another strategic port near 
the northern tip of the peninsula. This was in response 
to the Russian occupation of Port Arthur (now Lii-shun). 
With the advent of World War I, Japan took over Ger- 
man interests in the peninsula and in 1915, as one of 
its infamous 21 Demands, compelled the Chinese to give 
official recognition to the renewed occupation. Taking up 
the Shantung question, the imperialist powers decided in 
1919 to grant Japanese occupation, which Japan main- 
tained until 1922. 
In the Sino-Japanese War of 1937-45, even though the 

Japanese had gained control of most of Shantung by the 
end of 1937, they miscalculated Chinese strength and suf- 
fered a serious defeat—their first of the war—at T’ai-erh- 
chuang, in southern Shantung, in 1938. In the postwar 
struggle between the Chinese Communists and National- 
ists, Shantung came under Communist control by the end 
of 1948. (B.Bo./Ed.) 

Tientsin 

For coverage of Tientsin, see the Macropedia article 
TIENTSIN. 
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Anhwei 

Anhwei (An-hui in Wade-Giles romanization, Anhui in 

Pinyin), one of the smallest provinces of China, covers an 

area of 54,000 square miles (139,900 square kilometres) 
and stretches for 400 miles (640 kilometres) from north 

to south. Anhwei, which is landlocked, is bounded by the 
provinces of Kiangsu to the northeast, Chekiang to the 
southeast, Kiangsi to the south, and Hupeh and Honan to 
the west. Its northern extremity barely touches the south- 
ern extremity of Shantung. Its name means “beautiful 
peace” and is derived from the names of two cities—An- 
ch’ing and Hui-chou (now She-hsien). The capital, Ho- 
fei, is located in the heart of the province. Anhwei was 

long one of China’s poorest and most undeveloped areas. 
Since 1949, however, successful attempts have been made 

to utilize the province’s economic and human resources. 
Vast irrigation schemes on the major rivers have alleviated 
severe periodic flooding and have also provided increased 
agricultural land and electric power. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Anhwei lies in the path of the Neo-Cathaysian 
Geosyncline (a great downward flexure of the Earth’s 
crust), which stretches across the entire length of eastern 
China from Heilungkiang on the Soviet border to Kwangsi 
on the Gulf of Tonkin. The floor of the geosyncline is 
steadily sinking under the weight of the silt carried by 
the Huang Ho (Yellow River) and the Huai River. The 
sediment is estimated to be more than 2,000 feet (600 
metres) deep. 

Relief. The northern portion of Anhwei Province is 
occupied by the North China Plain—an immense level 
surface that has periodically been flooded by its dominant 
rivers. The southern section of the province, the Yangtze 
Valley, is separated from the northern plain by a series 
of mountains that stretch roughly from west to east. The 
Ta-pieh Mountains—an extension of the Tsinling-Fu-niu 
ranges lying to the north of the Yangtze—form a convex 
curve of steep slopes facing east and northeast on the 
southwestern Hupeh-Anhwei border. The Paichi Moun- 
tains lie south and east of the Yangtze and form the 
southeastern border between Anhwei and Chekiang. Com- 
posed mainly of granite, metamorphic rock (rock formed 
in the solid state by heat and pressure), and sandstone, 
they include the Huang Mountains, a range that rises to a 
height of 6,000 feet and is beloved by poets and artists for 
its massive shape and lush vegetation. 
Drainage. The northern plain is drained by the Huai 

River. Its many left-bank tributaries rise in the western 
mountains and flow eastward across Honan Province into 
Anhwei. The shorter right-bank tributaries rise in the Ta- 
pieh Mountains. The Huai flows across the level plain 
and drains into Hung-tse Lake, which lies just across the 
eastern border with Kiangsu Province. The river basin is 
subject to widespread and disastrous floods. 
The watershed between the Huai and the Huang to the 

north is barely perceptible. At least three times the Huang 
Ho has changed its course to flow south of the Shantung 
Peninsula, joining its waters with the Huai to flow into 
the Yellow Sea. Because of its susceptibility to disastrous 
floods, the Huai Basin was chosen in 1949 to be the site 
of the first large-scale water-conservation project to be un- 
dertaken by the People’s Republic. The scheme entailed 
building several dams on the upper reaches of the Huai 
and its tributaries in order to control the flow of floodwa- 
ters, constructing or rebuilding hundreds of miles of dikes 
and irrigation and drainage canals along the main rivers, 
clearing the entry to and the exit from Hung-tse Lake, and 
digging the Su-pei Canal from the eastern edge of the lake 
to the Yellow Sea. Since 1956 there have been no serious 
inundations, local flooding has been controlled, and irriga- 
tion has successfully compensated for threatened drought. 
The low line of hills (Hua-yang Mountains) that extends 

northeast from the Ta-pieh range to Hung-tse Lake marks 

the divide between the Huai and Yangtze river basins. 
The Yangtze plain is studded with lakes that, in time of 
flood, join the river and increase its width in places to 
five miles. The change of river level between summer and 
winter is not as great as it is in Hupeh; nevertheless, winter 
navigation is difficult. The Yangtze plain is crisscrossed by 
canals that are used for irrigation, drainage, and transport. 
Soils. The province’s complex soil structure can be di- 

vided broadly into three categories. The uplands to the 
north and south of the Yangtze are mainly podzolized 
(leached) old and young red earths that are susceptible to 
erosion but are valuable for the cultivation of tea. The 
Yangtze floodplains are composed chiefly of alluvium 
and rice-paddy soils that have a slightly acidic character. 
The alluvial soil of the Huai Basin—particularly the area 
drained by the left-bank tributaries and extending into the 
North China Plain—is, however, calcareous (chalky). It 
includes curious mineral masses that are known as sha- 
chiang t’u (“sandy ginger soils”) because they resemble 
ginger roots. They form in low-lying places where the 
ground is waterlogged, rarely occur on the surface, and 
sometimes form a hardpan, or basin, some feet below 
ground level. 
Climate. Anhwei shares with much of the rest of China 

the seasonal monsoon climate characterized by hot, wet 
summers and cooler, dry winters. As it extends for about 
400 miles from north to south, however, Anhwei expe- 
riences appreciable variations in climate. Mean January 
temperatures in the north of the Huai Basin range between 
32° F (0° C) and 36° F (2° C). Mean July temperatures 
in both regions are 82° F (28° C). The north has between 
200 and 230 frost-free days, while the south experiences 
between 230 and 250. The relative humidity is consider- 
ably higher in summer in the Yangtze Valley than in the 
Huai Basin. Northern Anhwei experiences some discom- 
fort when winter dust storms, brought by bleak winter 
winds, sweep down from the Shansi Plateau. 
There is a marked difference between the rainfall of the 

Yangtze Basin and that of the Huai plain. In the south the 
precipitation amounts to between 47 and 71 inches (1,200 
and 1,800 millimetres) and is relatively evenly distributed. 
In the north the mean annual rainfall is between 24 and 
31 inches, more than half of which falls between June 
and September. Rainfall becomes progressively unreliable 
as one progresses northward until the famine lands of the 
northwest are reached. Summer evaporation in northern 
Anhwei is intense. 
Plant and animal life. The original vegetation was for- 

est and woodland, but centuries of intensive settlement 
have led to deforestation everywhere except in the western 
and southern uplands. This process, accompanied by soil 
erosion, has been very rapid since the mid-18th century. 
Cultivated crops and grass have replaced the trees, but fuel 
gatherers annually strip the hillsides of grass. The only 
remains of the forests on the plains are the bamboo groves 
and woods surrounding temples and villages. Since the 
1950s, resolute efforts at afforestation have been made, 
and fuel gathering has been restricted. 
One of the world’s rare animals, the Yangtze alligator, 

lives in the environs of Wu-hu. It is less than six feet long 
and feeds mainly on fish and small animals. Apart from 
rodents and reptiles, very few wild mammals remain in 
the densely settled and cultivated plains. 
The people. The regions of densest population are the 

tributaries and banks of the Huai above Pang-pu and the 
diked areas along the right bank of the Yangtze. Gener- 
ally, the villages in the Huai Basin are somewhat larger 
than those in the south. In the Yangtze Valley, villages are 
farther apart, and there are more scattered homesteads. 
Population density is considerably less in the hilly region 
that separates the two river basins, with the lowest densi- 
ties in the southern uplands. 
As in the rest of China, there is no precise demarcation 

between rural and urban population. Places of 2,000 peo- 
ple and fewer that are essentially engaged in agriculture 

Rainfall 
distribu- 
tion 

Population 
distribu- 
tion 



Tea 
and silk 
cultivation 

— 

i 
em) 

ha rs 

Rural homestead in a village near T’un-hsi in southern 
Anhwei Province. 
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are classified as rural. There are four large towns—Ho- 
fei, the capital; Huai-nan; Pang-pu; and Wu-hu. Towns 
of lesser importance are An-ch’ing, the former provincial 
capital; Ma-an-shan; and Ta-t’ung. Since 1954 many of 
these towns have grown rapidly because of industrializa- 
tion, and new towns have also appeared. 
The population is almost totally Han (Chinese), and 

there are no pockets of aboriginal peoples as there are in 
the provinces south of the Yangtze. Until the 7th century 
AD there were large numbers of Hakka, but they were 
later driven south into Fukien and Kwangtung. Those of 
their descendants who remain have been integrated with 
the main body of the Chinese population. 
The economy. Until 1949 Anhwei was regarded as the 

most backward province of eastern China. Most of its 
population was rural, and the standard of its agriculture 
was low because of poor use of water resources. Mineral 
resources were little developed. Since the 1950s there have 
been great advances in agriculture and industry. Improve- 
ments in irrigation now allows more land in the south to 
be double cropped in rice; and other water conservancy 
and land improvement measures and a return to house- 
hold farming have improved yields and increased per 
capita net farm income. The Shanghai special economic 
zone, established to promote industrial growth, includes 
Anhwei Province, and long-range planning envisage the 
development of Anhwei’s mineral resources on the model 
of the Ruhr Valley in West Germany. 
Agriculture. Wheat is the predominant crop in the Huai 

Basin to the north, and—more importantly—rice is grown 
in the Yangtze Basin to the south. In the relatively wet- 
ter Yangtze Valley well over half of the cultivable land 
is devoted to rice, while in the drier Huai Basin about 
one-third of the land is under wheat. Most of the land 
produces two crops a year. Anhwei is also one of China’s 
most important soybean producers; the beans are grown 
mainly in the north in rotation with wheat or barley. In- 
creasing amounts of kaoliang (a variety of grain sorghum) 
and millet are also grown in the north. The main indus- 
trial crops are vegetable oilseeds, cotton, tea, fibres, and 
tobacco. Among the vegetable oils, the most important 
are rapeseed, peanut (groundnut), and sesame. Cotton is 
grown mainly on the northern Huai plain. Hemp, jute, 
and ramie (an Asian nettle that yields a fibre used for 
making textiles) are also grown. 
Anhwei has been famous for its tea since the 7th century, 

when teas were exported to the rest of China, as well as 
abroad. This trade became depressed in the late 19th and 
early 20th. centuries but has now revived; Keemun black 
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tea is especially famous. The main areas of cultivation 
are on the slopes of the Ta-pieh Mountains, north of the 
Yangtze, and on the Paichi Mountains along the Anhwei- 
Chekiang border. Sericulture, the production of raw silk 
by the raising of silkworms, has also been revived since 
the 1950s. During the years of warfare from 1937 to 
1949, many of the mulberry trees were felled to deprive 
guerrilla forces of cover. These have been replaced, and 
both the mulberry-feeding moth (Bombyx mori) and the 
tussah silkworm are reared, providing the raw material for 
Nanking brocades and Wu-han silk fabrics. 
Large domesticated animals are used almost exclusively 

for draft purposes. Pigs are the main source of meat, and 
sheep are raised in increasing numbers in northern An- 
hwei. Numerous rivers and lakes abound in fish, mainly 
carp and white bream. Fish are bred all along the Yangtze. 
Industry. Anhwei’s industrial development was quite 

limited before the 1950s, based mainly on the partial de 
velopment of its rich copper, iron, and coal deposits. In 
the 1950s there was substantial development of the Huai- 
nan coal basin—first worked in the 1920s—followed in 
the 1960s by the development of the Huai-pei basin. This 
coal is the primary source of power for Anhwei’s mainly 
thermally generated electricity supply, although hydroelec- 
tric power units on tributaries of the Huai supply the 
province’s major industrial centres. Anhwei is also rich 
in high-quality iron ore, located near the Kiangsu border. 
These reserves, first developed by the Japanese during 
World War II, were further developed in the 1950s. A 
large copper shaft mine and smelter were built at T’ung- 
ling in the 1950s on the site of a T’ang dynasty copper 
lode, and T’ung-ling developed into a major supplier of 
blister copper. 
The capital, Ho-fei, is the province’s major industrial 

centre; its development began in the 1950s with the trans- 
fer of a number of textile and light industry plants from 
Shanghai. In the 1960s steelmaking and machine-tool 
plants were established to serve provincial mining, electri- 
cal, and chemical industries, and the city also developed 
into a producer of chemical fertilizer. Pang-pu, in north- 
ern Anhwei, has developed into an important supplier of 
agricultural machinery and a major food-processing cen- 
tre. Wu-hu, on the southern bank of the Yangtze, has 
been a commercial centre since the 1960s, with a port that 
plays an increasingly important role in both domestic and 
international trade. 
Transportation. Throughout the centuries waterways 

have been the main means of communication. Water- 
conservation schemes have increased the navigability of 
rivers and canals, and traffic on them is heavy. The ports 
of Ma-an-shan, Wu-hu, T’ung-ling, Ta-t’ung, and An- 
ch’ing on the Yangtze can be reached by oceangoing ves- 
sels of 15,000 tons during the high-water summer months. 
The principal railway in Anhwei enters the province from 
Suchow across the northern Kiangsu border and runs 
south to Pang-pu, where it divides—the main line running 
southeast to Nanking in Kiangsu Province, and a branch 
line running south to Ho-fei, from where it runs south- 
eastward to the Yangtze opposite Wu-hu. Ho-fei stands at 
the centre of the province’s highway system, with main 
roads running to Nanking, Pang-pu, and Wu-han. 
Administration and social conditions. Government. 

From 1950 to 1954 Anhwei was included in the East 
China greater administrative region, which embraced all 
the east coast provinces from Shantung to Fukien. In 1954 
provincial (sheng) government was made directly subor- 
dinate to the national government. Anhwei is subdivided 
into eight prefectures (ti-ch’ti) and eight prefecture-level 
municipalities (shih). Below this level it is divided into 
counties (Asien) and county-level municipalities (shih). 
The provincial Revolutionary Committee appointed by 
the central government during the Cultural Revolution 
was replaced in 1980 by the People’s Government, which 
is the administrative arm of the People’s Congress. 
Education. Western learning was introduced in the 

early decades of the 20th century through the teaching of 
Christian missions. The National Government after 1928 
attempted to expand education throughout the province, 
but most people remained illiterate. After 1949 the prob- 
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lem of illiteracy was attacked with vigour. The communes 
established in the late 1950s were then made responsible 
for primary and middle-school education, and a program 
combining work and study was introduced. On the slopes 
of the Ta-pieh Mountains, several schools of sericulture 
have been established; and the tea-growing regions now 
have special schools for farming and study. Despite con- 
siderable advances in education, however—Anhwei has 

some 50,000 primary and secondary schools and more 
than 30 colleges and universities—only about two-thirds 
of the adult population is literate. 
Health and welfare. Medical and health services that 

were developed after 1949 were at first concerned primar- 
ily with public hygiene and preventive medicine. Medical 
teams were sent into the countryside to inoculate the 
population and to teach and advise on matters of public 
health. From 1960 hospitals were built in the communes 
and all the major towns. The emphasis on public hygiene 
has, however, been maintained. Both Western and tradi- 
tional medical practices are employed. 
Cultural life. The Anhwei region was one of the earliest 

areas in the Yangtze Basin to be settled by Sinitic peo- 
ples. Many of the current linguistic and cultural traits of 
the region were shaped during the Nan (Southern) Sung 
period (1127-1279), particularly the characteristic conser- 
vatism of language and art forms. A number of separate 
regional subcultures continue to exist, including the Hui- 
chou culture from the region around She-hsien, renowned 
for its commercial and clan traditions. 

HISTORY 

During the Chan-kuo (Warring States) period of the Chou 
dynasty (475-221 Bc) Anhwei formed part of the large 
southern state of Ch’u. Between 221 and 206 Bc the Ch’in 
dynasty unified the states, and a great southward migra- 
tion along the natural highway of the North China Plain 
and the Huai River basin began. Anhwei became the first 
part of southern China to be settled by the Han. Unrest 
following the fall of the Han dynasty in AD 220 led to 
further immigration into the area. 
The Yangtze River basin subsequently became the gra- 

nary of the empire, and an improved transport and canal 
system was developed across northern Anhwei to carry 
tribute grain to the capital from Su-chou to Pien (modern 
K’ai-feng) in Honan and from there to Lo-yang in Honan. 
It was later superseded by the New Pien Canal, built dur- 
ing the Sui dynasty (581-618). The new canal ran along 
the Kuei River and then cut across the region to Pien, 
forming the main line of communication to the capital. 
During the 12th century Anhwei was the scene of bitter 
battles between the Nan Sung emperors and the invading 
Juchen. After the establishment of the capital at Ta-tu 
(modern Peking), the Yuan, or Mongol, dynasty (1206- 
1368) constructed the Grand Canal to the east, connect- 
ing Hang-chou in Chekiang Province with Ta-tu, and the 
previously built waterways fell into disuse. 
In the early 1850s the Huang Ho made one of its great 

changes in course, flowing into the Po Hai, north of the 
Shantung Peninsula instead of south into the Yellow Sea. 
The loss of water for the Huai Basin resulted in great 
distress for the farmers of northern Anhwei. Subsequent 
peasant risings—together with the Taiping Rebellion of 
1850-64— resulted in widespread devastation. 
The Yangtze was opened to foreign shipping in 1860, 

but it was not until 1877 that the walled city of Wu-hu 
in Anhwei was opened to international trade. Although it 
was the province’s only treaty port, the city never figured 
prominently in overseas commerce. 
In 1938 the Huang Ho was temporarily diverted south of 

Shantung by the Nationalist government, which blew up 
the river’s dikes in Honan in an attempt to stem the ad- 
vance of Japanese invaders. The river waters then surged 
south to Hung-tse Lake on the Anhwei border, flooding an 
enormous area at the cost of about 900,000 lives. During 
World War II most of Anhwei was occupied by Japanese 
forces, but, because of the resistance of the Chinese in- 
habitants, Japanese control could be effectively enforced 
only during daylight-hours. Between 1946 and 1949 the 
province was controlled by the Nationalist forces. 

From 1949 to 1952 Anhwei was administered in two 
separate parts. The section north of the Yangtze, which 
came under Communist military control in 1949, was 
constituted as the North Anhwei Administrative District. 
The South Anhwei Administrative District was established 
several months later, after the People’s Liberation Army 
(PLA) crossed the Yangtze and based its administration in 
Wu-hu. In August 1952 the province was reunified under 
the leadership of Zeng Xisheng (Tseng Hsi-sheng), a long- 
time veteran of the PLA. Anhwei’s provincial adminis- 
tration experienced relatively greater leadership turnover 
than other provinces in the 1950s and ’60s and a major 
shift in leadership during the Cultural Revolution. During 
the 1970s Anhwei supported many of the radical pro- 
grams of the Cultural Revolution, but in the late 1970s 

the province became a base for many of the moderate 
reforms advocated by the post-Mao leadership. 

(LR e/NiG-E Ed) 

Hupeh 

Hupeh (Hu-pei in Wade-Giles romanization, Hubei in 
Pinyin) Province lies in the heart of China and forms a 
part of the middle basin of the Yangtze River. Until the 
reign of the great K’ang-hsi emperor (1661-1722) of the 
Ch’ing dynasty, Hupeh and its neighbour Hunan formed 
a single province, Hukuang. They were then divided and 
given their present names: Hupeh, meaning, “North of 
the Lakes” (of the Yangtze River); and Hunan, “South 
of the Lakes.” Hupeh has an area of 71,800 square miles 
(185,900 square kilometres). Its capital is Wu-han, the 
composite name of the three cities of Han-k’ou, Han- 
yang, and Wu-ch’ang, which lie at the confluence of the 
Han River and the Yangtze at a point approximately 600 
miles (1,000 kilometres) from the sea and halfway between 
Shanghai and Chungking. 

‘PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief. Almost all of Hupeh Province lies im- 
mediately north of the Yangtze River. Hupeh is bounded 
on the north by the eastern extension of the axis of 
the Tsinling, T’ung-pai, and Ta-pieh mountains. In the 
southeast the Mu-fu Mountains divide the province from 
Kiangsi. Along its central southern border there is no clear 
physical divide apart from the Yangtze itself: a lake-stud- 
ded alluvial plain continues uninterruptedly southward to 
Tung-t’ing Lake in Hunan. The Wu-ling Mountains form 
the boundary between southwest Hupeh and northwest 
Hunan. Western Hupeh has highlands that lie at an alti- 
tude of more than 6,000 feet (1,800 metres) and consist of 
the eastern extension of two ranges, the Ta-pa and Fang- 
tou mountains, marking the boundary between Hupeh 
and Szechwan. 
The level of the land falls rapidly, from west to east, to 

the lake plain, much of which is no more than 200 feet 
above sea level. This flat or gently undulating country is 
often suddenly interrupted by steeply rising isolated hills 
or ranges. The plain is the remnant of a former depression 
or old lake basin formed in the Pliocene Epoch (from 
7,000,000 to 2,500,000 years ago), which has largely been 
filled with eroded red sandstone from Szechwan. The pro- 
cess of filling in is not yet complete; in consequence, large 
areas adjoining the Yangtze and Han rivers are covered 
by innumerable shallow lakes. 
Drainage and soils. The Yangtze cuts its way from the 

Szechwan Basin through the Ta-pa Mountains in a series 
of magnificent gorges and descends rapidly to the Hupeh 
Plain at I-ch’ang. The bed of the river at I-ch’ang is only 
130 feet above sea level and is 960 miles from the sea. 
From this point onward its velocity decreases and its bed 
widens as it winds its way across the province from west 
to east. Finally, it forces a passage between the Mu-fu and 
Ta-pieh ranges into Anhwei and Kiangsi provinces. There 
the river again narrows to less than half a mile in width. 
In its course through Hupeh the Yangtze receives the wa- 
ters of two tributaries, the Han and the Ch’ing rivers. It 
also receives, through Tung-t’ing Lake, the entire drainage 
of Hunan. The Han, itself a considerable river even by 
Chinese standards, rises in the Tsinling Mountains and 

Rivers 



Cyclones 

flows eastward in Shensi Province for about 200 miles. On 
entering Hupeh, it turns south in a much broader valley, 
or floodplain, and widens its bed, which varies from half a 
mile to a mile in width over much of this stretch. About 
100 miles from its confluence with the Yangtze at Han- 
k’ou (k’ou, “mouth”), it turns east, threads its way through 
a maze of lakes, and, in the last few miles, narrows its 
bed to a mere 250 yards—a factor that is responsible for 
much flooding in summer. 
The variation in the regime of the Yangtze between 
summer and winter is striking. At Han-k’ou, where the 
river is nearly a mile wide, the average difference between 
summer and winter levels is 45 feet. In winter the river is 
sluggish, with many shallows, and is navigable up to Han- 
k’ou only by specially built flat-bottomed river steamers. 
With the coming of the spring and summer rains the 
change is dramatic, and the river comes down as a mighty 
flood. In times of exceptional flood, as in 1931 and 1954, 
the flow reaches astronomical figures. Flooding of large 
areas of the surrounding low-lying land is normal each 
summer, when river and lakes combine. Marco Polo, who 
visited the area in the 13th century, reported that in places 
the river was more than 10 miles wide; his report was 
discredited as a gross exaggeration, but he had seen the 
Yangtze in the summer flood. In summer Han-k’ou is 
an ocean port, capable of receiving vessels of 10,000 to 
15,000 tons. There are, however, navigational hazards at 
this time. Great care has to be taken that a vessel does 
not stray from the true river course and become grounded 
in more shallow water. If this happens, refloating is an 
urgent matter as the river is prone to quite rapid falls in 
level, and the vessel may be left stranded for a year. 
Hupeh lies in a neutral soil zone between the pedocals 

(soils of arid or semiarid regions, enriched in lime) of 
North China and the pedalfers (soils of humid regions, 
enriched in alumina and iron) of the South. The uplands 
are mainly brown mountain earth, the lower hilly lands 
yellow-brown soil, and the lowlands alluvium and red 
earth. 

Climate. Hupeh’s rainfall follows the general Chinese 
seasonal pattern, governed by the rain-bearing monsoon 
winds. Han-k’ou has an average minimum rainfall of 
about an inch (25 millimetres) in December and a maxi- 
mum of almost 10 inches in June, with a total annual fall 
of about 50 inches. Rainfall throughout the province de- 
creases from southeast to northwest. Much of this rainfall 
is caused by cyclones, which pass down the Yangtze Valley 
from west to east. Occasionally, such as in the summer of 
1931, a series of cyclones passes down the valley in rapid 
succession, bringing phenomenal rainfall and disastrous 
flooding. Since 1949 considerable effort has been directed 
toward flood control measures in the valley. 
Hupeh winters, although usually short, are often rigor- 

ous, with heavy and glazed frost and some snow brought 
by bitter north winds in January and February, when the 
average temperatures are 40° F (4° C) and 43° F (6° 
C), respectively. Summers are hot, with July temperatures 
averaging 85° F (29° C), and are long and oppressive 
because of the high relative humidity. Any light breeze by 
day tends to die out in the evening, leading to intolerable 
nights when mothers bring their bamboo beds into the 
streets and sit fanning their children through the weary 
hours. There are about 270 frostless days in the south and 
250 in the north. 
Plant and animal life. The natural vegetation of Hupeh 

is dense forest, but this was cleared from the lowlands and 
hills many centuries ago, leaving only the western high- 
lands densely wooded. The forests and woodlands consist 
mainly of ma wei (pine), shu mu (cedar), camphor, yellow 
sandalwood, maple, and poplar. As a result of deforesta- 
tion, soil erosion has been serious. Despite sporadic efforts 
to plant the hillsides with trees during the early decades 
of the 20th century, the poverty of the people and the de- 
mand for fuel led to the continued stripping of trees. Since 
1949 there has been a determined effort at afforestation 
and its maintenance. 
There is a sparsity of large wild animals. Some small 

barking deer are found in the scant cover on the hills 
rising from the plain. Deer and wild pig are plentiful in 
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the wooded mountains in the west. There is abundant 
birdlife, including wild duck and pheasants. 

Settlement patterns. Population distribution, as in the 
rest of China, is predominantly rural. The main concen- 
trations of rural population are found in the lake plain 
around the Yangtze and lower Han, notably from Wu-han 
downriver to Huang-shih; the lower Han Basin below 
Chung-hsiang (former An-lu) to Wu-han: and between 
I-ch’ang and Sha-shih. There is a smaller concentration 
at Hsiang-fan at the confluence of the Han and Tang 
rivers. Here the villages are often strung along high, mud 
riverbanks, which give safety in time of flood. Villages are 
small, usually 10 families or less, and are usually about 
one mile or so apart. Urban population is concentrated in 
a few large towns and a large number of small ones. The 
conurbation of Wu-han is the second largest industrial 
and commercial centre in the Yangtze Basin. Other large 
towns are Huang-shih, Sha-shih, I-ch’ang, and Hsiang-fan. 
In the past, many of the larger towns were walled; many 
of these walls have been demolished and the stone used 
for building and road construction. 

The people. Hupeh’s ethnic composition is homoge- 
neous, being overwhelmingly Han (Chinese). Their dialect 
is closely akin to pure Mandarin. Most of the minor- 
ity peoples are Hui (Chinese Muslims), widely scattered 
throughout north Hupeh and the Han plain. There are 
some T°u-chia and Miao people in the highlands of the 
southwest. 
The economy. Agriculture. Hupeh is located in the 

agricultural transition zone between the wheat-growing 
North and the rice-growing South; it is one of China’s 
leading rice-producing provinces. In south and southeast 
Hupeh, where rainfall is greater and irrigation more eas- 
ily practiced, most of the cultivated land is devoted to 
rice growing. In northern parts, where rainfall is less and 
variability greater, rice occupies less of the cultivated area 
and wheat much more. Most of the paddy area is planted 
with a single crop—middle-season rice (rice planted in the 
middle of the season after winter wheat or barley has been 
harvested)—newer strains of which have a growing period 
of only 90 days. Winter crops grown on paddy fields are 
usually wheat, barley, and broad beans. Irrigation in the 
hilly lands is predominantly by means of gravity from 
ponds dammed higher up in the valleys. On the plains, 
where water has to be raised, wooden paddle pumps oper- 
ated by hand are still used, but electrical pumping stations 
are rapidly replacing human labour. Food production de- 
creases rapidly westward, where cultivation is confined 
mainly to deep valleys in the highlands. 
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Steel-rolling mill at the Wu-han Iron and Steel Corporation in 
Hupeh Province. 
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Cash crops 

Railways 

Hupeh ranks high among the Chinese provinces as a pro- 
ducer of cash crops, of which cotton is the most important. 
The main growing area lies north of the Yangtze in a belt 
stretching from Sha-shih eastward along the lower Han to 
Wu-han. Other important economic crops are vegetable 
oils (sesame, peanut [groundnut], and rapeseed) and fibres 
(ramie and hemp). Ramie is the fibre from which grass 

cloth or China linen is made. Some tea is grown on the 
hills in the southeast. Tung oil, a valuable forest prod- 
uct used in paints and varnishes, comes mainly from the 
western regions and the upper reaches of the Han and 

Yuan rivers. 
Industry. Hupeh’s mineral wealth consists chiefly of 

iron, copper, and phosphorus ores; coal; and gypsum. 
Some of China’s richest and best iron ore is found at Ta- 
yeh in southeastern Hupeh. The exploitation of this ore 
and of coking coal from P’ing-hsiang in Kiangsi was the 
basis for the founding of an ironworks at Han-yang at 
the end of the 19th century. Ore from Ta-yeh and other 
mines was also the basis for the establishment of the Wu- 
han Iron and Steel Corporation, one of China’s largest 
integrated ironworks. Completed in 1961, these works 
cover about four square miles and contain the largest blast 
furnaces in China, The Hunan No. 2 Auto Plant in Wu- 
han is a major national supplier of jeeps and small trucks. 
Huang-shih has also developed as a large iron and steel 
centre. Copper is found at Yang-hsin in the east and also 
at Ta-yeh. Reserves are large compared to those of other 
provinces, and production has increased considerably. Bi- 
tuminous coal is found in the west and anthracite (hard 
coal) in the south and east. There are large reserves of 
gypsum and salt in the northeast, and a number of for- 
eign-built plants produce chemical fertilizers. 
With the restoration of its traditional role as a national 

centre of trade and transportation, the tri-city area of Wu- 
han has come to play an important role in the province’s 
economic development. Wu-han is the second largest in- 
dustrial and commercial city in the Yangtze Basin. Of its 
three constituent cities, Han-k’ou is the commercial and 
industrial centre; Han-yang, formerly residential, is now 
largely industrialized; and Wu-ch’ang is the administrative, 
educational, and cultural hub of the province. In 1983 the 
conurbation was given economic power on a level with 
the provincial government. 
Transportation. For more than 2,000 years waterways 

have been the main means of communication in Hupeh. 
Wu-han, known historically as “the thoroughfare of nine 
provinces,” is the largest inland port in the country. The 
Yangtze and Han rivers, with their tributaries, are used 
by all manner of craft. Large ocean freighters reach Han- 
k’ou, and small steam launches penetrate much farther 
inland. Steam and oil-fired craft, however, carry only a 
small portion of the total waterborne freight: huge coaster 
junks from Chekiang and Fukien provinces sail to Sha- 
shih and I-ch’ang, and the small stern-oared hua tzu— 
each rowed from the stern by one man—ply the smaller 
streams. In addition to the rivers, the lake plain is a 
network of drainage channels that are used for communi- 
cation by the local people. 
Until 1958 Hupeh’s railways consisted entirely of the 

Peking-Han-k’ou and Wu-ch’ang—Canton line, which ran 
from north to south across the province. Because of po- 
litical unrest, corruption, and lack of funds, by 1949 the 
Peking—Han-k’ou line was in a parlous state; rapid repair 
work was carried out by the Communist government. In 
1959 the completion of the bridge over the Yangtze be- 
tween Han-yang and Wu-ch’ang—the first bridging of the 
river over a length of 3,400 miles—wrought a revolution 
in the system by greatly increasing the value and efficiency 
of the whole north-south line from Peking to Canton. 
More than half of the pre-1949 road network was ren- 

dered unusable by the Sino-Japanese War and subsequent 
civil war. Since 1949, much reconstruction and repair 
work has been done, and new roads have been built. Wu- 
ch’ang has become an important centre for air traffic, sec- 
ond only to Peking. Air services, formerly entirely under 
central government control, have been supplemented by a 
regional carrier. 
Administration and_ social conditions. Government. 

From 1950 to 1954 Hupeh was part of the Central South 
greater administrative region. In 1954 provincial (sheng) 
government was established directly under the central 
government. In 1958 local government was greatly modi- 
fied by the formation of communes, which took over the 
duties of the rural districts and market towns (Asiang and 
chen) and were made responsible for the functioning of 
all local life at this level. During the early years of the 
Cultural Revolution (1966-69) Hupeh was governed by a 
Revolutionary Committee composed of party cadres, the 
army, and the revolutionary mass organizations. The Rev- 
olutionary Committee was replaced in 1980 by the Peo- 
ple’s Government, which is the administrative arm of the 
People’s Congress. The commune system was abolished 
in the 1980s, and the township government pattern of 
the 1950s was reestablished. Hupeh has six prefectures (fi- 
ch’ti), eight prefecture-level municipalities (shih), and one 
autonomous prefecture (tzu-chih-chou). Below that level 
are counties (Asien) and county-level municipalities (shih). 
Education. The educational pattern in Hupeh is similar 

to that in the rest of the country. From 1949 onward deter- 
mined efforts have been made to overcome illiteracy. By 
1970 it was estimated that nearly two-thirds of the people 
were literate, and this percentage has steadily grown. Wu- 
ch’ang, which was the early capital of the ancient province 
of Hukuang, has remained the educational and cultural 
heart of Hupeh. Under the Nationalist (Kuomintang) gov- 
ernment (1928-49), a national university was built on one 
of the three large lakes outside the old walled city, and a 
Christian university was established inside the city itself. 
After 1949 both these institutions were incorporated into 
the new educational system, which now includes more 
than 50 institutions of higher learning. 
Health and welfare. Before 1949 there were large, effi- 

cient modern hospitals, run by Christian missions and sec- 
ular bodies in both Han-k’ou and Wu-ch’ang; good though 
many were, they were inadequate to meet the needs of the 
rural people. Insofar as rural needs*were met at all, they 
were served by medical missionaries and nurses, scattered 

sparsely throughout the province, as well as by Chinese 
doctors, herbalists, and acupuncturists. From the 1950s 
the city hospital services were greatly enlarged, offering a 
choice of Western or Chinese medicine; most attention 
has, however, been paid to public health and to preven- 
tive medicine. Debilitating diseases such as schistosomiasis 
(a parasitic disease) and malaria were attacked; drinking 
water and the proper disposal of sewage were supervised; 
standards of personal hygiene and of the cleanliness of 
streets and public places were raised. These measures, and 
the equitable distribution of food, have served to improve 
health and increase production. 
Cultural life. In common with all other provinces, Hu- 

peh has experienced considerable change in its cultural 
life since 1949. The great extension of education and the 
increase in literacy have had a far-reaching effect. In the 
cities, museums and libraries have been opened and are 
much patronized. Large stadia, sports halls, and swimming 
pools have also been built. The theatre still retains great 
popularity, particularly the regional operatic form known 
as Chu opera. 
The rural areas, no less than the towns, have undergone 

great cultural change. Electricity has been extended to 
villages and hamlets. Every village of any size now has 
its own stores, its library, and its hall, in which meetings 
are convened, health clinics are held, and table tennis 
is played. Being probably better lighted than individual 
homesteads, the hall has become the place where villagers 
assemble to chat or listen to the radio. Storytelling—an 
agelong profession, which is still very popular—serves to 
preserve folklore. Country life is enlivened by occasional 
visits of professional players, entertainers, and acrobats. 

HISTORY 

When China was slowly evolving in the Honan-Shansi 
region during the Shang and Chou dynasties (18th to 3rd 
century Bc), Hupeh formed part of the kingdom of Ch’u. 
It was subjugated by Shih huang-ti (reigned 221-210/209 
BC), who created the first united empire of China; it was 
finally assimilated into the Chinese state under the Han 
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dynasty (206 BC-AD 220). Hupeh at that time was de- 
scribed by the ancient Chinese historian Ssu-ma Ch’ien as: 

a large territory, sparsely populated, where people eat rice and 
drink fish soup; where land is tilled with fire and hoed with 
water; where people collect fruits and shellfish for food: where 
people enjoy self-sufficiency without commerce. The place is 
fertile and suffers no famine and hunger. Hence the people 
are lazy and poor and do not bother to accumulate wealth. 

From this time on, the facility of communications af- 
forded by its river system has caused Hupeh to figure 
prominently in Chinese history. 
Since the mid-19th century it has been the centre of 

many momentous events, sometimes to its sorrow. The 

Taiping Rebellion, led by a Hakka, Hung Hsiu-ch’iian, 
broke out in Kwangsi in 1850, after which the rebel 

armies moved north, taking Wu-ch’ang in 1853. During 
the succeeding 10 years the central plains of Hupeh and 
Hunan were devastated by fighting and banditry. After 
China’s defeat in the second Opium, or Arrow, War of 
1856-60, the Hupeh cities of Han-k’ou, I-ch’ang, and 
Sha-shih were opened to Western nations as commercial 
ports. From this time on, European influence in central 
China steadily increased. Han-k’ou became the head of 
international oceangoing traffic. In the first 20 years (i.e., 
until 1880) trade was based almost exclusively on tea, but, 
with increasing Indian and Ceylonese competition, Han- 
k’ou became the centre for the collection and processing 
of other central Chinese raw materials, notably vegetable 
oils, egg products, and tobacco. 
Hupeh’s industrialization began with the establishment 

of the Han-yeh-p’ing ironworks in Han-yang by Chang 
Chih-tung, the governor of the province, who also estab- 
lished a cotton mill in Wu-ch’ang opposite Han-k’ou. The 
ironworks had a checkered career. At first it enjoyed some 
government protection and tax exemption but later suf- 
fered from internal political unrest and instability, lack of 
capital, and poor management. Subsequently a Japanese 
concern gained financial control with a view to securing 
ore from Hupeh for its ironworks in Japan. The Han-yang 
works were allowed, even induced, to fall into decay. They 
were destroyed by bombing during the Sino-Japanese War 
of 1937-45 and were restored only after the advent of the 
Communist government in 1949, 
The Chinese Revolution of 1911-12 began in Hupeh. 

The army in Han-k’ou mutinied, and the soldiers, led by 
their commander, Li Yiian-hung, took the cities of Han- 
k’ou, Han-yang, and Wu-ch’ang. Yiian Shih-k’ai led his 
northern troops, on behalf of the Emperor, against them 
and retook Han-k’ou but was unable to cross the Yangtze 
and eventually retired. This was the only significant fight- 
ing during the revolution. The province was ruled by a 
warlord (tu-chiin) from 1916 to 1927, but from 1928 to 
1938 there was some attempt at local government of a 
democratic Western pattern. When Nanking was taken 
by the Japanese in 1937, Han-k’ou became a temporary 
headquarters for the Nationalists; after the Nationalist 
retreat to Chungking in 1938, much of Hupeh came un- 
der Japanese control. A period of near chaos after the 
Japanese defeat in 1945 ended with the establishment of 
the People’s Republic in 1949, (T.R.T./V.C.F./Ed.) 

Kiangsu 

A province on the east coast of China, Kiangsu (Chiang- 
su in Wade-Giles romanization, Jiangsu in Pinyin) is 
bounded by the Yellow Sea and by the provinces of 
Chekiang to the south, Anhwei to the west, and Shantung 
to the north. It occupies an area of 39,600 square miles 
(102,600 square kilometres). The provincial capital is 
Nanking, which was the southern capital of China during 
the Ming dynasty (1368-1644) and the capital under the 
National Government (1928-49). Kiangsu became a sep- 
arate province in 1667 (the sixth year of the reign of the 
K’ang-hsi emperor). The name is derived from the prefixes 
of Chiang-ning and Su-chou, the names of the two most 
important prefectures within the province at that time. 
The province consists almost entirely of alluvial plains 

divided by the estuary of the Yangtze River into two 
sections, Chiang-nan (literally, “South of the River”) and 
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Su-pei (northern Kiangsu). Chiang-nan is fertile and well 
watered, famed for its silk and handicrafts, and very 

densely populated and industrialized. The cities of Su- 
chou, Nanking, Wu-hsi, and Shanghai are all located in this 
region. Shanghai is situated at the mouth of the Yangtze 
River, although administratively the Shanghai Municipal- 
ity is not a part of Kiangsu Province but is controlled 
directly by the State Council of the central government. 
Su-pei is relatively poor in comparison with Chiang-nan. 
The northernmost section of Su-pei, from Suchow to the 
sea, is actually part of the great North China Plain in its 
physical geography, as well as in its agriculture and general 
way of living; it is the poorest section of Kiangsu and is 
densely populated. 

The land. Relief’ The most important physical charac- 
teristic of the province is its wide alluvial plain, stretching 
from north to south, at a low elevation above sea level. 

Most of the soils are thus alluvial, both calcareous and 
noncalcareous, and including some saline soils. There is 
an intricate network of rivers and canals, lakes and ponds, 

all protected from floods by dikes. Most of the province 
is less than 150 feet (45 metres) above sea level. Hills of 
moderate elevation are found only in the southwestern 
corner of the province and in the extreme north along 
the Shantung border. Mount Yiin-t’ai, in northern Su-pei 
near the Yellow Sea, is the highest point in the province, 
at 2,050 feet (625 metres). Nearly 10 percent of the total 
area is occupied by shallow lakes and reedy marshes. The 
silt of the great rivers encroaches constantly on the sea, 
leaving seaports of former ages dry. In coastal areas below 
the high-water level, cultivation is carried on in polders 
(areas protected from the sea, mainly by dikes), Extensive 
canalization and a vast development of polders have been 
systematically carried out during the 20th century. This 
section of the surface of the Earth has been completely 
altered by human hands. 
Drainage. Chiang-nan is drained primarily by the 

Yangtze River, which enters the province to the south- 
west of Nanking on the Kiangsu-Anhwei border and 
flows generally east and southeast before reaching the East 
China Sea. The waters from upstream meet tidewaters 
at Nanking. The river becomes broader at Chen-chiang, 
widening to more than 11 miles at Nan-t’ung and more 
than 56 miles at its mouth. It carries an enormous load of 
silt to the sea annually, depositing it to form the Yangtze 
Delta. Tides and currents carry some of the sediment to 
form sandbars in the estuary and along the coast. The 
delta itself grows at an average rate of about 82 feet a year. 
Su-pei’s major drainage systems are Hung-tse Lake and 

the Huai River, which flows into the lake; Kao-yu Lake, 
through which waters from Hung-tse Lake reach the 
Yangtze; the Su-pei Canal, which drains Hung-tse Lake; 
and the Grand Canal, which runs through the entire 
province from north to south and connects Su-pei with 
the Yangtze Delta. During several periods in Chinese his- 
tory, northern Kiangsu was also drained by the Huang 
Ho (Yellow River), which occasionally left its course and 
flowed into the Huai. Formerly, the Huai flowed into the 
sea, but when its channel was gradually usurped by the 
Huang, beginning more than a thousand years ago, it was 
unable to reach the sea and instead emptied itself into 
Hung-tse Lake. 
The Kiangsu lowlands are floodplains formed by the al- 

luvial deposits of the Yangtze, Huai, and Huang rivers and 
their tributaries. Using the Yangtze and the old channel 
of the Huai as convenient landmarks, the area of these 
plains may be divided into three sections. 
The Chiang-nan plain south of the Yangtze forms the 

principal part of the Yangtze Delta, characterized by flat- 
ness and lying only 10 to 16 feet above sea level. It is 
crisscrossed by streams and canals and dotted with ponds 
and lakes, forming an elaborate network of flowing water, 
meticulously maintained by farmers. This area actually 
has the highest stream density in China: within it, no 
place is more than 300 feet from the drainage system of 
T’ai Lake (the southern shore of which forms much of 
the Kiangsu-Chekiang border). The canals were all dug 
by farmers of the area. Isolated hillocks dot the edge of 
the T’ai Lake area, which adds to its enchanting beauty. 

The three 
sections of 
the plains 
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The lakes were parts of former shallow bays and inlets of 
the sea, obstructed and enclosed by the steady advance of 

the Yangtze Delta. After being cut off from the sea, the 
water gradually decreased in salinity and formed freshwa- 
ter lakes. T’ai Lake is connected with the Yangtze and 
its estuary by many distributaries. The Chiang-nan Canal 
(the name for the section of the Grand Canal south of the 
Yangtze), which runs through the full length of the T’ai 
Lake plain from northwest to southeast, cuts across all 

the distributaries connecting the T’ai Lake basin with the 
Yangtze, thus forming a vital link of the T’ai Lake system. 
Between the Yangtze and the ancient channel of the 

Huai is what Chinese geographers call the Yangtze—Huai 
plain, built by the alluvium of the two rivers. The centre 
of this plain is only 6'/2 to 13 feet above sea level, while 
its periphery stands at about 17 to 33 feet. It is consid- 
ered to be a section of the Yangtze Delta, as it has the 
same topographical elements, including alluvial deposits 
and drainage. As a sluggish tributary of the Yangtze, the 
Huai formerly caused widespread floods during the high- 
water season, but a water-control project has permanently 
restricted the high waters of the Huai. 
North of the old channel of the Huai is the Suchow- 

Huai plain, built of the alluvium of the Huai and Huang 
rivers and standing about 30 to 150 feet above sea level. 
In the northern part of the plain are low hills with heights 
of about 650 feet. 

Climate. Within the province, two subtypes of climate 
may be distinguished: the Yangtze Valley climate, in cen- 
tral and southern Kiangsu, and the North China climate, 
to the north of the old Huai River. The former is humid 
subtropical, while the latter is cool, temperate continen- 
tal, with greater extremes of temperature. Nanking in the 
south has a mean temperature of 36° F (2.2° C) in Jan- 
uary and 82.4° F (28° C) in July. For northern Kiangsu, 
the mean January temperature is below 32° F (0° C), but 
summer is as hot as in the south. Annual precipitation 
generally increases from north to south, ranging from 24 
to 47 inches (600 to 1,200 millimetres), that of Nanking 

being 41 inches. Seasons are distinct in both north and 
south. Between spring and summer, the south receives 

prolonged rains of cyclonic origin, typical of the Yangtze 
Valley and extremely useful for rice growing. The coast is 
often visited by destructive typhoons between late summer 
and early autumn. 

Plant and animal life. In Su-pei grow temperate broad- 
leaved deciduous trees, typical of the North China Plain, 
while in southern Kiangsu are found subtropical mixed 
broad-leaved deciduous and broad-leaved evergreen trees, 
typical of the Yangtze Valley. As the whole of the province 
has been cleared for cultivation since ancient times, no 

primary forest remains. In natural flora, it is a markedly 

depleted territory, because of the dense population and 
intensive cultivation. There is a warmth-loving and mois- 
ture-loving fauna characteristic of the monsoon climate 
of East Asia. The fauna has considerable economic sig- 
nificance, fish, ducks, crabs, and shrimps being important 
sources of food. Fish raising is highly developed—the nu- 
merous ponds, reservoirs, lakes, canals, and streams are 

stocked with hundreds of millions of fry that are shipped 
to other provinces and are also exported to other countries. 
There are also numerous agricultural pests, such as ro- 

dents and insects, which harm cultivated plants and trees. 
Great strides have been made in the control of the more 
common pests, but the insects that damage trees have not 
yet been brought under complete control. 
Settlement patterns. Although almost 90 percent of 

Kiangsu’s population is rural, the province contains many 
of the largest cities of the Yangtze Delta. The population 
distribution patterns of Kiangsu Province and the mu- 
nicipality of Shanghai are inseparable geographically and 
economically. Population density is higher in the north of 
the province, a fact explained by its earlier development, 
which dates from ancient times, and its importance as a 
communication link between North China and the Lower 
Yangtze Valley. Even the hilly district in southwestern 
Kiangsu has very high population densities in comparison 
with Europe and the United States. Shanghai is the largest 
municipality in China and one of the 10 largest in the 

world; it is not administratively a part of Kiangsu, being 
controlled directly by Peking. Other large cities in the 
region are Nanking, which is the largest city of Kiangsu 
proper and is its administrative and cultural centre; Su- 
chow (Hsi-chou), in northern Kiangsu; Su-chou, east of 
T’ai Lake; and Wu-hsi, in Chiang-nan. 
The villages are distributed very close to one another 

on the Yangtze Delta, generally less than one-third of a 
mile apart. They are located mostly on the banks of rivers 
and canals. Villages with several scores of households 
are the most common. Communication between villages 
is usually very easy, thanks to canals and barges, rural 
roads, and the ubiquitous bicycle, somewhat as in the Low 

Countries of Europe. The houses are usually well built of 
brick baked in local kilns. Dwelling conditions are fair to 
good by Chinese standards. 
Dispersed rural settlement is the rule along the coast 

and the rivers of northern Kiangsu. Dwellings are found 
singly along the riverbanks and quite close to each other 
in groups of two, three, or four among the rice fields. 
The people. The population of Kiangsu is entirely Han 

(Chinese), with the exception of a few Hui (Chinese 
Muslims). The inhabitants of Chiang-nan speak the Wu 
(Shanghai) dialect, while those of northern Kiangsu and 
the Nanking area speak the eastern Mandarin dialect. 
The economy. Agriculture. Kiangsu is one of the richest 

provinces in China, with a significant agricultural sector. 
Output is enhanced by multiple cropping, powered irri- 
gation, tractors, and chemical fertilizers. The T’ai Lake 
plain produces rice, wheat, cotton, fruit, silk, tea, and 
fish. Tea is grown in the southwestern uplands around 
I-hsing, which produces the famous I-hsing china tea sets. 
Cattle, pig, and poultry raising are an important source of 
food and income, especially since the number and size of 
private plots allowed to each household increased. Fishing 
and pisciculture are other sources of food. 
Industry. Nanking is the most important heavy indus- 

trial centre of Kiangsu proper. Major industrial plants 
produce trucks and parts for motor vehicles, chemical 
fertilizers, and detergent raw materials. The Nanking in- 
dustrial area also produces steel, petrochemicals, electron- 
ics, machine tools, cameras, textiles, cement, and sundry 

building materials. Wu-hsi, near Shanghai, is a rising in- 
dustrial centre with good inland waterway connections to 
all parts of the province. Modern manufactures include 
machine tools, agricultural and transportation equipment, 
cotton textiles, silk reeling, and food processing. Good 
deposits of iron and coal have been found at I-hsing and 
are used in a local ironworks and steelworks. 
Kiangsu has become a major exporter since the 1970s. 

Goods formerly shipped through Shanghai are now han- 
dled through the provincial ports of Nan-t’ung, Chang- 
chia-kang, and Lien-yiin-kang. Two of these ports have 
been designated “open” cities and encouraged to foster 
foreign trade and investment: Nan-t’ung, with 16 miles of 

deepwater frontage on the Yangtze, has developed its own 
economic and technical investment zone; and Lien-yiin- 
kang, as the eastern terminus of the Lung-hai Railway, 
is a key export outlet for the central and northwestern 
provinces along the rail line. Kiangsu was incorporated 
into a larger Shanghai special economic zone in 1984. 
Transportation. Among the assets of the province is the 

dense water transport network. With more than 14,000 
miles of inland waterways, Kiangsu carries more than 50 
percent of its goods by water. In contrast, its railroads carry 
only about 20 percent of the province’s freight shipments. 
The completion in 1968 of the Yangtze rail and highway 
bridge at Nanking made the city a key north-south and 
east-west communications hub. The Grand Canal, which 
is periodically redredged, continues to play an important 
role in north-south transport. 
Administration and social conditions. Kiangsu is di- 

vided into 11 prefecture-level municipalities (shih). The 
province also contains municipal districts (shih-hsia-ch th) 
and municipal counties (shih-hsia-hsien). The provincial 
capital, Nanking, is the military regional headquarters for 
eastern China. 
Kiangsu has a rich educational tradition, with some of 

China’s top arts and science universities, and a scientific 
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The Moon Sighting Pavilion in the Humble Administrator's 
Garden in Su-chou, Kiangsu Province. 
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and technical work force that forms the basis of one of 
the country’s centres of technology and research. With a 
predominantly rural population, however, the province’s 
illiteracy levels are slightly higher than the national aver- 
age. The proportion of the provincial population with a 
primary level of education or higher is just at the national 
average. Since 1949 health care has expanded greatly. 
Cultural life. The cities of the province fall into two 

categories based on the standpoint of historical devel- 
opment—the ancient cities and the modern cities. The 
former date from ancient or medieval times and include 
Nanking, Su-chou, Yang-chou, Chen-chiang, and Suchow. 
Several of them are well known in East Asian history, are 
rich in cultural heritage, and have a long tradition that 
has found artistic expression in Chinese traditional archi- 
tecture, painting, sculpture, flower gardens, stone bridges, 
and world-renowned handicraft industries, such as silk 
embroidery and carving of various materials. These cities 
often possess historical monuments, famous temples, and 
local shrines and p’ai-lou (arches) honouring their illustri- 
ous citizens. Many cities have a rich folklore. Nanking, 
especially, abounds in national monuments and famous 
historical relics. The most renowned are the simple Ming 
tombs (of Ming emperors) and the magnificent Sun Yat- 
sen Mausoleum, at the foot of Tzu-chin Hill. The gas- 
tronomic specialty of this ancient capital is the renowned 
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Nanking salted duck. The duck is raised in ponds and lakes 
nearby. Other products from the Nanking area include 
handwoven silk (tzu-ching), particularly cloud brocades, 
which use every conceivable shade of colour to portray 
the clouds of sky at sunset. 
The modern cities that sprang up in the 19th century after 

the Opium Wars and the Treaty of Nanking (1842), which 
opened China to international trade, include Shanghai, 
Wu-hsi, Nan-t'ung, and Lien-yiin-kiang. Most of them are 
seaports, river ports, or railway junctions. 

HISTORY 
In antiquity, the Kiangsu region was within the jurisdic- 
tion of the ancient state of Wu. During the Chou dynasty 
(c. 1111-255 Bc) much of the area was called Kou-wu 

and was considered outside Chinese borders. During the 
Ch’un-ch’iu (Spring and Autumn) and part of the Chan- 
kuo (Warring States) periods from the 8th to the 3rd 

century BC, it was brought into the Chinese empire as one 
of the “outer states.” Known as the Wu region during the 
Han dynasty (206 Bc-AD 220), it became the indepen- 

dent state of Wu during the succeeding San-kuo (Three 
Kingdoms) period, with its capital at Chien-yeh, the site 
of modern Nanking. The golden age of culture in the 
region was during the Six Dynasties (Ap 220-589), when 
it received a major influx of immigrants from the north. 
After the fall of the T’ang dynasty in 907, Yang-chou in 
Kiangsu became the capital of the Nan (Southern) T’ang 
state, which lasted from 937 to 975/976. 

Another period of major cultural and commercial de- 
velopment occurred during the Nan Sung dynasty (1127- 
1279). In the early Ming dynasty Nanking became capital 
for the entire empire, and even after 1420, when the Ming 
capital shifted to Peking, Nanking remained as subcapital 
for South China. During the Ming and Ch’ing, or Manchu, 
dynasties, Chiang-nan was a major rice surplus region, 
supplying 40 percent of tribute tax grain to the capital by 
means of the Grand Canal. Chiang-nan merchants were 
among the most influential in China during this period. 
In the mid-19th century there was significant foreign com- 
mercial intervention, based on treaty port privileges. The 
region was seriously affected during the Taiping Rebellion 
of the 1850s and 60s, and Nanking became the Taiping 
capital in 1853, remaining under Taiping control until 
1864. 
In the 20th century Kiangsu became an important power 

base for the Nationalist Party (Kuomintang) of Chiang 
Kai-shek, and Nanking was made capital of the Nationalist 
government in 1928. It remained the puppet government 
capital under the Japanese occupation, after the National- 
ist government moved to Chungking. During World War 
II the region was the locus of Communist-led guerrilla 
forces of the New 4th Army, from whose ranks many of 
Kiangsu’s post-1949 leaders came. 

Shanghai 

For coverage of Shanghai, see the Macropedia article 
SHANGHAI. 

SOUTH CHINA 

Chekiang 

Chekiang (Che-chiang in Wade-Giles romanization, Zhe- 
jiang in Pinyin), the third smallest province of China, is 
also one of the most densely populated and affluent. Its 
area is 39,300 square miles (101,800 square kilometres). 
A coastal: province, it is bounded by the East China 
Sea on the east and by the provinces of Fukien on the 
south, Kiangsi on the southwest, Anhwei on the west, and 
Kiangsu on the north. The provincial capital is Hang-chou. 
Chekiang has for many centuries been one of the great 

cultural and literary centres of China. Its landscape is 
renowned for its scenic beauty. The name of the province 
derives from its principal river, the Che (“Crooked”) River, 
formally known as the Ch’ien-t’ang River at the estuary 

of Hang-chou Bay, and known as Fu-ch’un River inland. 
Chekiang is among the leading Chinese provinces in farm 
productivity and leads in the tea and fishing industries. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ The northwestern section of the 
province (Che-hsi) lies within the fertile Yangtze River 
Delta, with its labyrinth of rivers and canals: its coastal 
lowlands are protected by dikes. The southern edge of 
T’ai Lake forms part of its northern border with Kiangsu. 
The greater part of Chekiang Province lies to the south 
of Hang-chou Bay and is largely mountainous. It has a 
rocky and deeply indented coast, dotted with more than 
18,000 islands, forming numerous natural harbours. This 
part is in fact a continuation of the mountain ranges of 
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Fukien, which run roughly parallel to the coast. In eastern 
Chekiang, mountains occupy 93 percent of the land sur- 
face, while another | percent consists of low hills. Only 6 
percent is level land, distributed along Hang-chou Bay and 
the Fu-ch’un and Ta river valleys in southern Chekiang. 
Most of the province’s arable lands—consisting of alluvial 
plains of great fertility—are found in these three areas. 
Drainage. The chief river of the province is the Fu- 

ch’un (Ch’ien-tang) River, the drainage basin of which 
constitutes 40 percent of the total area of the province. 
The river has, in fact, two headstreams, one coming down 
from the southwestern highlands and flowing through the 
broad Lan River valley and the other rising in Anhwei 

Province and passing through Chien-te in Chekiang and 
other cities. On the latter tributary is located the Hsin-an 
River Dam and hydroelectric power plant, which is one 

of the largest in East Asia. The Ch’ien-t’ang Estuary tidal 
bore takes the form of a high wall of water that rushes 
upstream with a thunderous roar. Best seen just after the 
full moon and at its highest in the autumn (late Septem- 
ber-early October), the bore is a famed tourist attraction. 
Along the estuary are miles of sea dikes that have been 
built throughout the ages to protect the rich rice lands of 
the delta. The other rivers of some importance are the 
Yung, Ling, and Ou; the Ou and its four principal tribu- 
taries together form the second largest river system of the 
province. Although these mountain streams flow swiftly 
through rocky channels and gorges, they are navigable to 
skillful boatmen using sampans (small, roofed boats pro- 
pelled by sculling) right up to the mountains. 
Hang-chou Bay is almost as broad at its entrance as the 

Yangtze Estuary but is obstructed by a cluster of some 400 
islands known as the Chou-shan (Chusan) Archipelago. 
The largest island in the group, Chou-shan, is a major 
coastal fishing centre. On P’u-t’o Mountain, a renowned 
scenic island east of Chou-shan, is one of the sacred 
mountains of Buddhism that once attracted pilgrims from 
all over East Asia. 
Climate. Chekiang has a humid subtropical climate, 

controlled chiefly by monsoonal airflows, modified by lo- 
cal influences. Considerable differences exist between the 
coast and the hinterland, between the lowlands and the 
highlands, and between the north and the south, partic- 
ularly in winter. Thus, Hang-chou, in western Chekiang, 
has an average January temperature of 39° F (4° C), while 
that of Wen-chou, on the coast, is about 46° F (8° C). 
Summer is hot throughout the province; the average July 
temperature at Hang-chou is 82° F (28° C), while that at 
Wen-chou is 84° F (29° C). Annual rainfall throughout 
the province is more than 40 inches (1,000 millimetres). 
The hilly interior has more precipitation than the coast, 
which is frequently visited by devastating typhoons, par- 
ticularly during late summer and early autumn. 
Plant and animal life. The vegetation of the northern, 

or T’ai Lake, plain differs from that of the rest of the 
province. Formed from a lake, it is covered with rich 
alluvial soil and is an open land of rice fields and rural 
settlements, dotted with some shade and ornamental trees. 
The original or natural vegetation disappeared centuries 
ago when the land was cleared for cultivation. 
The vegetation of the hilly and mountainous parts of 

the province, south of the plain, consists primarily of 
mixed evergreen broad-leaved and coniferous forests that 
grow on gray-brown podzolic (infertile forest) soils at the 
higher elevations and on red and yellow lateritic (leached, 
iron-bearing) podzolic soils on the lower slopes. There is 
an abundance of such trees as the laurel, pine, cypress, 
and beech. Besides the ubiquitous bamboo, the tung tree, 
which supplies valuable oil, is widely distributed in the 
upper Fu-ch’un Valley. 
The province has an animal life typical of the subtrop- 

ical forest zone and characterized by great diversity; it 
includes monkeys, anteaters, the southern heron, water 
turtles, many frogs, and numerous southern birds. There 
are many invertebrates, among which subtropical insects 
predominate, although tropical insects characteristic of 
southern Asia are also found. 
Settlement patterns. There is a marked contrast between 

the densely populated plains and the sparsely populated 

uplands. Thus, two-fifths of the population in the province 
is concentrated in the T’ai Lake plain and in the coastal 
region of Hang-chou Bay. About 25 percent of the pop- 
ulation lives in cities and towns. The capital and largest 
city is Hang-chou, located in western Chekiang; it is fol- 
lowed in size by the port cities of Ning-po and Wen-chou, 
both in eastern Chekiang. Other important cities are Shao- 
hsing and Chin-hua, in eastern Chekiang, and Chia-hsing 
and Wu-hsing (locally known as Hu-chou), in western 

Chekiang. All of these urban centres have a long history; 
the oldest, Shao-hsing, dates to the 6th century Bc. Hang- 
chou was the capital of the Chinese empire during the 
12th and 13th centuries. It was, however, only after the 
first Opium War (1839-42) and the opening of Ning-po to 
foreign trade that the modernization of the cities—particu- 
larly Hang-chou, Ning-po, and Wen-chou—began. Scores 
of other towns are distributed throughout the province. 
They include the county (Asien) capitals, which are located 
mostly on the agricultural plains and valley bottoms. Most 
of them are also local commercial centres, and some are 
developing into larger and more modern towns. 
The people. The ethnic composition of the population 

is overwhelmingly Han (Chinese). Those belonging to eth- 
nic minorities consist chiefly of She tribesmen living in 
the mountainous area of southern Chekiang, in the Wen- 
chou and Chin-hua prefectures along the Fukien border. 
The She tribesmen, of whom a greater number live in 
Fukien Province, have their own language, although most 
of them also understand Chinese. They grow paddy rice 
in terraces on hillslopes; farm work is done by both men 
and women. There are also small numbers of Manchu 
and Hui (Chinese Muslims) scattered in the cities and 
towns. The former are mostly descendants of Manchu sol- 
diers garrisoned in Chekiang before the overthrow of the 
Manchu dynasty in 1911/12. With the exception of the 
Muslims and some Christians, the religious affiliation of 
the entire population in the province may be characterized 
as a complex of Taoism, Confuciinism, and Buddhism. 
This form of religion is generally tolerated by the People’s 
Republic, though the monks are required to engage in 
productive work to earn a living. 
The economy. Agriculture. Chekiang is one of the 

more prosperous of China’s provinces, leading the country 
in farm productivity in the tea industry and second only 
to Szechwan in sericulture (the raising of silkworms to 
produce raw silk). Its agriculture is among China’s most 
diversified, with less than half its farm output by value 
coming from food or cash crops. 
Because of the province’s hilly topography, only about 
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Picking Lung-ching (Dragon Well) green tea near Hang-chou 
in Chekiang Province. 
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one-fifth of its land surface is arable. Two-fifths of the 
cultivated land lies in northern Chekiang, in the Yangtze 
Delta and on the southern shore of Hang-chou Bay. 
About four-fifths of Chekiang’s arable land is irrigated— 
one of the highest ratios in eastern or southern Asia— 
and about two-thirds of the arable land is used to grow 
staple food crops—rice, wheat, barley, corn (maize), and 
sweet potatoes. The rest of the farmland grows either green 
fertilizer crops or such industrial crops as cotton, jute, 
ramie (a shrub yielding a fibre used for textiles), rapeseed, 
sugarcane, and tobacco. Most farmers also raise pigs and 
poultry on their small private plots, and many also raise 
fish in village ponds, reservoirs, or lakes and rear silk- 
worms during the slack farming season in spring. In the 
well-watered hilly areas, tea is grown. All these activities 
provide a second income for peasant households. 
Rice is the chief staple food and is grown widely through- 

out Chekiang Province, although the well-watered north- 
ern plains constitute the most productive area of culti- 
vation. Both single-cropping and double-cropping systems 
are followed in paddy (rice field) cultivation. Since 1949 
double-cropping of rice has been vigorously promoted, 
and its share in the rice acreage has increased to one-half 
of the total. 
Chekiang has four principal tea districts. The Hang-chou 

district produces the famous Lung-ching (Dragon Well) 
green tea. The P’ing-shui district has the largest tea acreage 
and the highest production of processed tea. The other two 
districts are Chien-te, in the southwest, and Wen-chou, in 

the southeastern hilly region. World War II caused serious 
damage to the tea industry as tea gardens were abandoned 
and aging shrubs were not replaced. During the 1950s a 
systematic rehabilitation and development program was 
undertaken. Improved methods of tea cultivation and 
processing were introduced and new orchards established, 
and the province resumed its position as China’s leading 
tea producer. 

Sericulture is another of Chekiang’s traditionally famous 
industries. The principal silkworm-rearing areas are on 
the T’ai Lake plain. Secondary districts are located in the 
northeast and the northwest. These areas, which have a 

long history of sericulture, yield a consistently high quality 
of silk from the cocoons. The industry, like the tea indus- 
try, suffered serious damage during World War II and the 
civil war that followed, but vigorous measures to restore 
production have raised output. 
The Chekiang coast lies at the convergence of western Pa- 

cific warm and cold currents. Its rivers carry rich organic 
material into the shallow waters above the continental 
shelf. As a result, many kinds of fish come there to spawn. 
More than 100 varieties of fish are found there. Important 
commercial catches include drums (or croakers), cutlass 
fish, and cuttlefish. The rapid growth of fishing has re- 
quired readjusting fishing quotas to protect the fishing 
banks from overexploitation. A flourishing aquaculture in- 
dustry has been developed, producing kelp, the edible red 
algae Porphyra (used in making soups and condiments), 
shellfish, and other marine products. 
Industry. Most of Chekiang’s wealth derives from light 

industry. This in part reflects the province’s historic role 
as a commercial and handicraft centre and a significant 
textile producer since the 1890s. 
The province has few exploitable minerals, although lo- 

cal low-grade coal deposits are mined and consumed in 
a number of locations. China’s largest fluorspar mine is 
located in southwest Chekiang and has been worked since 
the early 1930s. Oil exploration has been undertaken in 
the East China Sea off Wen-chou. Industrial development 
has been stimulated by the growth of electric power gen- 
eration based on Chekiang’s fast-flowing rivers. The Hsin- 
an River hydroelectric plant is one of the largest in China. 
Hang-chou has become a major industrial city since 1949 

and produces a wide range of industrial and consumer 
goods, including machinery, textiles, agricultural imple- 
ments, chemicals, radios, and televisions. Ning-po is also 
a major industrial centre, producing tractors, electronics, 
and petrochemicals. The province has become a major 
exporter with a number of specialized export centres for 
light industrial products and handicrafts. The designation 
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of Ning-po and Wen-chou as two of China’s “open” cities 
has stimulated the planning of foreign investment and 
technology transfer programs, and Chekiang has been in- 
cluded in the Shanghai special economic zone. 

A flourishing handicraft industry is located mostly in ru- 
ral villages. Nationally and internationally known products 
include the porcelain of Lung-ch’tian, the silk umbrellas 
and tapestry of Hang-chou, embroideries, laces, wood and 
stone carvings, inlay ware, and a host of other products of 
Chinese folk art. 
Transportation. The rivers play an important role in 

the province’s transport; about half of the total freight 
volume travels on these inland waterways. The remainder 
of the freight volume is moved mostly by road, though 
heavier goods are often moved by rail, especially for long- 
er distances. Although there are numerous harbours along 
the Chekiang coast, coastal shipping accounts for only a 
small percentage of the total freight volume. The Shang- 
hai-Hang-chou railway is the most important trunk line, 
connecting western Chekiang with east and North China. 
The Chekiang-Kiangsi line links Chekiang with South and 
central China. The Hang-chou—Ning-po railway connects 
the southern littoral of Hang-chou Bay with the Chekiang— 
Kiangsi and the Shanghai—Hang-chou lines. A modern 
highway network with its primary centre at Hang-chou 
connects the province with the cities of Shanghai and 
Nanking and with the provinces of Anhwei and Fukien. 
Administration and social conditions. Government. 

Chekiang Province was governed as part of the East China 
greater administrative region from 1950 until it came un- 
der the direction of the central government in 1954. It is 
divided into four prefectures (ti-ch’ti) and six prefecture- 
level municipalities (shih). Below this are counties (hsien) 
and county-level municipal districts (shih-hsia-ch ti). 
From 1958 to the late 1970s the administrative unit 

below the county was the commune. All administrative 
units, from the province downward, were theoretically gov- 
erned by assemblies elected through indirect elections but 
actually run by local party leaders. In 1980 the People’s 
Government and People’s Congress were created to take 
over functions from Cultural Revolution-era governments. 
Education. Chekiang has a strong tradition of locally 

supported education. Its levels of adult literacy and pri- 
mary-level educated citizens are above the national av- 
erage. The province boasts more than 20 institutions of 
higher learning. 

Cultural life. During the Nan (Southern) Sung dynasty 
(1127-1279) the political and cultural centre of China 
moved from the North to western Chekiang. The Hang- 
chou area became the homeland of a galaxy of famous 
painters (including a Sung emperor), as well as of callig- 
raphers, poets, essayists, philosophers, and historians. The 

beauty of Lin-an (modern Hang-chou), the Nan Sung 
capital, was immortalized by the landscape painters Hsia 
Kuei and Ma Yuan. The cosmopolitan legacy has lingered 
on in provincial pride and national stereotypes that often 
depict the Chekiang people as both cultured and affected. 
Various national and regional operatic traditions flourish, 
including the famous Yiieh opera of Shao-hsing. There are 
many distinct regional subcultures, with their own musical 
and culinary traditions. 

HISTORY 

Before the 8th century Bc western Chekiang was a part of 
the ancient state of Wu, while eastern Chekiang was the 
land of Yueh tribes. In about the 6th century Bc the two 
subregions became the rival kingdoms of Wu and Yiieh. 
The heartland of the Wu state lay in southern Kiangsu 
Province, whereas that of Yiieh occupied the coastal area 
to the south of the Ch’ien-t’ang Estuary where it merges 
into Hang-chou Bay. Yiieh and Wu engaged in constant 
warfare from 510 until 473 Bc, when the Yiieh con- 

quered Wu, after which the victorious kingdom became a 
dominant power in the Chinese feudal empire, nominally 
headed by the Tung (Eastern) Chou dynasty. Yiieh was 
itself subsequently subjected, first by the kingdom of Ch’u 
in 334 Bc and then by the kingdom of Ch’in in 223 Bc. 
Yueh (consisting of Chekiang and Fukien) was quasi- 

independent during the Han dynasty (206 Bc-Ap 220). 
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Lin-an 

Chekiang later formed a part of the kingdom of Wu (220- 
280). During the T’ang (618-907) and Sung (960-1279) 
dynasties, Chekiang was divided into Che-hsi (Western 

Chekiang) and Che-tung (Eastern Chekiang), which be- 
came the traditional geographic divisions of the province. 
Lin-an was made capital of the Chinese empire during 
the Nan Sung dynasty, and its population in 1275 was 
estimated at about 1,000,000. Marco Polo, who visited the 
city, described it as the finest and noblest in the world. 
Odoric of Pordenone also visited the city, which he called 
Camsay, then renowned as the greatest city of the world, 
of whose splendours he, like Marco Polo and the Arab 
traveler Ibn Battutah, gave notable details. Chinese, Mon- 
gols, Nestorian Christians, and Buddhists from different 
countries lived together peaceably in the city during this 
period. Hang-chou continued to be a great cultural centre 
until 1862, when it was destroyed during the Taiping Re- 
bellion. Of its citizens, 600,000 were slaughtered, while the 
rest either drowned themselves or else perished from star- 
vation and disease. Hang-chou did not fully recover from 
this disaster, but it was eventually rebuilt and underwent 
gradual modernization. 
Foreign penetration of Chekiang began in the 1840s with 

the opening of Ning-po as a treaty port city. Ning-po 
merchants gradually established commercial networks in 
Shanghai and along the coast. In 1913 a railroad linking 
Hang-chou to Shanghai was built. During the Chinese 
Revolution of 1911-12 the moderate landed elite seized 
power, but the province soon fell into the hands of war- 
lords and became in the mid-1920s the power base of Sun 
Ch’uan-fang. In the late 1920s the province became a base 
of power for the Nationalist Party (Kuomintang) of Chiang 
Kai-shek, who was born at Feng-hua near Ning-po. The 
Chekiang elite came to dominate the Nationalist regime, 
and the province benefited from modernization programs 
introduced between 1928 and 1937. The Japanese occu- 
pied much of Chekiang after 1938, but the harbour at 
Wen-chou remained in Chinese hands from 1938 to 1942. 

(F.Hu./V.C.F.) 

Chuang Autonomous Region of Kwangsi 

The Chuang Autonomous Region of Kwangsi (Kuang- 
hsi in Wade-Giles romanization, Guangxi in Pinyin) is 
bounded by the Chinese provinces of Yunnan on the 
west, Kweichow on the north, Hunan on the northeast, 

and Kwangtung on the southeast, and by Vietnam and 
the Gulf of Tonkin on the southwest. It covers an area 
of 85,100 square miles (220,400 square kilometres). Nan- 
ning, the capital, is about 75 miles (121 kilometres) south- 
west of the region’s geographic centre. The name Kwangsi 
dates to the Sung dynasty (960-1279), when the region 
was known as Kuang-nan Hsi-lu, or “Wide South, West- 

ern Route” (western half of all territory south of the Nan 
Mountains). The Yuan dynasty (1206-1368) contracted 
the name to Kwangsi when it created a province out of the 
western half. In 1958 the province was transformed into 
the Chuang Autonomous Region of Kwangsi—a step de- 
signed to help foster the cultural autonomy of the Chuang, 
or Chuang-chia, people, who constitute the largest minor- 
ity living in the region. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ Kwangsi forms a tableland that de- 
scends in elevation from the north and northwest to the 
south and southeast. Elevations between 3,000 and 6,000 
feet (900 and 1,800 metres) above sea level are reached 
at the edge of the Yunnan-Kweichow plateau in the 
northwest, the Chiu-wan and Feng-huang mountains in 
the north, and the Yiieh-ch’eng Mountains in the north- 
east. The greater part of the region is composed of hilly 
country lying at a height of between 1,500 to 3,000 feet. 
In the west, the Tu-yang Mountains rise to 6,500 feet. In 
the southeast, lowlands are situated at a height of between 
300 and 1,500 feet. 
The predominance of limestone gives many parts of 

Kwangsi a spectacular type of landscape known as karst, in 
which pinnacles and spires, caves and caverns, sinkholes, 
and subterranean streams abound, Picturesque rocky hills, 
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The karst landscape along the Li River, a tributary of the Kuei 
River, near Kuei-lin, Chuang Autonomous Region of Kwangsi. 

© Lynn Lennon 1986—Photo Researchers, Inc 

spires of grotesque proportions, and strangely shaped caves 
with all types of stalactites and stalagmites are found in 
many parts of this region. 
Drainage and soils. The Ch’in and Nan-liu rivers flow 

into the Gulf of Tonkin. The headwaters of the Hsiang 
River flow into Hunan Province. The remainder of the 
region’s numerous rivers—including the Hung-shui, Liu, 
Chien, Yu, Tso, Yu, Hsiin, and Kuei—follow the general 
southeastward slant of the terrain. They rise from a profu- 
sion of sources and flow into one another in a succession 
of convergences until they merge into one major river, the 
Hsi. This mighty river rises in Yunnan Province and cuts 
across the entire width of Kwangsi before emptying into 
the South China Sea near Canton in Kwangtung Province. 
The hilly areas are composed of red soil, while the low- 

lands are characterized by alluvial soil brought down by 
the many rivers. 

Climate. Throughout the region, temperatures are warm 
enough to assure agricultural production throughout the 
year. The summer, which lasts from April to October, is 
marked by enervating heat and high humidity. Winters 
are mild and snow is rare. July temperatures vary between 
80° and 90° F (27° and 32° C), while January tempera- 
tures range between 40° and 60° F (4° and 16° C). 
Because of the influence of the rain-bearing monsoon 

wind, which blows from the south and southwest from late 
April to the end of September, precipitation is abundant. 
Drier areas are in the northwest, while the wetter areas 
are in the south and east. The average annual rainfall 
varies from 35 inches (890 millimetres) in the drier areas 
to 68 inches in the wetter zones. Most of the precipita- 
tion occurs in the period between May and August. In 
the extreme south, rain bursts caused by typhoons occur 
between November and February. 
Plant and animal life. Stands of fir, red pine, cedar, 

camphor, and rosewood are found in the north and west; 
oranges grow in profusion in the south; while the cassia 
tree, anise, and betel palm flourish in many parts of the 
region. In central and south Kwangsi, many denuded hill- 
sides have been taken over by tall coarse grasses, which 
are used for fuel or as pasturage for young water buffalo. 
Prominent types of wildlife include the bison, boar, bear, 
gibbon (a kind of ape), hedgehog, and cockatoo. 
Settlement patterns. Almost 90 percent of Kwangsi’s 

population lives in rural areas. The population density 
is unevenly distributed. Approximately two-thirds inhabit 
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the eastern third of the region, while only one-third occu- 
pies the remainder of the territory to the west. The prin- 
cipal cities of the region are the capital city of Nan-ning, 
the major city and industrial centre of the southwest: Liu- 
chou in the north, a hub of water and rail transport, the 
trading centre for the region’s forest products, and a bur- 
geoning industrial area; Kuei-lin in the northeast, which 
lies on the traditional trade route to central China and is 
a leading educational and commercial centre; Wu-chou in 
the southeast, the gateway to trade along the Hsi River; 
Pei-hai on the Gulf of Tonkin, one of China’s designated 
“open” coastal cities; and P’ing-hsiang on the China- 
Vietnam border, which is a major centre of regional and 
international trade. 
The people. The population includes Han (Chinese), 

Chuang, Yao, Miao, and Tung. The Chuang are found 
largely in the western two-thirds of the region, while the 
Han are concentrated in the eastern third. Two distinct 
Chinese linguistic influences can be noted—Southwest 
Mandarin is spoken in the Kuei-lin district in the north- 
east as well as in the north, while Cantonese is spoken 
throughout the remainder of the region. The Yao, Miao, 
and Tung settlements are widely scattered. 
The Chuang, a Tai people, have inhabited Kwangsi since 

classical antiquity. Living on the plains and in the river 
valleys of the hilly west, they cultivate paddy rice and 
practice an economy that easily merges with that of the 
Chinese. They are often referred to as “water dwellers” 
because their settlements are close to water and their 
dwellings are constructed on piles or stilts. For two millen- 
nia the Chuang have coexisted with the Han. The Chuang 
have absorbed Chinese culture, speaking both their own 
dialects and Cantonese. A romanized Chuang alphabet 
has been created and is one of the four writing systems to 
be printed on Chinese bank notes. 
The origins of the Tung are not clear, but they are gen- 

erally considered to be a branch of the Chuang, whom 
they resemble closely. They live in the high mountains 
close to the Kweichow border to the north. The Miao 
and the Yao, however, have long resisted the absorption 

of Chinese culture. They belong to a separate linguistic 
branch of the vast Sino-Tibetan language family. Neither 
the Miao nor the Yao dialects were written until alphabets 
based on adaptations of the Latin script were introduced 
in the late 1960s. 
Upland dwellers who suffer from a scarcity of arable land, 

the Miao and the Yao practice subsistence agriculture. 
Characteristically, the Miao-Yao settlements are removed 
from transportation routes and are walled for defense. Be- 
sides farming and lumbering, which form the basis of their 
economy, the Yao make charcoal and bamboo basketry. 
The economy. Since 1949 the region has made consider- 

able progress in its economic development. Dams, canals, 
and reservoirs have been built to help irrigate dry lands; 
hydroelectric stations have been constructed and mineral 
resources exploited to stimulate modern industry; and ru- 
ral industries have been developed in an effort to diversify 
village economy. Kwangsi has become self-sufficient in 
rice and, in fact, exports surplus rice to Kwangtung. 
Resources. The region has sufficient coal and iron de- 

posits to support moderate industrial development. Coal 
is mined north of Kuei-lin and south of Liu-chou. Iron 
is mined in the area near the Kwangtung—Hunan border 
as well as in southeastern Kwangsi. Other exploited min- 
eral resources include tin (of which Kwangsi is a major 
producer), tungsten, manganese, and antimony. Moderate 
amounts of bismuth, zinc, and lead are also produced. 
Agriculture. Only small areas of the region are under 

cultivation. Agriculture is concentrated in the river valleys 
and on the limestone plains. The hillsides are terraced 
wherever feasible. Since the 1950s the government has 
been seeking to bring new land under cultivation and to 
increase the yield of areas already cultivated by the use 
of irrigation and tractors. Major food crops include rice, 
corn (maize), wheat, and sweet potatoes. The leading com- 
mercial crop is sugarcane; other important commercial 
crops include peanuts (groundnuts), sesame, ramie (China 
grass), tobacco, tea, cotton, and indigo. Kwangsi is also a 

rich producer of a wide variety of fruits. The raising of 
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livestock in Kwangsi is ancillary to farming. Water buffalo 
are used as draft animals in the paddy fields. Pigs, chick- 
ens, and ducks are raised on farms, and goats are raised 
in the hills. In many areas silkworms are also raised. 
Fishing. Fishing is extensive. Both inshore and deep-sea 

fishing are carried on in the Gulf of Tonkin, which con- 
tains some of the world’s richest fishing grounds, Catches 
include croaker (a fish that makes a croaking noise), 

herring, squid, prawns, eels, perch, mackerel, sharks, and 
sturgeon. The catching of fish fry in the region’s many 
streams is characteristic of the freshwater fishing industry. 
Fish culture and the production of silkworms are comple- 
mentary; the waste cocoons of silkworms are fed to the 

fish, and mud from fishponds is used as fertilizer for the 
mulberry bushes on which the silkworms feed. 
Forestry. Kwangsi is an important producer of tim- 

ber and forest products. In the north, large quantities of 
pine, fir, cedar, and giant bamboo are exploited. Red and 
black sandalwood are also produced in the west. More 
important, however, are sandarac (a resin used in making 
varnish and incense), star anise (Chinese anise), cassia 
bark (Chinese cinnamon), nutgall (a swelling on oak trees 
that produces tannin), and camphor. Tung oil, tea oil, 
and fennel oil are also produced. Some of these and other 
products are vital to traditional Chinese medicine. 
Industry. Light industries produce textiles, paper, flour, 

silk, leather, matches, chemicals, and pharmaceuticals as 
well as sandarac gum, sugar, dyestuffs, and oils and fats. 
Pine resin is a particularly notable export of Wu-chou. 
Heavy industries include the ironworks and steelworks at 
Liu-chou and Lu-chai, machinery production at Nan-ning 
and Wu-chou, and the cement works at Liu-chou. The 

numerous handicraft products made in the region include 
cotton and ramie cloths, bamboo paper and rice paper, 
and bamboo combs. About one-tenth of the region’s light 
industria! enterprises were granted autonomy in man- 
agement in the late 1970s, and this restructured group 
accounted for nearly half of production and more than 
four-fifths of all industrial projects by the early 1980s. 
Tourism, especially oriented toward the city of Kuei-lin, 
has increased sharply and has become a significant source 
of income for the region. 
Transportation. The elaborate system of waterways pro- 

vides transportation throughout almost all of the region. 
A large proportion of the traffic is by junk, although por- 
tions of many rivers are navigable by motor launches and 
occasionally even by small steamers. The Hunan—Kwangsi 
railroad runs diagonally across the region from the north- 
east to the southwest. It forms a vital continental artery 
that connects with the Canton—Han-k’ou railroad and, 
south of P’ing-hsiang, with the Vietnamese railroad. The 
Kwangsi—Kweichow railroad links Liu-chou with Kuei- 
yang, Kweichow Province, and, along with the Liu-chou- 
Chih-chiang line, opened in 1983, is an impetus to the de- 
velopment of northern Kwangsi. The highway system has 
been substantially extended and improved since 1949. The 
highway network forms a central rectangle—with Nan-tan 
(in the northwest), Liu-chou, Nan-ning, and Pai-se (in the 
west) at its four corners—from which other roads radiate. 
Running almost due north and south, a trunk road con- 
nects Tu-yun in Kweichow Province, Nan-tan, and Nan- 
ning with the coast of the Gulf of Tonkin. 
Administration and social conditions. Government. The 

region’s administration is organized in a series of hierar- 
chical levels. The top is the autonomous regional level, 
directly under the central government in Peking. At the 
second level there are five prefecture-level municipali- 
ties (shih) and eight prefectures (ti-ch’ti). Below these are 
county-level municipalities (shih), counties (sien), and 
autonomous counties (tzu-chih-hsien). The lowest admin- 
istrative units are the townships. 
Education. A special educational feature in Kwangsi is 

the program for the education of national minorities. Mi- 
nority languages are used for instruction in primary and 
middle schools, written scripts, such as that for Chuang, 
are developed for spoken minority languages wherever 
needed, minority teachers are trained, and government 
subsidies are provided for minority students. Instruction 
in the Chuang language is offered where the size of the 
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Chuang population warrants it. The Institute for Minori- 

ties in Nan-ning trains both intellectuals and technical 
specialists of minority descent to work among the minor- 
ity peoples below the county level. Institutions of higher 
education include the Kwangsi Normal College at Kuei- 
lin, as well as the Kwangsi Agricultural Institute and the 
Kwangsi Medical College, both at Nan-ning. The Kwangsi 
Provincial Museum and the Provincial Library of Kwangsi 
are located in Kuei-lin. 
Health and welfare. Since the 1950s Kwangsi has made 

significant progress in public health and medicine. Such 
widespread diseases as malaria, smallpox, measles, and 

schistosomiasis (a parasitic infestation of the bladder or 

intestines) have been brought under control. The addition 
of iodine to water has ended the once-frequent occurrences 
of goitre, and the liver-fluke disease has been overcome 
by filling in old canals that were sources of infection and 
digging new ones. There is also a mass program to combat 
leprosy. Traditional Chinese medicine has been promoted 
to compensate for the shortage of Western medicine. 
A basic social welfare system is available. Welfare funds 

guarantee care for the sick, disabled, and aged and provide 
relief in times of drought or flood. For industrial work- 
ers, there are accident prevention and insurance programs 
that provide for hospital treatment, sick leave, disability 
compensation, maternity leave, old-age benefits, and death 
benefits. Supplementary benefits are offered to those who 
participate in government programs such as birth control. 
The government has improved housing, expanded recre- 
ational facilities, and provided public-health centres. 

Cultural life. The primacy of Chinese culture is widely 
recognized. Because the minorities in Kwangsi possess 
neither a unified organization nor support by fraternal 
groups, their assimilation by the Chinese is far more 
advanced than in the other autonomous regions. The un- 
derlying causes of what appear to be the region’s ethnic 
tensions are economic and geographic factors that have 
exerted a powerful influence on cultural trends. 

HISTORY 

Early history. Kwangsi was known as the land of Pai- 
Yueh (the Hundred Yueh—referring to the aborigines of 
South China) during the Chan-kuo (Warring States period) 
of the Tung (Eastern) Chou dynasty (475-221 Bc). A sub- 
group of the Tai people, known as the Chuang, inhabited 
the region and had an economy based on wet (irrigated) 
rice. Eastern Kwangsi was conquered by the Han people 
in 214 Bc under the Ch’in dynasty, and the Ling Canal 
was dug to link the Hsiang and Kuei rivers to form a 
north-south waterway. 

An independent state known as Nan Yiieh (Southern 
Yueh) was created by Gen. Chao T’o, with Chuang sup- 
port, at the end of the Ch’in dynasty and existed until it 
was annexed in 112-111 Bc by the Han dynasty (206 Bc— 
AD 220). The Han rulers reduced the power of the Chuang 
people by consolidating their own control in the areas 
surrounding the cities of Kuei-lin, Wu-chou, and Yii-lin. 
In AD 42 an uprising in Tonkin was quelled by an army 

under Gen. Ma Yiian, who not only sought victory on the 
battlefield but also showed concern for the well-being of 
the people. He reorganized Kwangsi’s local government, 
improved public works, dug canals, and reclaimed land to 
increase production. Temples erected to his memory can 
still be seen in many places. 
From the end of the Han to the beginning of the T’ang 

dynasty (618-907), the influx of Yao tribes from Kiangsi 
and Hunan added to racial tensions in Kwangsi. Unlike 
the Chuang, the Yao resisted Chinese culture. The hill 
country of Kuei-p’ing, Chin-hsiu, and Hsiu-jen in cen- 
tral eastern Kwangsi (the Ta-yao-shan region) where they 
settled became a centre of chronic unrest. In subsequent 
dynasties there were further migrations of the Yao from 
Hunan and Kweichow provinces. 
Under the T’ang dynasty, Kwangsi became a part of 

the Ling-nan Tao (large province). The noted scholar Liu 
Tsung-ylan was prefectural administrator at Liu-chou. 
Irked by Chinese expansion, however, the Chuang people 
moved to support the Tai kingdom of Nanchao in Yun- 
nan. Kwangsi was then divided into an area of Chuang 

ascendancy west of a line from Kuei-lin to Nan-ning and 
an area of Chinese ascendancy east of the line. After the 
fall of the T’ang, an independent Chinese state of Nan 
(Southern) Han was created, but it was liquidated by the 
Sung dynasty in 971. 
The Sung governed Kwangsi from 971 to 1279 by the 

alternate use of force and appeasement—a policy that nei- 
ther satisfied the aspirations of the Chuang nor ended the 
savage warfare waged by the Yao against the Chinese. In 
1052 a Chuang leader, Nung Chih-kao, led a revolt and 
set up an independent kingdom in the southwest. The 
revolt was crushed a year later, but the region continued 

to seethe with discontent. The Yuan dynasty imposed 
direct rule and made Kwangsi a province, but relations 

between the government and the people did not improve. 
To further complicate race relations, another aboriginal 
people—the Miao—migrated from Kweichow, and more 
Chuang also came from Kiangsi and Hunan. 
Confronted with a complex situation, the Ming dynasty 

(1368-1644) actively promoted military colonization in 
an effort to undermine the tribal way of life. It governed 
the minority peoples through the hereditary t’u-ssw (tribal 
leaders serving as the agents of Chinese government). This 
led to some of the bloodiest battles in Kwangsi history— 
notably, the war with the Yao tribesmen at Giant Rattan 
Gorge, near Kuei-p’ing, in 1465. 
The Ch’ing (Manchu) dynasty (1644-1911/12) placed 

the minorities under direct Imperial rule in 1726. This, 

however, did not bring peace. Following a Yao uprising 
in 1831, the great Taiping Rebellion broke out in 1850— 
again near Kuei-p’ing and under minority leadership— 
lasting for more than a decade. 
Meantime, the execution of a French missionary in west- 

ern Kwangsi led to an Anglo-French War against China 
that was concluded by the humiliating treaties of Tientsin 
in 1858. Then, following the Sino-French War of 1883 to 
1885, French supremacy in Vietnam exposed Kwangsi to 
foreign encroachment. Lung-chou was opened to foreign 
trade in 1889, Wu-chou in 1897, and Nan-ning in 1907; 
while in 1898 France obtained a sphere of influence that 
included Kwangsi. 
The revolution. Together with neighbouring Kwang- 

tung, Kwangsi in the early years of the 20th century 
became the base of the nationalist revolution led by Sun 
Yat-sen. Between 1906 and 1916 the provincial leaders 
of Kwangsi supported the establishment of a republic, 
and during the following decade played an active role in 
the reorganization of the Chinese Nationalist Party (Kuo- 
mintang). Following the rise of Chiang Kai-shek to power 
in 1927, the Kwangsi leaders (notably Li Tsung-jen and 
Li Chi-shen) formed the Kwangsi Clique in opposition 
to Chiang. The group did much to modernize Kwangsi 
but maintained a defiant posture against the central gov- 
ernment. Although Chiang crushed their revolt in 1929, 
he was unable to end the semi-independent status of the 
region. The Chuang, on their part, formed a string of 
revolutionary soviets (elected Communist organizational 
units) between 1927 and 1931 that gave rise to new Com- 
munist leaders. 

During World War II Kwangsi was a major target of 
Japanese attack. The Japanese invaded southern Kwangsi 
in 1939 and occupied Nan-ning and Lung-chou. In this 
period Kuei-lin became the principal base for the Chinese 
and Allied air forces, as well as the home of the patriotic 
press, the National Salvation Daily News. In 1944 the 
Japanese made a determined drive into Kwangsi; although 
they briefly took Kuei-lin, Liu-chou, and Wu-chou, they 
were unable to maintain their position. Chinese forces sub- 
sequently recaptured the major cities. In the civil war that 
followed World War II, the Chinese Communist forces 
took Kuei-lin in November 1949, and Kwangsi became a 
province of the People’s Republic; the autonomous region 
was created in 1958 in an effort to satisfy local aspirations. 

(P.-c.K./V.C.F.) 

Fukien 

Fukien (Fu-chien in Wade-Giles romanization, Fujian in 
Pinyin) is a province on the southeastern coast of China to 
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the northwest of the island of Taiwan. It is bordered by the 
provinces of Chekiang to the north, Kiangsi to the west, 
and Kwangtung to the southwest; and by the East China 
Sea to the northeast, the Taiwan Strait to the east, and the 
South China Sea to the southeast. It occupies a strategic 
maritime position linking the two sections of the China 
Sea. One of the smaller Chinese provinces, Fukien has an 
area of 47,500 square miles (123,100 square kilometres). 
Its capital and largest city is Fu-chou (“Happy City”). 
The name of the province, Fukien, means “Happy Es- 

tablishment.” The province is also known as Min Sheng 
(Min Province), after the “seven Min tribes” that inhabited 
the area during the Chou dynasty (1111-255 Bc). It was, 
however, during the Sung dynasty (AD 960-1279) that 
the name Fukien was adopted and the basic geographical 
boundaries of the province were established. The region 
is one of the most picturesque in Asia, with wooded hills 
and winding streams, orchards, tea gardens, and terraced 
rice fields on the gentler slopes. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief. About 95 percent of Fukien is moun- 
tainous. The province is crossed by several ranges of mod- 
erate elevation that run roughly parallel to the coast. They 
constitute a part of a system of ancient blocks of moun- 
tains trending from southwest to northeast. The Fukien- 
Chekiang section forms a part of a raised massif that has 
been subjected to folding and refolding. A sharp natural 
boundary exists to the west and northwest between this 
uplifted block, on the one hand, and the low-lying Kiangsi 
Basin and the southwest part of Chekiang Province, on 
the other. Along this boundary run the Wu-i Mountains, 
which, in the extreme north, include the Hsien-hsia Moun- 
tains on the Chekiang—Fukien border. 
The Wu-i Mountains, which form a formidable natural 

barrier between Fukien and the interior of China, reach 
a height of about 6,000 feet (1,800 metres) in western 
Fukien and in adjacent parts of southwest Chekiang. The 
range forms the watershed between the Min River system 
to the southeast and the Kan River system—a tributary to 
the Yangtze—to the northwest. The few passes across the 
Wu-i Mountains are high and difficult. 
The mountain ranges tend to be more compressed in 

the interior and to broaden out toward the coast. Faults 
occur both along the axes of the mountains and across 
them, thus causing an extreme fragmentation of the land 
surface, so that local relief forms a complicated pattern. 
Fukien has a submerged rocky coast that abounds in 

islands and islets, capes and peninsulas, and bays and 
havens. The shoreline is extremely irregular, with a total 
length estimated to be 1,680 miles (2,700 kilometres). 
The chief offshore islands are Quemoy (Chin-men, under 
Chinese Nationalist control), Hsia-men, and Tung-shan in 
the south; and Hai-t’an and Matsu (Ma-tsu, also under 
Nationalist control) in the north. 
Drainage. Rivers are of great importance in Fukien, 

having for centuries provided the only means of transport. 
They flow into estuaries that form natural harbours, and 
their abundant water supplies are used for domestic con- 
sumption as well as for the irrigation of the myriad rice 
fields in the alluvial plains along their courses. 
The general slope of the land descends from the north- 

west to the southeast. The main rivers cut across the 
intermediate ranges in deep gorges, while their tributaries 
drain broader intermontane valleys that follow the grain 
of the relief. The result is an almost perfect example of 
the trellis pattern of stream drainage, particularly well il- 
lustrated in the Min River system. 
The drainage area of the Min River of Fukien (to be 

distinguished from the Min River of Szechwan Province) 
occupies about half of the province. It is formed by the 
confluence upstream of three rivers, the largest of which is 
the Chien, which flows from its source near the Fukien- 
Chekiang border. The Chien has its own subsystem of 
tributary streams that drain the famous Wu-i tea district. 
The second source stream of the Min, the Fu-t’un, is also 
called the Shao-wu for the chief city of the region; it 
flows down the eastern slopes of the Wu-i Mountains. The 
third source, the Sha, flows from the south and southwest, 
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Small boats on the Min River near Fu-chou in Fukien Province. 

© Leon Lee 

arising on the eastern slopes of another section of the 
Wu-i range. The three streams, converging from the north, 
south, and west, meet at Nan-p’ing, their waters uniting 
to form the Min, which flows southeast past the city of 
Fu-chou to the sea. 
To the south of the Min is the Chiu-lung River, which 

has its outlet to the sea at Amoy (Hsia-men). To the 
southwest of the Min is the Han River, which crosses the 

southwestern border of Fukien Province to empty into the 
sea at Swatow, the main port of eastern Kwangtung. 
Soils. After centuries of rice cultivation, soils in the 

valley plains have been greatly modified. Well-developed 
gray-brown forest soils are widely distributed in the forest 
areas of the interior mountains, whereas mature red soils 
are common in the low hills and on high terraces. White 
saline soils and salt swamps are found in the coastal 
flatlands. Their parent rocks are marine saline deposits, 
penetrated by seawater. Attempts at desalination appear 
to have been successful, and some soils that were formerly 
saline are now used for rice cultivation. 
Climate. Fukien lies just north of the Tropic of Can- 

cer. The climate along the coastal area of the province is 
semitropical—very hot in summer but cool in winter. The 
mean temperatures in Fu-chou are about 84° F (29° C) 
in July and about 52° F (11° C) in January. There are 
three seasons in the year. November through February is 
the cool season; March through May, the warm season; 

and June through October, the hot season. The grow- 
ing period lasts throughout the year. The northwestern 
mountains have a temperate climate but can become very 
cold in winter. 
Summer is dominated by a monsoonal (rain-bearing) 

tropical airflow from the sea. Rainfall increases from the 
coast to the western mountains and averages between 50 
and 80 inches (1,270 and 2,030 millimetres) a year. Some 
precipitation occurs in winter, occasionally in the form of 
snow in the northwest. The coast is subject to typhoons 
during late summer and early autumn. 
Plant and animal life. The province has extremely var- 

ied vegetation, ranging from tropical species to forest 
and plant types associated with a cold temperate climate. 
Commercial forests are located upstream in the moun- 
tainous and rainier interior, away from rural settlements. 
The province has subtropical, laurel-leafed forests, as well 
as many kinds of conifers. In western Fukien the lower 
elevations support tropical mountain forests. The lianas 
are purely tropical. Tree ferns grow in the ravines. Higher 
up, where altitude modifies the climate, deciduous trees, 

conifers, and rhododendrons occur. Animal life in Fukien 
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is of the subtropical forest variety and is characterized 
by great diversity, with many kinds of birds, amphibians, 
and reptiles. 
Settlement patterns. About one-fifth of Fukien’s popu- 

lation lives in cities and towns, the rest in rural areas. 
Population densities are lowest in the mountain uplands, 
increase in the river valleys, and are highest on the coastal 
plains and estuaries near Amoy, Ch’tian-chou, and Fu- 
chou. 
The people. Han (Chinese) make up nearly all of the 

population. The largest ethnic minority group consists of 
She tribesmen (She Min). Those who live in Fukien are 

located in the hilly hinterland of the northern coast. Most 
of them are distributed in the four counties of Fu-an, 
Hsia-p’u, Fu-ting, and Ning-te; all are engaged in farming. 
Other minority groups include the Miao, Hui (Chinese 

Muslims), and Manchu. The Miao are distributed in the 
mountainous interior of northern Fukien; the Hui live in 
the cities of Fu-chou, Amoy, and Ch’tan-chou; and the 

Manchu live principally in Fu-chou, being descendants 
of Manchu soldiers who garrisoned Chinese cities during 
the Ch’ing (Manchu) dynasty. The She people, culturally 
affiliated with the Miao and the Yao, are not officially 
recognized as an ethnic group. They are distributed in the 
northern mountains, from the coast to the interior, and 
are even found beyond the Fukien border in Kiangsi and 
southern Chekiang. Nor are the “boat people” (Tanka or 
Tang-chia), who live on boats in the streams and estuaries, 

recognized as a separate group. 

There are four principal local dialects in Fukien. Hokchiu 
(the Fu-chou dialect) is spoken principally in Fu-chou 
and in the Min-hou area corresponding roughly to the 
area of the former Fu-chou Fu (prefecture). Hokkien, the 
Amoy dialect, is spoken in southern Fukien (thus, it is 
also known as the Min-nan, or south Fukien, dialect). 

The Hokchia, or Hakka, dialect of Fukien is spoken in 
the upper Han Valley of southwestern Fukien. Lastly, the 
Henghua dialect is spoken in the Henghua district between 
Fu-chou and Amoy. There are also literally hundreds of 
subdialects, making the province one of the most linguis- 
tically fragmented in China. 
The economy. Agriculture. Since the 1950s Fukien 

has largely been a net importer of food grains despite sig- 
nificant growth in output. Its major crops are sugarcane, 
peanuts (groundnuts), citrus fruit, rice, and tea. Fukien’s 
sugarcane yields are among the highest in the nation. 
Much of the province’s productivity comes from its use of 
chemical fertilizer. A growing proportion of agricultural 
output has also come from noncrop sources, particularly 
from fisheries, animal husbandry, and forest products. The 
most important woods are fir, pine, and rosewood, mostly 
floated in the form of big rafts down to Fu-chou, a great 
timber emporium. Plans emphasize the more intense ex- 
ploitation of Fukien’s hilly uplands as the key to its more 
rapid agricultural diversification. 
Two crops of rice are harvested each year, the first in 

June, the second in September. The export of tea from Fu- 

chou to the European market has become insignificant, 
but Fukien remains a great tea-growing province with a 
large domestic market. A special feature is its production 
of flower-scented teas, for the manufacture of which there 
are factories in Fu-chou. There are also factories for the 
manufacture of paper from bamboo pulp. 
Fukien also has considerable mineral wealth, including 

coal, iron, copper, gold, graphite, and kaolin (china clay) 
for making porcelain. Mines are widely scattered over 
the province. 

Industry. Before 1949 Fukien had little modern indus- 
try. The modern Fu-chou Shipyard was built in 1866, but 
it was largely destroyed in the 1880s. There was some 
Russian and Japanese investment in tea and textiles in 
the 1870s and a spurt of overseas Chinese investment in 
food-processing industries in the coastal areas in the early 
1900s, but overall, the modern industrial base was negligi- 
ble at the establishment of the People’s Republic in 1949. 
During the 1950s investment in the province was ham- 

pered by Peking’s decision to emphasize inland rather 
than coastal provinces and by conflict in the Taiwan 
Strait, which made the national government hesitant to 

invest in a potential war zone. Fukien’s share of invest- 
ment was smaller than that of any other province. Grad- 
ually, however, for strategic and developmental reasons, 
the economy began to grow, and regional centres, partic- 
ularly in the Min Valley, developed. Nan-p’ing became a 
key forest-products centre, acquiring one of the country’s 
advanced pulp and paper plants. San-ming became the 
site of a medium-sized iron and steel plant drawing on 
local coal and iron reserves. The development of a major 
cement plant at Shun-ch’ang laid the foundation for the 
local building materials industry. 
Provincial economic growth increased markedly with the 

shift in government policy toward favouring the develop- 
ment of coastal trading cities. Fukien and Kwangtung were 
given special powers in 1979 to attract foreign investment, 
particularly in export industries, and to establish special 
economic zones for that purpose. One such zone was set 
up in northwest Amoy in the 1980s to develop industrial 
sites and support infrastructure for the zone. The effect 
was to double the harbour capacity of Amoy. 
A second reform was the creation of a south Fukien 

special economic zone, similar to the Shanghai and Pearl 
River Delta zones, designed to orient regional develop- 
ment in southernmost Fukien toward the production of 
light industrial goods for export. A similar pattern of de- 
velopment is also affecting Fu-chou, which was designated 
one of China’s “open” cities in 1984 and which has been 
working to establish an economic and technical develop- 
ment zone near the port city of Ma-wei. 
Transportation. From the Korean War and the partial 

blockade of the Fukien coast by the United States and 
by Chinese Nationalist forces based on Taiwan, overseas 
trade was virtually halted. Fukien’s trade patterns conse- 
quently turned inland, especially after the completion in 
1955 of the Amoy-Ying-t’an railway, which crosses the 
Wu-i range to link the province with the Chinese national 
rail network. Fukien’s traditional isolation has also been 
breached in recent years by the contruction of modern 
highways, linking it to neighbouring Kiangsi and Chekiang 
provinces. Air services centre on the chief airport at Fu- 
chou. 

Fukien’s rivers are still in use for transportation. The 
headwaters of the Chin River, a tributary of the Fu-t’un 
River, are navigable for small boats right up to the Wu-i 
Mountains, despite the river’s rocky channel and many 
rapids; boats bring downstream the tea grown on the 
slopes of the mountains. Below Chien-ning, larger boats 
of special construction are employed for the tea trade. 
Administration and social conditions. Government. The 

original leadership of the province was drawn from the 
ranks of the 1920s local guerrilla movement and from 
the soldiers of the 3rd Field Army, which took control 
in 1949. They were displaced in the turmoil of the Cul- 
tural Revolution, which badly affected the province. After 
the late 1970s a new leadership emerged with a more 
technocratic and development-oriented character. Within 
provincial jurisdiction are five prefectures (ti-ch’ii) and 
four prefecture-level municipalities (shih). Below that level 
are counties (Asien) and county-level municipalities (shih). 
Education. One of the most notable institutions of 

higher learning in Fukien is Amoy University. Fu-chou, 
famous since the Sung dynasty as a cultural centre, is 
the site of Fu-chou University, Fukien Medical College, 
Fukien Agricultural Institute, Fukien Normal College, and 
the Fukien Institute of Epidemiology of the Chinese Acad- 
emy of Medical Sciences. Illiteracy has generally been 
eliminated among those persons born since 1950. 
Health and welfare. Public health has improved con- 

siderably since the establishment of the People’s Republic, 
and malnutrition has not been reported for decades. 
Cultural life. Traditional Chinese culture reached a high 

level in Fukien during the Sung period (960-1279). Cer- 
tain unique traditional customs evolved that gave women 
a stronger social position than that of the women in North 
China. The province’s long literary tradition centres about 
local history recorded during the last thousand years. 
At least two distinct provincial subcultures persist to this 

day, reflecting linguistic and historical differences among 
Fukien’s regions. The Min-pei, or northern section of 
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Fukien centred on Fu-chou, was an early centre of Bud- 

dhism and, because of close contact with Japanese culture 

through the Ryukyu Islands, still shows some of those 

influences in culture and cuisine. As the centre of admin- 
istration, the Min-pei has a more conservative tradition 

and, with its seafaring history, has historically supplied 
many of China’s greatest naval officers. 
In contrast, the Min-nan, or southern Fukien, centred 

on the Amoy—Chang-chou-—Ch’uan-chou triangle, has the 
reputation of being more commercial, adventurous, and 

hardworking. With strong linguistic differentiation, it is 

home to a rich operatic and balladic tradition of its own. 

Much of the modern history of the region has been shaped 

by the close continuing contact between Min-nan peoples 
and their overseas relatives, who set down roots in South- 
east Asia from the 16th century onward. 
Fukien cuisine is considered to be one of China’s five 

main regional cooking styles, though it is not well known 
outside China. Fukien is also known for its strong edu- 
cational tradition. During the Ming and Ch’ing dynasties 
many of China’s great statesmen and scholars came from 
the province. 

HISTORY 

The area now called Fukien was first referred to in the 
Chou li, a classic that may date to the 12th century BC, 
although modern scholars believe it to have been written 
at a much later date. In this classic the seven Min tribes 
are mentioned together with “eight barbarian peoples” 
in the south. 
During the latter part of the Ch’un-ch’iu (Spring and Au- 

tumn period; 770-476 Bc) one of the feudal states within 

the China area was the kingdom of Yiieh, located south of 
Hang-chou Bay; it included what is now Fukien Province. 
The lord of Yiieh was nominally a vassal (viscount) of the 

Chinese king. The Yiieh and their culture are considered 
by some to have constituted one of the principal elements 

that merged to form the contemporary Chinese ethnic and 
cultural complex. 

During the last quarter of the 5th century Bc, Yieh 
became a powerful kingdom after its conquest of the state 

of Wu (473 Bc) to its north. During the era known as the 

Chan-kuo (“Warring States”) period, Yiieh was, in turn, 
conquered by the kingdom of Ch’u (c. 334 Bc) to the 
northwest. Wu-chu, one of the sons of the vanquished 
Yiieh king, fled by sea and landed near Fu-chou to es- 
tablish himself as the king of Min-yiieh. When the first 
emperor of the Ch’in dynasty conquered the kingdom of 
Ch’u in 223 Bc, the Chinese domain was finally unified 
within the bounds of a monolithic state. Li Ssu, the fa- 
mous prime minister of Ch’in, deposed the king of Min- 
yueh, establishing instead a paramilitary province there 
called Min-chung Chiin. The collapse of the Ch’in dynasty 
(206 Bc) was followed by the war between the famous 
general Hsiang Yii and the crafty Kao-tsu, the founder of 
the Han dynasty. Wu-chu, the deposed king of Min-yiieh, 
sided with Kao-tsu, who defeated his rival and became 
emperor of China; he reestablished Wu-chu as the king 
of Min-yiieh, which consisted roughly of the present area 
of Fukien. During the reign of the emperor Wu-ti (141/ 
140-87/86 Bc) a rebellion by the Min-yiieh tribes was put 
down, and the tribes were resettled in the inland region 
far to the north between the Huai and Yangtze rivers. 
During the Six Dynasties period (AD 220-589) the region 

remained in the Chinese domain, but true Sinicization did 
not come about until the T’ang dynasty (618-907). After 
the fall of the T’ang, the territory of Fukien reemerged 
as the kingdom of Min, with its capital in Fu-chou. In 
the mid-10th century it was subdivided into the state of 
Yin, controlling the Min-pei, and the state of Min, con- 
trolling southern Fukien from Chang-chou. The province 
grew rapidly in importance as the economic hinterland of 

the Nan (Southern) Sung capital, Lin-an (modern Hang- 
chou). The province became a key supplier of rice to the 
region following the introduction of a fast-ripening variety 
called Champa rice from Southeast Asia. It also became 
the major producer of sugar, fruit, and tea. Because of the 
importance of trade to the Nan Sung, the province also 
was important as a shipbuilding and commercial centre 
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for both overseas and coastal trade. The port of Ch’iian- 
chou, known to Marco Polo as Zaitun, was one of the 
world’s great ports in this period. 

The province’s decline began with the Ming dynasty ban 

on maritime commerce in 1433 and was reinforced by 

the Ch’ing dynasty’s policy of isolation, which particu- 
larly affected the province in the late 17th century, when 
Ming dynasty loyalists occupied Taiwan and the islands 

off Fukien. There was some revival of the economy in the 
mid-19th century with the opening of Fu-chou and Amoy 
as treaty port cities, but the modern shipbuilding industry 

established at Ma-wei by the Ch’ing was destroyed by a 
French fleet during the Sino-French War of 1883-85. 
In the aftermath of the revolution of 1911-12, Fukien 

was a pawn in local warlord struggles and was divided into 
political and military fiefdoms. In the early 1930s part 
of western Fukien was incorporated into the Communist- 

controlled territory of the Kiangsi Soviet. In 1933 a revolt 
of government troops stationed in the province against 
the Nanking government led to assertion of Nanking goy- 
ernment control over the province and to the expulsion of 

Communist forces. After 1938 the Japanese occupied the 

coastal centres of the province, while the provincial gov- 

ernment retreated inland to Yung-an in central Fukien, 
where it administered the interior of the province for the 

remainder of the war. In 1949 the Communist-led 3rd 
Field Army took control of the province. (F.Hu./V.C.F.) 

Hai-nan 

The province of Hai-nan (Hai-nan in Wade—-Giles roman- 
ization, Hainan in Pinyin), the name of which means 
“South of the Sea,” is coextensive with Hai-nan Island. 
Hai-nan is located in the South China Sea, separated 
from Kwangtung’s Lei-chou Peninsula to the north by a 
shallow and narrow strait. It is the southernmost province 
of China and, with an area of about 13,200 square miles 
(34,300 square kilometres), is also the smallest. For cen- 
turies Hai-nan was part of Kwangtung province, but in 
1988 this resource-rich tropical island became a separate 
province. The capital is Hai-k’ou (Pinyin: Haikou). 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Hai-nan’s long coastline of more than 930 
miles (1,500 kilometres) contains numerous bays and 
natural harbours. Alluvial plains cover a narrow coastal 
margin, reaching their broadest point in the northeast. 
The southern interior of the island is mountainous, with 
Mount Wu-chih rising to over 6,000 feet (1,830 metres) 
above sea level. Numerous rivers and streams cascade out 
of the mountains; the longest, the Nan-tu River, flows 
northeastward. 

Hai-nan’s climate is tropical. Temperatures average about 
64° F (18° C) in January and 84° F (29° C) in June. 
Rainfall is heavy especially in summer, with an average 
annual precipitation of about 70 inches (1,800 millimetres) 

in the south and 60 inches in the north. The northeastern 
lowlands can sustain three crops of rice per year. 

The island is covered with mature red soils. The natural 
vegetation, which has. been much reduced, includes many 
palms, bamboos, rattans, and tropical hardwoods. The 
mountain belt, especially in the east, is covered with dense 
tropical rain forest up to an elevation of about 2,600 feet. 
Animal life is rich and varied and includes deer, gibbons, 
and blind snakes; Hai-nan’s streams and offshore waters 
abound in fish. 
The people. Two-thirds of Hai-nan’s predominantly 

rural population is concentrated in the northeastern low- 

lands. Most of the people are Han (Chinese), but about 
one-sixth are ethnic minorities. The Li, concentrated in 
the south, constitute the largest minority group, followed 
by the Miao. The largest cities are Hai-k’ou in the north 
and the port city of Ya-hsien (locally called San-ya) in 

the south. The lingua franca of Hai-nan, Hainanese, is a 
variant of the southern Fukien dialect. 
The economy. MHai-nan’s economy is predominantly 

agricultural, and more than two-thirds of the island’s 

exports are agricultural products. Hai-nan’s elevation to 
province-level status, however, was accompanied by its 
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designation as China’s largest “special economic zone,” 
the intent being to hasten the development of the island’s 
plentiful resources. The central government has encour- 

aged foreign investment in Hai-nan and has allowed the 

island to rely to a large extent on market forces. 

Hai-nan has commercially exploitable reserves of more 

than 30 minerals. Iron, first mined by the Japanese during 

their occupation of the island in World War II, is the 

most important. Also important are titanium, manganese, 

tungsten, bauxite, molybdenum, cobalt, copper, gold, and 

silver. There are large deposits of lignite and oil shale on 
the island, and significant offshore finds of oil and natural 
gas have been discovered. Virgin forests in the interior 
mountains contain more than 20 commercially valuable 
species, including teak and sandalwood. 
Agriculture and fishing. Paddy rice is cultivated exten- 

sively in the northeastern lowlands and in the southern 
mountain valleys. Leading crops other than rice include 

coconuts, palm oil, sisal, tropical fruits (including pineap- 

ples, of which Hai-nan is China’s leading producer), black 
pepper, coffee, tea, cashews, and sugarcane. In the early 

20th century Chinese emigrants returning from Malaysia 
introduced rubber trees to the island; after 1950, state 
farms were developed, and Hai-nan now produces most 

of China’s rubber. 
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Harvesting coconuts on Hai-nan Island, Hai-nan Province. 
Pan Jiamin—New China Pictures 

Marine products contribute a significant share to the 
provincial economy. Shrimps, scallops, and pearls are 
raised in shallow bays and basins for local use and export. 
Grouper, Spanish mackerel, and tuna constitute the bulk 
of the catch from the rich offshore fishing grounds. 
Industry. Hai-nan’s industrial development largely has 

been limited to the processing of its mineral and agricul- 

tural products, particularly rubber and iron ore. Since the 
1950s, machinery, farm equipment, and textiles have been 
manufactured in the Hai-k’ou area for local consump- 
tion. A major constraint on industrial expansion has been 
an inadequate supply of electricity. Much of the island’s 

generating capacity is hydroelectric, and it is subject to 
seasonal fluctuations in stream and river flows. 
Transportation. Before 1950 there were practically no 

transportation links with the interior of the island. The 
Japanese built a railroad from the iron mines in the south- 
western mountains to the coast, which subsequently was 
upgraded and extended around the southern coast, but 
there is no link with Hai-k’ou in the north. The first roads 
were built in the early 20th century, but no major road 
construction was undertaken in the mountains until the 

1950s. Parallel north-south roads along the east and west 

coasts and through the interior of the island constitute 
most of Hai-nan’s road network. The freight-handling fa- 
cilities of the island’s ports have been improved, and Hai- 
k’ou has an international airport. 

Government. Even while Hai-nan was a part of Kwang- 
tung it had a considerable amount of local autonomy; the 

southern half of the island was an autonomous prefecture 

(tzu-chih-chou). Hai-nan’s elevation to provincial level in- 

creased its accountability to the central government, but by 

designating the new province a special economic zone the 
central government expressed its intent to allow Hai-nan 

maximum flexibility in devising programs to facilitate for- 
eign investment and economic growth. Administratively, 
the province has been divided into five economic districts. 

Cultural life. Hai-nan has always been on the fringe of 
the Chinese cultural sphere. Traditionally, the island was 
a place of exile for criminals and disgraced officials. As a 
frontier regin celebrated by such exiled poets as Su Tung- 
p’o, Hai-nan acquired an air of mystery and romance. 
The influx of large numbers of mainlanders after 1950— 
particularly in the 1970s, when young Chinese from 
southern Kwangtung were assigned to state farms to help 

develop Hai-nan, and in the 1980s, when thousands more 
came to take advantage of the economic opportunities 

offered—has perpetuated the frontier atmosphere on the 
island. The level of primary and secondary education has 
improved since 1949, but facilities for higher education 
remain inadequate. 

HISTORY 

Hai-nan was formally incorporated into the Chinese em- 
pire in 110 Bc, when the Han government established 
a garrison in the north. Chinese sovereignty remained 
nominal, however, until the T’ang dynasty (AD 618-907). 
During the Yiian (Mongol) dynasty (1206-1368) it be- 
came an independent province, at which time it acquired 
the name Hai-nan. In 1370, however, it became a part 
of Kwangtung. Hai-nan’s first major period of settlement 
occurred in the 16th and 17th centuries, when large mi- 
grations from Fukien and Kwangtung pushed the island’s 
indigenous peoples into central and southern Hai-nan. 
In 1906 the Chinese Republican leader Sun Yat-sen pro- 

posed that Hai-nan become a separate province, and for a 
short time (1912-21) it was nominally independent under 

the name Ch’iung-yai Island. The Japanese occupied Hai- 
nan (1939-45) during World War II and began develop- 
ing the island’s resource potential. Hai-nan reverted to 
the Chinese Nationalists in 1945 and was one of the last 
places to fall to the Communists. 
After 1950 Hai-nan served as a military outpost and as 

a source of raw materials, but because of its strategic vul- 
nerability the central government was reluctant to make 
it an investment priority. With China’s shift in economic 
policy at the end of the 1970s, Hai-nan became a focus 
of attention. In 1984 the island was designated as a spe- 
cial zone for foreign investment; and, though it was still 
part of Kwangtung, it was upgraded to the status of a 
self-governing district, a prelude to its establishment as a 
province in 1988. (V.C.F.) 

Hong Kong Special Administrative Region 

For coverage of the Hong Kong Special Administrative 
Region, see HONG KONG. 

Hunan 

Hunan (Hu-nan in Wade-Giles romanization, Hunan in 
Pinyin) is a landlocked province of China, covering an 
area of 81,300 square miles (210,500 square kilometres). 
A major rice-producing area, Hunan is situated to the 
south of the Yangtze River Basin. It is bounded by the 
provinces of Hupeh to the north, Kiangsi to the east, and 
Kwangtung to the southeast, by the Chuang Autonomous 
Region of Kwangsi to the southwest, and by the provinces 
of Kweichow and Szechwan to the west. The name Hu- 
nan is formed from the Chinese words hu (“lake”) and 
nan (“south”), meaning the land to the south of the lakes 
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that reach from Sha-shih, Hupeh, to Chiu-chiang, Kiangsi. 
The capital and most important city of the province is 
Ch’ang-sha, situated in the northeast, on the banks of the 
Hsiang River. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ More than one-quarter of the terrain 
lies at a height of more than 1,640 feet (500 metres), and 
much of it is well over 3,000 feet above sea level. The 
highlands in the west run from northeast to southwest, 

forming the eastward edge of the Kweichow Plateau, whose 
extension, the Hstieh-feng Mountains, lies in the heart 
of the province. These mountains are composed mainly 
of slate, quartzite, and sandstone, deeply incised by river 
valleys. The Nan Mountains in the south run from east to 
west at altitudes of between 500 and 3,300 feet, forming 
a broad mountain border between Hunan, Kwangtung, 
and Kwangsi. They are largely dome-shaped and granitic, 
although limestone and red clay are found in lower-lying 
areas. In the east the mountain ranges of Chu-kuang and 
Wu-kung form the border with Kiangsi. The Chu-kuang 
Mountains, in the extreme southeast of the province, rise 
to a height of 6,600 feet. 
The uplands of the west, south, and east fall steadily in 

altitude toward the plain of Tung-t’ing Lake in the north, 
which is contiguous with the Hupeh Plain and forms part 
of the floodplain of the Yangtze River. The part of the 
plain within the borders of Hunan has an area of 3,800 
square miles; it has been formed by silt carried down from 
the mountains by the Yangtze and its right-bank tribu- 
taries. Tung-t’ing Lake is a broad and shallow seasonal 
lake, consisting of the remnants of a former inland sea that 

once filled the Yangtze Basin. Its area varies considerably 
between summer and winter, and the lake has dried up 
considerably since the 1950s. 
Drainage. Hunan’s entire river system drains into Tung- 

ting Lake, with the exception of the Lin Stream, which 
divides into two parts, with one distributary draining di- 
rectly into the Yangtze River and the other into Tung- 
ting Lake. The western highlands are drained by the 
Yuan River and by the Tzu and Li streams. The Yuan 
and Tzu are torrents in their upper courses; fast-flowing 
in summer, they run through deep gorges, broadening out 
to wider valleys in their lower courses. Hunan’s largest 
river, the Hsiang, rises in the heart of the Nan Mountains, 
as do its tributaries. Many smaller rivers that rise in the 
mountains along the eastern border flow westward to join 
the Hsiang in its northward course. 
Much of the low-lying land around Tung-t?ing Lake is 

subject to flooding when the rivers come down in spate 
during the summer months. The system of dikes built to 
contain the floodwaters is supplemented by a vast network 
of electric pumping stations. These pumps. drain the fields 
when waterlogged and irrigate them in times of drought. 
In the dry hill lands, numerous large and medium-sized 
water-control projects have been built. In these projects, 
valleys are dammed and “mountain pools” formed, from 
which channels are led to the arid land. One of these 
schemes—the Shao-shan Irrigation System—diverts some 
of the upper waters of the Lien Stream, thus irrigating 
the dry hill land, and also controls flooding in the river’s 
lower reaches; the irrigated area has been converted from 
single-crop to double-crop rice land. 
Soils. The soils of the province are largely pedalferic 

(rich in alumina and iron) and are mainly lateritic (leached, 
iron-bearing) yellow earths or red clays. In the hilly regions 
of central and southern Hunan, the soils are for the most 

part lateritic clays that are strongly acidic and poor in 
organic material. The alluvial soils of the northern plains 
are less acidic and are used for growing rice. 
Climate. \ The north generally experiences more extreme 

weather conditions than does the south. In winter, occa- 
sional waves of cold air from Mongolia sweep southward, 
injuring tea bushes and fruit trees in northern Hunan. 
The average minimum winter temperature is 43° F (6° 
C). Summers are long and humid, the average maximum 
summer temperature being 86° F (30° C). The north 
has an average of 260 frostless days a year, while in the 
south the average is 300 days. Rainfall is ample, with 
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the maximum precipitation occurring between spring and 
summer. The total annual rainfall of 56 inches (1,422 

millimetres) decreases from south to north. Hunan lies in 

the path of cyclones that pass from west to east along the 
Yangtze Basin in summer, bringing with them at times 
long periods of heavy rain, resulting in extensive flooding 
of low-lying lands. 
Plant life. The natural vegetation of Hunan was orig- 

inally dense deciduous and coniferous forest. Over the 
centuries, as the population has increased, all the low- 
lands and much of the highlands have been cleared to 
make way for cultivation. Despite this vast deforestation, 
however, large stands of pine, cedar, bamboo, and cam- 
phor are found in the western highlands. Other important 
trees and shrubs include tung (from which tung oil is 
obtained), tea (from which tea seed oil is obtained), and 
liquidambar. Bamboo groves planted along the roadsides 
are characteristic of Hunan and supply the province’s craft 
industries. As elsewhere in central and southern China, 
groves of bamboo, camphor, and cedar are usually found 
around villages, contributing greatly to the charm of the 
countryside. 
Settlement patterns. Villages are usually small, and it is 

not unusual for an entire village to belong to one extended 
family, from which the settlement takes its name. Most of 
the farms on the plain south of Tung-t’ing Lake are built 
on islands of Yangtze alluvium, protected by dikes from 
summer flooding. 
Three of the largest cities, Ch’ang-sha, Hsiang-t’an, and 

Chu-chou, lie close together at the intersection of road, 
rail, and river communications along the Hsiang River. 
Other large cities include Heng-yang, the economic and 
communications centre of southern Hunan, and Ch’ang- 
te, the marketing centre for the Yuan River Basin. 
The people. The overwhelming majority of the popula- 

tion is rural. The population is primarily concentrated on 
the Tung-t’ing Plain and in the main river valleys. Almost 
all of the people are Han (Chinese). In addition, some mi- 
nority peoples, mainly of four tribes—the Miao, T’u-chia, 
Tung and Yao—live in the western highlands. The way of 
life and economy of the Miao and the T’u-chia are similar, 
and much intermarriage has occurred between them. They 
live in the southwest, where their economy is based on the 
cultivation of terraced fields in the foothills and narrow 
valleys. The Tung inhabit their own autonomous counties 
in the extreme southwest, with their centres at T’ung-tao 
and Hsin-huang. Their language, economy, and way of 
life are similar to those of the Han. The Yao are widely 
scattered over the mountainous regions of the south and 
west. They practice dry farming and are known for their 
expertise in cedar tree culture. Much of their livelihood 
comes from forestry. 
The Han of the province speak a dialect—Hunanese— 

that approximates Mandarin quite closely. Radio broad- 
casting has had the effect of slowly reducing differences 
in local dialects, which can be considerable. The minority 

languages were unwritten until missionaries devised scripts 
for some of them, such as the Samuel Pollard script for 
the Miao language. Since 1949 these scripts have been 
revised, extended, or replaced by a phonetic script, based 
on the Latin alphabet, that is akin to the Pinyin script 
adopted for the Mandarin language of the Han. There is 
growing literacy among the Miao and Tung peoples. The 
interweaving of Confucianism, Buddhism, and Taoism, as 
well as Islam and Christianity, are complicated. 
The economy. Agriculture. Although mining and indus- 

try have been developed since 1949, Hunan’s economy 
remains mostly agricultural. Hunan ranks first among 
China’s provinces in rice production. Most of Hunan’s 
arable land is farmed using modern techniques, includ- 

ing mechanized irrigation and chemical fertilization. Most 
farms are small, however, and mechanization has been 
confined to the use of simple machines and tools, such as 
rice transplanters, foot-operated rice-threshing machines, 
and a tube water raiser that is replacing the old wooden 
trough and paddles. 
Hunan consistently ranks first nationally in rice out- 

put and exports a large surplus to other provinces. It is 
estimated that most of the province’s cultivable land is 
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Terraced paddies in Hunan Province, one of the leading producers of rice in China. 
© Leon Lee 

devoted to paddies (rice fields), a great many of which in 
the south produce two crops of rice per year and demand 
careful cultivation. The first crop is planted at the end of 
April and harvested at the end of July; the second crop 
is harvested in November. Autumn is the most difficult 
period, as decreasing rainfall and increasing evaporation 
necessitate continuous irrigation. With improved irriga- 
tion, a decreasing amount of rice is grown on fields where 
the crop relies totally on rainfall. Introduction of hybrid 
rice varieties has further increased production. Other food 
crops include sweet potatoes, corn (maize), barley, pota- 
toes, kaoliang (a variety of grain sorghum), buckwheat, 
garden peas, millet, and horsebeans. 
Among the industrial crops, rape—an herb grown for 

its seeds—is cultivated mainly in the upper valleys of the 
Hstieh-feng Mountains, while ramie (a shrub that yields 
a fibre used in textile manufacture), cotton, and jute are 
produced around Tung-t’ing Lake. Red and black tea are 
grown on the foothills of the Hsiieh-feng Mountains and 
on Mount Mu-fu on the eastern border. Peanut (ground- 
nut) cultivation is widespread, and tung trees and tea seed 
shrubs are grown for their oils in the western and south- 
ern highlands. A variety of fruits is grown throughout the 
province, including citrus, pears, peaches, and chestnuts. 
During the early 20th century, heavy and wasteful cut- 

ting of Hunan’s timber reserves occurred. Since then, 
stricter control of cutting has been enforced, and some 
reforestation has been carried out. Fish are taken in large 
quantities from lakes, rivers, and village ponds. The most 
common varieties are carp, silver carp, and “silver fish.” 
The full exploitation of fishpond culture was developed in 
the early 1970s. Cattle, including water buffalo, are used 
almost exclusively for draft purposes. Hogs are concen- 
trated mainly in the central and eastern areas, where the 
population is densest. The swine industry is a significant 
source of rural cash income. 
Industry. Hunan’s considerable mineral wealth includes 

ample coal reserves; iron ore, tin, and manganese deposits; 
rich deposits of antimony; and lead, zinc, tungsten, molyb- 
denum, bismuth, niobium, and tantalum. More than half 
of the province’s electric power is produced by hydroelec- 
tric power stations. 
The main coal measures are located in the south. Coal 

was little developed before 1949, but production rose sub- 
stantially as a result of the opening of large mines north 
of Ch’en-hsien in the extreme south. These mines serve 
the ironworks and steelworks at Wu-han in Hupeh. Iron 
ore is widely distributed, and there is a long-established 
local industry that produces iron cookware. The main iron 
mines are located in the hills east and south of Ch’ang- 
sha and Hsiang-t’an. Development of the iron and steel 

industry is centred in the triangle formed by the three 
large cities of Ch’ang-sha, Hsiang-t’an, and Chu-chou. An- 
timony production is centred on Hsin-hua, northwest of 
Shao-yang. Hunan is one of China’s largest producers of 
tungsten; it is chiefly mined in the hills between the Tzu 
and Yuan rivers around Yiian-ling. 
Plants producing iron and steel, processed foods, and 

electrical equipment are located in Hsiang-t’an, while Chu- 
chou is the centre of large-scale heavy industry and hog 
exports. Ch’ang-sha is Hunan’s cenfre for light industry, 
which includes rice milling, food processing, aluminum 
smelting, and the manufacture of machine tools, bearings, 
and textiles. It is also famous for its handicrafts, which 
include hsiang (border) embroideries, duck-down quilts, 
umbrellas, and leather goods. I-yang—known as “the 
Bamboo Town”—is typical of many of the smaller towns 
specializing in one particular handicraft. Nearly every- 
thing required in domestic life—from beds to scrubbing 
brushes—is made from bamboo. 
There are several famous pottery kilns in the province 

that date back to the T’ang dynasty (618-907). Situated 
at Yueh-yang (Yoyang), Hsiang-yin, and near Ch’ang-sha, 
these kilns have at different epochs produced all sorts 
of wares, according to the market of the period. Their 
fortunes have fluctuated through the centuries. More re- 
cently, they have increased their output, especially in the 
Hsiang-yin kilns, which produce large quantities of crock- 
ery for the general market. 
Transportation. Hunan stands at the crossroads of Chi- 

na’s historical lines of communication—the great water- 
way of the Yangtze River, which flows from Szechwan 
Province to the sea, and the Imperial Highway, running 
from Canton northward to Peking. 
Railway construction began in 1912, and the first line 

was between Wu-han and Chu-chou; it was eventually 
extended south to Canton and is now part of the major 
Peking—Canton trunk line. There is a junction at Heng- 
yang leading to Kwangsi, from where the line continues 
south to Hanoi. From Chu-chou, the Che-Kan Railway 
Tuns east to Kiangsi Province and also to Chekiang and 
Fukien on the east coast. Another railway runs from 
Hsiang-t’an westward to Kweichow Province, opening up 
the hitherto remote western lands, and a second north— 
south line has been built through western Hunan. 
Shipping is another important means of transportation, 

as about one-fourth of Hunan’s goods are moved by water. 
Traffic on the Hsiang River is the most important. Tung- 
ting Lake has innumerable shallow waterways connecting 
four main rivers. Yiieh-yang in the northeast corner of the 
lake is the collecting centre for the timber rafts that sail 
the Yangtze River to Wu-han. One main trunk road runs 
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from north to south, following the Peking—Canton railway 
into Kwangsi. Three other main routes run from east to 
west and are of growing importance because they open up 
areas not served by the railways. 
Administration and social conditions. Government. 

From 1950 to 1954 Hunan was part of the South Central 
China greater administrative region, which extended from 
Hupeh in the north to Kwangtung and Kwangsi in the 
south. In 1954 provincial (sheng) government through- 
out the country was made directly subordinate to the 
national government. Since then the province’s adminis- 
trative structure has gone through several changes. It is 
now divided into eight prefectures (ti-ch ti), six prefecture- 
level municipalities (shih), and one autonomous prefec- 
ture (tzu-chih-chou). Below that level are counties (Asien) 
and county-level municipalities (shih). 
Health and welfare. Emphasis is laid on preventive 

medicine. After 1949, public health teams were sent into 
the country to vaccinate and inoculate and to advise on 
and supervise public hygiene. Debilitating diseases such as 
malaria and schistosomiasis—a disease of the blood and 
tissues that is spread by larvae in the droppings of animals 
in the rice fields—have been attacked, and since 1949 
there has been a marked fall in infant mortality and an 
increase in life expectancy. 
Cultural life. Although the aim of the government is 

to promote linguistic uniformity, Hunanese—which was 
Mao Zedong’s (Mao Tse-tung’s) own dialect and is fairly 
akin to Mandarin—persists. 
Before the revolution, Western learning was largely ac- 

quired through Christian missionary or other Western- 
style schools, and most of the population remained illit- 
erate. Since 1949 a countrywide literacy drive has been 
pursued with vigour and enthusiasm and a large measure 
of success. By the 1980s Hunan had one of the lowest 
illiteracy rates in the country. Ch’ang-sha has retained its 
historic role as the province’s cultural and educational 
centre and is the location of technical institutes, teacher- 

training colleges, and institutes for minorities. 

HISTORY 

From 350 to 221 Bc Hunan formed the southernmost 
extension of the state of Ch’u, which nominally was ruled 
by the Chou dynasty. From 221 to 206 sc Hunan was 
ruled by the Ch’in dynasty, which subdued contending 
feudal states and joined them into the first unified state 
of China, of which Hunan formed part of the central 
area. Most of Hunan at this time was covered with dense 
primeval forest that was sparsely inhabited by tribes who 
engaged in hunting, fishing, and clearing land by burn- 
ing or cutting for temporary cultivation. These tribes also 
mined the copper and tin that were used in the north for 
making bronze. 
After the downfall of the Ch’in dynasty, the area became 

quickly incorporated into the Chinese empire ruled by 
the Han dynasty from 206 Bc to AD 220. During this 
period persistent waves of migrant Han (Chinese) from 
the North occupied the land, and the indigenous Miao, 
T’u-chia, Tung, and Yao were pushed west and southwest 
into the hills, which they still occupy. By the end of the 
Hsi (Western) Chin dynasty in AD 316/317, the Tung- 
ting floodplain to the north and the Hsiang Valley in the 
east were relatively well populated. Han migration from 
the North continued under subsequent dynasties, with mi- 
grants fleeing first from Mongol and then from Manchu 
invasions. Those who went farther south, crossing the Nan 
Mountains in the southern part of the province to enter 
Kwangtung, have since considered themselves T’ang-jen, 
or southern Chinese, but the Hunanese have remained 
Han in both culture and speech. 
Population pressures on the land increased markedly in 

the 19th century during the latter part of the Ch’ing, 
or Manchu, dynasty (1644-1911/12), leading to increased 
peasant unrest, particularly among the non-Chinese tribes. 
When the Taiping Rebellion broke out in Kwangsi in 
1850, it spread northward into Hunan. Hunan, together 
with other provinces on the lower Yangtze Basin, was 
desolated in the subsequent fighting, although the city of 
Ch’ang-sha withstood a Taiping siege in the mid-1850s. 
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It was a Hunanese, Tseng Kuo-fan, who ultimately was 
responsible for crushing the rebellion. 
Hunan was not opened to foreign trade until 1904, fol- 

lowing the conclusion of the Treaty of Shanghai between 
China and Japan. A foreign settlement was established at 
Ch’ang-sha, and British and Japanese firms built ware- 
houses. Hunan became a centre of revolutionary activity: 
the first uprisings against Yuan Shih-k’ai’s attempted re- 
gency over the Chinese empire occurred in the province 
in 1910, although the more widespread revolution that 
finally overthrew the tottering Manchu dynasty and es- 
tablished the Republic of China did not occur until the 
following year. Thereafter, Hunan remained in a state of 
unrest from which it had little respite until 1949, when the 
People’s Republic of China was established. Many impor- 
tant Chinese Communist leaders—including Mao Zedong, 
who was born in Shao-shan, near the border with Kiangsi, 
and Liu Shaoqi (Liu Shao-ch’i), chairman of the People’s 
Republic (1959-68)—were from Hunan. Mao was largely 
responsible for encouraging the peasants and miners to 
make the abortive Autumn Harvest Uprising of 1927. He 
subsequently held the Communist forces together in the 
Ching-kang Mountains, where they withstood repeated 
attacks by the forces of Chiang Kai-shek, the Chinese 
Nationalist leader. In 1934 Mao set out from the Hunan- 
Kiangsi border region, leading his forces westward in the 
difficult northward retreat that later came to be known as 
the Long March. 
During the Sino-Japanese War Hunan was the scene of 

bitter fighting between 1939 and 1941. After the fall of 
Hunan to the Japanese, the Nationalist general Hstieh 
Yueh continued to successfully defend Ch’ang-sha against 
the Japanese invaders, until it too fell in 1944. Between 

1946 and 1949 the province was relatively peaceful. In 
1949, despite damage to bridges and communications, 
the province experienced comparatively little destruction 
when the Nationalist forces retreated rapidly southward 
before the advancing Communist armies. 
Provincial leaders from Hunan have played an important 

national role since 1949. Hunan’s provincial party leader 
was purged in 1958 for opposing the economic policies of 
the Great Leap Forward (1958-60) and was replaced by 
supporters of Mao Zedong’s more ambitious and radical 
policies. One of Mao’s rising provincial supporters, Hua 
Guofeng (Hua Kuo-feng), was Communist Party chair- 
man (1976-81) after Mao’s death. 
Hunan supported many of the policies of Mao’s Cul- 

tural Revolution (1966-76), and it was slower than other 
provinces at implementing the economic and _ political 
reform programs instituted by the post-Mao leadership. 
Gradually, however, the provincial leadership has been re- 
placed by more technically proficient and younger leaders, 
who are taking over from the revolutionary generation. 

GRERSIVNEGC-ES) 

Kiangsi 

Kiangsi (Chiang-hsi in Wade-Giles romanization, Jiangxi 
in Pinyin), a province of China occupying a south cen- 
tral location, is bounded by the provinces of Hupeh and 
Anhwei on the north, Chekiang and Fukien on the east, 
Kwangtung on the south, and Hunan on the west. The 
area of the province is 63,600 square miles (164,800 square 
kilometres). On the map its shape resembles an inverted 
pear. The port of Chiu-chiang, 430 miles (692 kilometres) 
upstream from Shanghai and 135 miles downstream from 
Han-k’ou, is the province’s principal outlet on the Yangtze 
River. The provincial capital is Nan-ch’ang. 
The name Kiangsi means “West of the (Yangtze) River,” 

although the entire province lies south of it. This seeming 
paradox is caused by changes made in administrative di- 
visions throughout China’s history. 
Lying in the midst of a longitudinal depression be- 

tween China’s western highlands and the coastal ranges 
of Fukien Province, Kiangsi constitutes a corridor link- 
ing the province of Kwangtung, in the South, with the 
province of Anhwei and the Grand Canal, in the North. 
Throughout China’s history, Kiangsi has played a pivotal 
role in national affairs because of its position astride the 
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main route of armies, commerce and trade, and large 
population migrations. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief. Topographically, Kiangsi corresponds 
to the drainage basin of the Kan River, which runs north- 
eastward in descending elevation from the southern tip 
of the province to P’o-yang Lake and the Yangtze in 
the north. This basin is surrounded by hills and moun- 
tains that rim the province from all sides. Among the 
more important ranges are the Huai-yi Mountains, to the 
northeast; the Wu-i Mountains, to the east; the Chiu-lien 
and Ta-yu ranges, to the south; the Chu-kuang, Wan-yang 
(including Mount Ching-kang), Wu-kung, and Chiu-ling 
ranges, to the west; and the Mu-fu and Lu ranges, to the 
northwest. A remarkable feature of these mountains is that 
they rise in disconnected masses and thus contain corri- 
dors for interprovincial communication, especially along 
the Hunan border. The mountains to the south, too, pre- 
sent no formidable barrier. The Mei-ling Pass is a broad 
and well-paved gap leading to Kwangtung Province. 

Other mountains are found in the centre and north of 
the province. East of the Middle Kan Valley are the Yu 
Mountains. Made up of short and moderate hills sepa- 
rated by a network of streams, the country traversed by 
this range consists of a succession of small valleys with 
bottomlands from five to 12 miles wide. The Lu Moun- 
tains, in the north, rise sharply to almost 5,000 feet (1,524 
metres) from the lowlands west of P’o-yang Lake. 

You Yungu—Eastfoto 

Pine tree overhanging peaks in the Lu Mountains in northern 
Kiangsi Province. 

Drainage. The principal river of Kiangsi is the Kan, 
which traverses the entire province from south to north. 
Its headwaters are two streams that converge to form one 
river at Kan-chou. Along its course this great river receives 
several large tributaries from the west and a lesser number 
of smaller tributaries from the east. 
Besides the Kan, other rivers of Kiangsi form distinct 

basins of their own in the northeastern and northwestern 
parts of the province. These include the Hsin River, which 
rises near Yii-shan in the northeast and runs westward to 
P’o-yang Lake; the Ch’ang and Lo-an rivers, also in the 
extreme northeast of the province; and the Hsiu River, 
which, rising in the Mu-fu Mountains in the northwest, 
drains southeastward into P’o-yang Lake. 

Ultimately, all Kiangsi’s rivers drain into P’o-yang Lake, 
which is connected with the Yangtze by a wide neck at 
Hu-k’ou, a short distance east of the Yangtze port of 
Chiu-chiang. In summer, when the Yangtze rises, P’o- 
yang Lake gains in size and depth: its area then covers 
about 1,800 square miles (90 miles long by 20 miles 
wide), and its depth averages 65 feet. In winter, when the 
Yangtze waters recede, it shrinks in size, leaving shallow 
channels of water in many places. If the high-water stage 
occurs simultaneously on the Yangtze, the Kan, and other 
rivers, floods inevitably result. The lake also serves as a 
useful reservoir. 
Soils. The soil in the plains of northern Kiangsi is al- 

luvial and permits intensive cultivation. The hilly lands 
in other parts of the province have red and yellow soils. 
In these poorer regions few natural forests have been pre- 
served; commercial trees planted instead include the tea, 
tung, camphor, bamboo, and pine. On farms with clayey 
red soils, where the rains have washed away the mineral 
contents as well as the humus, the soil requires working 
over and the addition of green manure or chemical fertil- 
izers in order to become productive. 
Climate. Situated in the subtropical belt, Kiangsi has a 

hot and humid summer lasting more than four months, 
except in spots of high elevation, such as Lu-shan. High 
temperatures in Nan-ch’ang in July and August average 
95° F (35° C). In winter temperature variations between 
north and south are greater. January temperatures in the 
north at times fall to 25° F (—4° C), while those in the 
south average 39° F (4° C). Most of the province has a 
growing season of 10 to 11 months, thus making possible 
two crops of rice. Rainfall is plentiful, particularly during 
May and June. Average annual rainfall is 47 inches (1,194 
millimetres) in the north and 60 inches in the south; in 
the Wu-i Mountains region it can reach 78 inches. 
Settlement patterns. Most of Kiangsi’s people live in 

rural areas. The leading city is Nan-ch’ang. Situated on 
the right bank of the Kan River, a*short distance before 

it enters P’o-yang Lake, Nan-ch’ang is the focal point for 
rail and river transport, an industrial centre, and a trading 
centre for agricultural products. Chiu-chiang, on the south 
bank of the Yangtze 87 miles north of Nan-ch’ang, is the 
principal port through which the province’s products are 
exported. Just south of Chiu-chiang is the beautiful resort 
of Ku-ling, perched 3,500 feet atop Mount Lu. 
From Nan-ch’ang southward up the Kan are Chi-an, 

rich in literary lore and the commercial metropolis of the 
Middle Kan Valley, and Kan-chou, the centre of culture 
and trade in the Upper Kan Valley. Other cities dot the 
hinterland on both sides of the river. The leading city 
in the extreme northeast is Ching-te-chen, the porcelain 
capital of China. The vast stretch of country east and 
southeast of Nan-ch’ang contains many cities of historical 
and commercial importance, the largest of which is Fu- 
chou. The west and northwest of the province is a focus 
of heavy and light industry, of which P’ing-hsiang, on the 
Hunan border, is the major centre. 
The people. Kiangsi received successive waves of mi- 

gration from North China through the ages. Its population 
is virtually all Han (Chinese); minority groups include 
the Miao, Yao, and Hui (Chinese Muslim) peoples. The 
Hakka, descendants of a unique group of migrants from 
North China, have maintained their separate identity with 
their own dialect and social customs. 
The language usually spoken is Mandarin, with a marked 

Lower Yangtze accent, although it has an admixture of 
the Fukien dialect in regions south of Kuei-hsi and is 
heavily tinged with the Cantonese accent in the Ta-yu 
region, south of Kan-chou. 
The economy. Agriculture. The beautiful basin of the 

Kan River, together with the valleys of its many tribu- 
taries, was one of the nation’s most affluent regions before 
trade patterns were changed by the opening of treaty ports 
to the Western powers in the mid-19th century. Never- 
theless, Kiangsi is still one of China’s richest agricultural 
provinces. Since 1949 the reclamation of unused land, 
treatment of red soil to make it more fertile, construction 
of irrigation projects and hydroelectric power stations, and 
increased use of chemical fertilizers and mechanization 
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has increased the amount of arable land to more than 
one-third of the total area of the province. 
Food crops produced in Kiangsi include rice, sugarcane, 

fruits, peanuts (groundnuts), and sweet potatoes. Of these, 
rice is by far the most important. The P’o-yang Lake plain 
and Lower Kan and Hsu valleys are the principal areas of 
rice production; two crops a year are raised in all parts of 
the province. Kiangsi also produces a great variety of com- 
mercial crops: tea is grown on hillsides in many regions; 
ramie, used for making a fine, silky fabric, is raised south 
and west of P’o-yang Lake; cotton is grown on the plains 
northeast of the lake; tobacco is produced in the Chekiang 
border area; and sugarcane is raised in the northeast and 
in the south. Other important commercial crops include 
soybeans, rapeseed, and sesame seeds. Kiangsi is a great 
provider of fruit, especially citrus, watermelons, pears, and 
persimmons. The hills of the province also supply the na- 
tion’s apothecaries with such important herbs as the three- 
foliaged orange, the greater plantain (Plantago major), and 
the gallnut; and the indigo plant is grown in the valleys 
east of P’o-yang Lake. 
Lush forests in the region from Chi-an southward contain 

pine, fir, cedar, oak, and banyan. The timber produced 
there—used for building material and for furniture—is 
floated down to Chiu-chiang for export to all parts of 
China. No less important are the camphor tree and the gi- 
ant bamboo. The timber industry also yields valuable by- 
products, especially tung oil, resin, turpentine, lampblack 
(for making Chinese ink sticks), and tea oil. 
Livestock raised in Kiangsi include water buffalo, pigs, 

chickens, and ducks. Inland fishing is a major industry on 
P’o-yang Lake. In addition, fisheries are found along the 
numerous rivers and in the almost countless village ponds. 
Industry. Although Kiangsi was long known for com- 

merce and handicrafts, modern industry had only a lim- 
ited base by 1949. Subsequently, however, the province 
made immense progress in establishing both heavy and 
light industries, Coal and tungsten are the most important 
minerals. The area around P’ing-hsiang in the west is the 
coking coal capital of south central China; another major 
coal-mining centre is Feng-ch’eng, south of Nan-ch’ang. 
The region surrounding Ta-yu, on the Kwangtung border, 
is the centre of tungsten mining, and extensive deposits 
have been discovered at the extreme southern tip of the 
province. The ore mined in southern Kiangsi contains 60 
percent tungsten; the remaining 40 percent permits the 
production of sizable amounts of tin, bismuth, and molyb- 
denum. Tantalum, lead, zinc, iron, manganese, copper, 
and salt are also mined. 
Nan-ch’ang is the largest industrial centre; it has plants 

for a wide variety of heavy and light industrial products. 
Chiu-chiang has an oil refinery and a petrochemical in- 
dustry, but it is principally a centre for textile mills and 
textile machinery. Kan-chou is also a major industrial cen- 
tre. Food processing is an important enterprise in many 
localities throughout the province. The development of 
modern industry, however, has not affected the handicrafts 
for which Kiangsi has been famous throughout history. 
The ramie cloth produced in the province continues to 
be the nation’s preferred choice for summer wear. Other 
important local products are the typical Kiangsi varieties 
of paper—lien-shih paper for printing (made of bamboo), 
piao-hsin paper for wrapping (also of bamboo), and mao- 
pien paper for scribing (made of rice and mulberry straw). 
Hsii-wan, in the southwest, is a major centre of the en- 
graving and printing industry. 
The porcelain industry, however, is the foremost activity 

of the province. During the reign of the Sung emperor 
Chen-tsung (997/998-1022/23), the town of Fou-liang, in 
northeastern Kiangsi, was by Imperial decree made a cen- 
tre for fine porcelain. From that time on, Fou-liang was 
known as Ching-te-chen, after the Imperial patron’s year 
title Ching-te. For 10 centuries it has supplied the Chinese 
people with porcelain ware of all descriptions—ranging 
from items of daily use to artistic works of rare beauty 
made for the enjoyment of emperors and collectors. The 
beautiful translucence and hardness of the porcelains from 
Ching-te-chen are attributable to kaolin (china clay) and 
petuntse (white briquette), both of which are found in the 
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Ch’ang Valley and along the east shore of P’o-yang Lake. 
Most of the population of Ching-te-chen is still employed 
in one way or another in the making of porcelain. The 
bulk of the output is for domestic trade, although some 
items are shipped abroad. The government has been mak- 
ing an effort to revive and preserve the secret formulas of 
the Ming and Ch’ing potters, but the tendency seems to 
be away from handicrafts and toward mechanization. 
Transportation. Kiangsi has an abundance of inland 

waterways. Most of the rivers flow diagonally, from east 
and west toward the centre, emptying into the Kan River 
and P’o-yang Lake; many are navigable. On many shal- 
low streams, as well as on the headwaters of the Kan, 
navigation is by junk. Thus, there are adequate transporta- 
tion facilities for all counties of the province; Nan-ch’ang 
and Chiu-chiang are the main centres for transshipment 
and distribution. Goods for export are carried by large 
steamships on the Yangtze. 
The first major railroad in Kiangsi, built on the eve of 

World War I, runs north-south, linking Chiu-chiang with 
Nan-ch’ang. Another, the Chekiang—Kiangsi railroad, runs 
east-west, from the Chekiang border, westward to the Hu- 
nan border. This line forms part of a national trunk line 
that extends westward through Hunan into Kweichow to 
connect with the rail network of the southwest. Another 
line runs southeastward to Amoy. 
Kiangsi’s highways were well developed in the National- 

ist period. Many new roads have since been added. The 
focal centres for the highway system—Nan-ch’ang, Lin- 
ch’uan, Shang-jao, Chi-an, and Kan-chou—are the hubs 
of regional road networks and the termini of interprovin- 
cial highways. 
Administration and social conditions. Government. 

From 1950 to 1954 Kiangsi was part of the Central South 
greater administrative region. In 1954 Kiangsi Province 
became directly subject to the central government. Kiang- 
sis administrative divisions are arranged in a hierarchy 
of levels. Immediately below the province (sheng) there 
are five prefectures (ti-ch’1i) and six prefecture-level mu- 
nicipalities (shih). Below that level are counties (hsien) 
and county-level municipalities (shih). The lowest political 
units are the townships. 
Education. During the 1950s Kiangsi served as a labo- 

ratory for a number of revolutionary educational experi- 
ments. Perhaps the most significant innovation in higher 
education was the Kiangsi Labour University, founded in 
1958. It has its main campus in Nan-ch’ang but operates 
a network of branch campuses, in addition to affiliated 
technical schools, throughout the province. Aiming at the 
development of productive work through the dissemina- 
tion of advanced education, the branch campuses have 
pioneered a multiplicity of development projects, includ- 
ing building roads in mountainous areas, founding new 
villages, reclaiming land, building factories, and promot- 
ing afforestation. 
Centres of higher learning include the Kiangsi branch 

of the Academia Sinica (Chinese Academy of Sciences), 
the Kiangsi Library, the Kiangsi Provincial Museum, the 
Kiangsi Agricultural Institute, and the Kiangsi Medical 
College, all located in. Nan-ch’ang. Popular education has 
also made advances, and some three-fifths of the popu- 
lation has at least a primary-level education. The adult 
literacy rate is at the national average. 
Health and welfare. Before 1949 the greatest scourge 

was the prevalence of malaria. This debilitating disease 
annually took a heavy toll of lives. Since 1949 draining the 
swamps and pools of stagnant water, the breeding grounds 
of the disease-carrying Anopheles mosquito, and measures 
taken for epidemic prevention have reduced malaria to a 
minimum. Another menace to health peculiar to the P’o- 
yang Lake region was liver fluke (a kind of flatworm). 
Many thousands of lives were previously lost every year 
from this parasite, but this disease, too, is rapidly becom- 
ing a danger of the past, following mass control of the 
fluke embryo in the lake and surrounding waters. 
In curative medicine, many improvements have been 

made. Clinics providing free medical care have been made 
widely available, while modern hospitals have been estab- 
lished in all cities and counties. 
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An adequate social welfare program is available. For 

industrial workers there are measures for accident pre- 

vention, as well as insurance programs that provide for 

hospital treatment, sick leave, disability compensation, 

maternity leave, and old-age and death benefits. Extra 
benefits are available based upon cooperation with gov- 

ernment policies, such as birth control. In Nan-ch’ang 
and other industrial towns and in the countryside, the 

government has constructed new housing and expanded 
recreational facilities. 

Cultural life. For nearly 2,000 years the people of 
Kiangsi lived under the pervading influence of Confucian 
culture. With village life rooted in intensive agriculture 

and government in the hands of the landlord-scholar-ofh- 

cials, the dynamics of society were regulated by Confucian 
ethics. Such a culture gave the province many famous 
people. Besides T’ao Ch’ien (a great Chin poet of the 
reclusive life), Chu Hsi (the Sung dynasty Neo-Confucian 

philosopher), and Wang Yang-ming (the Ming philoso- 
pher), all of whom either taught or lived there, Kiangsi 
produced a full quota of statesmen during both the Sung 
and the Ming dynasties. 

Yet, despite the dominance of Confucian learning and 
culture, peasant rebellions also were a strong tradition in 
the province. The first major revolutionary base of the 

Chinese Communist Party was at Jui-chin, in southeastern 
Kiangsi, and an uprising in 1927 at Nan-ch’ang serves as 
the founding date of the Red Army. 

HISTORY 

From 770 to 476 Bc, during the Ch’un-ch’iu (Spring and 
Autumn period) of the Chou dynasty, Kiangsi was a part 
of the kingdom of Ch’u. During the Chan-kuo (“Warring 
States”) period (475-221 Bc) the territory east of P’o-yang 
Lake was annexed by the kingdom of Wu. When a unified 
empire was established under the Han dynasty (206 Bc- 
AD 220), Kiangsi became the western portion of the large 
province of Yang-chou and grew rapidly in population 
and culture. 

From 220 to 589, the period of the Six Dynasties, large 
numbers of families from North China, fleeing the Tatar 
invaders, settled in Kiangsi. Initially, there were clashes 
between the northern newcomers and the original inhabi- 
tants. In time mutual accommodation prevailed, and the 
province benefited immensely from the introduction of 
northern arts, culture, and administrative skills. It was 
during this period that the Kan River valley became the 
main highway of the empire. Under the T’ang dynasty 
(618-907) the growth of commerce and population in 
Kiangsi was even greater than in earlier times. This was 
caused first by the opening of the Grand Canal, linking 
Lo-yang with the Lower Yangtze, and second by a new 
influx of people from North China. Equally noteworthy 
was the spread of Buddhism in this period. 
In the Sung dynasty (960-1279) Kiangsi became a model 

of the Confucian state, governed by scholar-officials. The 
Pai Lu Tung (“White Deer Grotto”) Academy, near Lu- 
shan, where Chu Hsi taught, became a renowned centre of 
Confucian learning. From 1069 to 1076 Wang An-shih, a 
native of Lin-ch’uan, southeast of Nan-ch’ang, was prime 
minister; Wang introduced reforms to curb the rich and 
help the poor, only to be overthrown by the conserva- 
tive champions of the traditional order. In the late Sung 
period and throughout the era of the Mongol conquest, 
Kiangsi’s cultural and political vigour declined. Such was 
the obscurantism of the government that it sanctioned a 
Taoist “papacy” at Mount Lung-hu, near Kuei-hsi, which 
lasted into the mid-20th century. 
In the early years of the Ming dynasty (1368-1644) 

Kiangsi produced a number of great statesmen, but after 
a time the government’s despotic tax program alienated 
the people. From the early 16th century onward, peas- 
ant brigands living in the hills fought the government. 
The widespread unrest was ended after the Ch’ing dy- 
nasty (1644-1911/12) reunified the country. During this 
period of prolonged peace Kiangsi again became one of 
the wealthiest regions of China, but its days of prosperity 
ended in the mid-19th century, when the Yangtze Valley 
was devastated by the great Taiping Rebellion against the 

ruling Ch’ing dynasty and when treaties with the Western 

powers diverted trade to coastal regions. 

In the first half of the 20th century Kiangsi became a 
focal point for revolution and war. After the 1911-12 
revolution the province fell victim to warlord rule, un- 

til Chiang Kai-shek brought it under Nationalist control 
in 1926. Chiang’s break with the Communists, however, 
made Kiangsi a bone of contention between the two sides. 
An uprising was staged in Nan-ch’ang by the Communists 
in 1927, followed by the establishment of peasant bases in 
the southern counties under the Communist leaders Mao 
Zedong (Mao Tse-tung) and Zhu De (Chu Teh). Such was 

the growth of their strength that, in 1931, Jui-chin was 
declared the capital of the Chinese Soviet Republic. In the 

continuing struggle the Communist guerrillas withstood 
Chiang’s “annihilation campaigns,” but his use of an eco- 
nomic blockade forced the Communists to flee Kiangsi 
and to begin their Long March (1934-35) to northwestern 
China. Chiang then briefly regained control of southern 
Kiangsi, and Nationalist government reforms were under- 
taken on an experimental basis in 1934-37. From 1938 

to 1945 much of Kiangsi was under Japanese occupa- 

tion. The Communists carried on guerrilla activities inside 
Kiangsi throughout the period. 
After the Japanese withdrawal Communist guerrillas 

dominated the countryside, while the Nationalist govern- 
ment took precarious control of the cities. In 1949 Com- 

munist forces crossed the Yangtze from the north and 
took possession of the province. Kiangsi then entered an 

era of stability and progress, and many new economic and 
social developments were pioneered there. (V.C.F.) 

Kwangtung 

Kwangtung (Kuang-tung in Wade-Giles romanization, 
Guangdong in Pinyin), the southernmost of the main- 
land provinces of China, also eonstitutes the region 
through which South China’s trade is primarily channeled. 
Kwangtung has an area of 76,100 square miles (197,100 
square kilometres) and one of the longest coastlines of 
any province in China. The province is bounded by the 
provinces of Hunan and Kiangsi to the north, by Fukien 
to the northeast, by the South China Sea and the Hong 
Kong Special Administrative Region to the south, and by 
the Chuang Autonomous Region of Kwangsi to the west. 
One foreign holding remains on the coast of Kwangtung— 
the Portuguese territory of Macao. The capital is Canton 
(Wade-Giles: Kuangchou; Pinyin: Guangzhou). 

Historically Kwangtung and Kwangsi often were jointly 
governed. Kwangtung was first administered as a separate 
entity in AD 997; it was from this time that the term 
Kwangtung (Chinese: “Eastern Expanses”) began to be 
used. Kwangtung has its own physical and cultural iden- 
tity. Its topography separates it somewhat from the rest 

of China, and this factor, together with its long coastline, 
its contact with other countries through its overseas emi- 
grants, and its early exposure to Western influence through 
the port of Canton, has resulted in the emergence of a de- 
gree of self-sufficiency and separatism. Canton dominates 
the province to an unusual extent. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ The surface configuration in Kwang- 
tung is diverse, being composed primarily of rounded hills, 
cut by streams and rivers, and scattered and ribbonlike al- 
luvial valleys. Together with the Kwangsi region, Kwang- 
tung is clearly separated from the Yangtze River basin by 
the Nan Mountains, the southernmost of the three major 
Chinese mountain ranges running from east to west. The 
greater part of eastern Kwangtung consists of the southerly 
extension of the Southern Uplands, which stretch down 
from Fukien and Chekiang provinces. A series of longitu- 
dinal valleys running from northeast to southwest extends 
as far as the vicinity of Canton. Smooth, low hills cover 
about 70 percent of the province. Most peaks range in 
elevation from 1,500 to 2,500 feet (450 to 750 metres), 
with a few reaching 5,500 feet. Level land of any size is 
primarily found in the alluvial deltas, formed where rivers 
empty into the South China Sea. 



Pearl 

River 

Delta 

Drainage. Of great extent and importance, the Pearl 
River Delta, measuring about 3,500 square miles, is 
marked by hilly outliers and by a labyrinth of canalized 
channels and distributaries totaling some 1,500 miles in 
length. The delta marks the convergence of the three ma- 
jor rivers of the Pearl River system—the Hsi (West), Pei 
(North), and Tung (East) rivers. The Pearl River is the 

name given to the lower course of the Hsi beyond the con- 
fluence. Entirely rain-fed, these rivers, which are subject 
to extreme seasonal fluctuations, collect so much water 
that, anomalously, the Pearl system discharges annually 
six and a half times as much water as the Huang Ho 
(Yellow River), although its basin area is only about half 

as large. Altogether, Kwangtung has some 1,300 large and 
small rivers. The Han is the most important river outside 
the Pearl system. Other important rivers and lowlands are 
located in the southwest. 

Waterway serving a farming village in the Pearl River Delta 
region of Kwangtung Province. 

Soils. In general, soils are poor, as high temperatures 
and plentiful rainfall result in podzolization (bleaching) 
and leaching. Almost all of western Kwangtung is covered 
with mature red soils, whereas the rest of the province is 
covered with a mixture of old and young red soils that usu- 
ally have been subjected to a high degree of podzolization. 
In the wettest and hottest parts of Kwangtung, lateritic 
(heavily leached, iron-bearing) soils are common; like the 
red soils, they do not resist erosion and require substantial 
fertilization in their cultivation. Yellow soils are found in 
the wettest and coolest parts of Kwangtung, occurring in 
small pockets of flatland with imperfect drainage. 
Of more limited distribution but of greater economic sig- 

nificance are the alluviums deposited in the river valleys 
and deltas. As a result of the cultivation of rice, the alluvi- 
ums have developed special morphological characteristics, 
the most striking of which is the formation of iron hard- 
pans (hard impervious layers composed chiefly of clay) in 
the zone of the fluctuating water table. 
Climate. Since much of Kwangtung lies south of the 

Tropic of Cancer, it is the only Chinese province with 
tropical and subtropical climates. The average July tem- 
perature in the Hsi Valley, which is from 82° to 86° F 
(28° to 30° C), is little different from temperatures in the 

lower Yangtze and on the Huang Ho, but the average 
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January temperature is considerably higher, ranging from 
55° to 61° F (13° to 16° C). Except at higher elevations, 
frost is rare, so that almost the entire province lies within 
the area where two crops of rice can be grown. True win- 
ter does not occur in the province, but the hot summer 
varies in length from about 10 months in the south to six 
months in the north. 
The rainfall regime shows a pronounced summer maxi- 
mum, with the rainy season lasting from mid-April, when 
Kwangtung starts to be dominated by moisture-laden trop- 
ical air masses from the Equator and the Indian Ocean, 
until mid-October. More than half of the total precipita- 
tion falls between June and August. The months between 
July and September form the main typhoon season, which 
ordinarily is accompanied by heavy rains and widespread 
destruction. The driest period is from December to Febru- 
ary. Kwangtung’s annual rainfall is approximately 60 to 
80 inches (1,500 to 2,000 millimetres), decreasing with 
distance from the coast to the northwest but increasing 
with altitude and exposure to the prevailing summer mon- 
soon winds. 
Plant life. Abundant moisture, moderate to high tem- 

peratures, and variegated physiography support luxuriant 
and highly diversified plant growth. Broad-leaved ever- 
green forests, intermixed with coniferous and deciduous 
trees, originally covered much of the land, while a more 
tropical type of vegetation predominates on the south 
coast. With the exception of the more remote moun- 
tainous areas, much of this natural vegetation cover has 
been stripped by fire and by the use of trees and shrubs 
for fuel. This circumstance, together with millennia of 
uninterrupted cultivation, has resulted in much of the 
natural vegetation now taking the form of secondary 
forests of hardwoods and horsetail pine. On the more 
severely eroded hills, coarse grasses and ferns have taken 

hold. Bamboo groves, varying greatly in height and ex- 
tent, are widespread, particularly in humid river valleys. 
The most productive and least disturbed forests cover 
the mountainous areas. Certain trees, notably camphor, 

have been revered and protected for centuries and are 
found around grave plots and cultivated fields. Since 1949 
massive afforestation programs have been undertaken. In 
the highlands, where coniferous and deciduous species 
thrive together, the broad-leaved evergreen forests are 
characterized by tropical oaks, tan oaks (oaks that yield 
tannin), and chestnut oaks (or chinquapins). The more 
significant coniferous species of economic value include 
horsetail pine, Chinese fir, and Chinese hemlock, Some of 
the species of cypress and pine are little known outside 
China. Truly tropical monsoon rain forests are common 
in the south. 
Animal life. Among the mammals found in Kwang- 

tung are many tropical bats, and squirrels, mice, and rats 
of many species are abundant. Insectivores are generally 

more diverse than in other regions of China, and car- 
nivores are exemplified by civet cats and small-clawed 
otters. Types of birds vary according to habitat. In the 
tropical forest, wildfowl, peacocks, and silver pheasants 
are common. Reptiles are more restricted in distribution. 
Kwangtung has a number of pit vipers, including the 
huge and deadly Chinese vipers and bamboo vipers, as 
well as nonpoisonous pythons, which are up to 20 feet 
long. Insects of every description—crickets, butterflies, 
dragonflies, grasshoppers, cicadas, and beetles—are found 
in profusion. Amphibians include ground burrowers and 
many types of frogs and toads. 
Tigers, rhinoceroses, panthers, wolves, bears, and foxes 

once roamed the hills of Kwangtung, but their numbers 
have been decimated. by forest fires and persistent defor- 
estation; they are now considered to be extinct in the area. 
In the tropical monsoon forest, however, a great number 
of animals, many of which live in the trees, still remain. 

Settlement patterns. Most of the people of the province 
live in villages, which remain the basic functional units 
in the countryside. Population distribution bears almost a 
one-to-one correlation with agricultural productivity. The 
greatest numbers of villages are in the fertile river deltas 
and along the waterways. To an even greater extent, 
towns and cities are located in the deltas and coastal areas 
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and along major communication lines. The most highly 
urbanized area within the province is the Pearl River 
Delta, where almost two-thirds of the population lives in 

urban areas. Kwangtung is a relatively highly urbanized 
province for China, with about half of its population being 
classified as urban. The urban hierarchy is headed by Can- 
ton. Canton and Chan-chiang are designated “open” 
coastal cities, and Swatow (Shan-t’ou), together with Shen- 

chen and Chu-hai (situated near Hong Kong and Macau, 
respectively), are special economic zones; all have been 

central to the province’s economic growth. 
The people. Kwangtung is populated largely by the Han 

(Chinese), the other ethnic minorities totaling only a tiny 
portion of its population. The Yao (Mien) are the largest 

ethnic minority in Kwangtung and are concentrated prin- 
cipally near its northwestern border in autonomous coun- 
ties. A heavily Sinicized group, the Chuang, live in 
Lien-shan, and the She live in the northeast around Ch’ao- 
an. The Ching were transferred to Kwangsi in 1965, when 
the multinational Tung-hsing Autonomous County in ex- 

treme southwestern Kwangtung changed its provincial ju- 

risdiction. The so-called Tan, or Tanka, the Boat People, 
are not officially designated as a national minority. They 
speak Cantonese and generally live along the rivers in the 
Pearl Basin as well as along the coast. 

The relative ethnic homogeneity of Kwangtung contrasts 
with a great diversity of dialects and languages. Most im- 
portant is Cantonese, spoken in central and western areas. 

Once thought to be a dialect of Chinese, it is now consid- 
ered a language in its own right. There is much variety 
among the Cantonese speakers, but the form spoken in 
Canton is generally regarded as the standard. Hakka, an- 
other important language, predominates in the north and 
northeast of the province. Offshoots of Hakka are common 
in central Kwangtung. A third major language, Min-nan 
(sometimes considered a south Fukien dialect of Chinese), 
is spoken mostly in an eastern coastal area centred on 
Swatow. 

In addition to these Sinitic languages, there are the lan- 
guages and dialects of the ethnic minorities. New scripts 
have been created for a number of these languages. They 
not only are taught in minority-area schools but also are 
used in conjunction with Chinese in official communica- 
tions in minority communities. 
The economy. Agriculture. The economic foundation 

of Kwangtung is primarily agriculture. Rice is the leading 
crop. Since less than one-fifth of the land is under cultiva- 
tion, agriculture is of necessity extremely intensive; but the 
limited extent of sown land available is partly offset by re- 
peated use of it. Progress in irrigation and flood control has 
made water control possible for almost all of the cultivat- 

ed area, producing good rice yields. Farming and irrigation 
have become increasingly mechanized. 

Two crops of rice per year can be grown on most culti- 
vated land, and in the Pearl River Delta three crops are not 
unusual. Thus, although average yields per harvest are 
below the national average, annual yields exceed the aver- 
age. Food-grain crops occupy almost all of the total culti- 
vated area, but the industrial and fruit crops grown on the 
remaining land are of national importance. Kwangtung 
annually produces much of China’s total output of sugar- 
cane. Industrial crops in tropical areas include rubber, 
sisal, palm oil, hemp, coffee, and black pepper. Among tra- 
ditional agricultural products are sweet potatoes, peanuts 
(groundnuts), and tea. Representative fruits grown include 
citrus, litchi, pineapples, and bananas. 
Kwangtung, with its long coastline, produces about one- 

fifth of China’s fish. Marine species caught include yellow 
croaker, white herring, mackerel, golden thread, and pom- 
fret. Fish breeding in ponds or along riverbanks and sea- 
coasts is growing in importance. 
Industry. In the first half of the 20th century Kwang- 

tung experienced modern growth as Canton developed 
into an industrial, commercial, and transportation centre. 
However, because of the paucity of its iron-ore deposits, 
the province received only scant attention during the 
1950s. The discovery of other mineral deposits prompted 
the development of some heavier industries, including 
metal and petrochemical processing, the manufacture of 

machinery, and shipbuilding and ship repairing. A large 
proportion of these industries is still concentrated in Can- 
ton. 
Coal reserves and manganese deposits are located on the 

Lei-chou Peninsula; quantities of oil-shale deposits have 
also been discovered there. Tungsten, which is associated 
with bismuth, molybdenum, and tin deposits, is mined 
near the Kiangsi border, where uranium is also found. The 
province also produces some lead and antimony. 

Light industry has always been of significance in the 
province. Apart from handicrafts, light industry—especial- 
ly food processing and the manufacture of textiles—ac- 
counts for about two-thirds of industrial production. 
Almost all of the major light industries are located in the 
Pearl River Delta. The largest and most widespread indus- 
try is rice milling, which takes place in nearly every coun- 
ty and municipality. Kwangtung’s light industrial 
production has grown dramatically, partly because of the 
province’s level of exports. Kwangtung has been given spe- 
cial authority to develop trade and investment ties with 
other countries; three of China’s first four special econom- 
ic zones were established in the province. 

Transportation. Economically and culturally, the differ- 
ent regions of Kwangtung are linked by the waterways of 
the Pearl River system. In addition, a number of coastal 
and international shipping routes are variously linked to 
more than 100 large and small ports. The leading ports, in- 
cluding Huang-p’u (Canton’s seaport), Chan-chiang, and 
Swatow, are of national significance. Water transport ac- 
counts for more than two-fifths of Kwangtung’s total traf- 
fic tonnage. The waterways are maintained by continually 
dredging, widening, and clearing channels. 
Connections with other provinces depend principally on 

land transportation. Kwangtung has the best highway net- 
work in China, which runs primarily along river valleys. 
Interprovincial links, both for highways and railroads, 
usually run north-south. Important, rail links include the 
double-tracked Canton—Han-k’ou Tine, the Canton—Chan- 
chiang line, and the Canton-Swatow line, built in the mid- 
1990s. The low priority placed on east-west transport is 
indicated by the absence of a railroad running parallel to 
the Hsi River. 

Kwangtung provides a crucial link in China’s domestic 
and international civil aviation routes. Air services connect 
the province to numerous international cities. To cope 
with the increasing traffic, Canton’s Pai-yiin airport has 
been enlarged and modernized. 
Administration and social conditions. Government. The 

administrative system in Kwangtung has undergone many 
changes since 1949. Autonomous administrative units 
were established in the early 1950s for areas with large eth- 
nic minority populations. The status of Canton was 
changed in 1954 from a centrally administered municipal- 
ity (Ceh-pieh-shih) to a prefecture-level municipality (ti- 
chi-shih) under the jurisdiction of the provincial 
government. In addition to the municipality of Canton, 
Kwangtung is subdivided into 20 other prefecture-level 
municipalities. Kwangtung is further divided into counties 
(Asien), autonomous counties (tzu-chih-hsien), and county- 
level municipalities (hsien-chi-shi). Rural administration 
was reorganized in 1958 when communization replaced 
the administrative villages, market towns, and municipal 
districts. In 1980-81 the government implemented a poli- 
cy of greater decentralized economic management, and the 
communes lost their administrative role. 
Education. Education, health, and other social condi- 

tions in Kwangtung have generally been improved since 
1949. There are now many more kindergartens and nurs- 
eries for preschool education, secondary schools, and post- 
secondary schools and universities. Repeated campaigns 
have succeeded in reducing illiteracy throughout the 
province. Special attention has been given to the education 
of the ethnic minorities. New schools, including a nation- 
al minority college, have been established in minority com- 
munities. 
Health and welfare. In general, hospitals, clinics, and 
many health stations, including maternity centres, are 
available at the local level. Better equipped and better 
staffed hospitals are maintained at the county and provin- 
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cial levels. Medical education has been greatly expanded 
and includes a college devoted to Chinese medicine 
(acupuncture and herbal medicine). Many short-term 
medical-training classes are organized for health workers 
assigned to rural areas. The development of medical servy- 
ices, coupled with the general improvement in sanitation 
and health education, has succeeded in eliminating many 
previously common diseases such as malaria, schistosomi- 
asis, and filariasis. 

Cultural life. Kwangtung has long been noted for the 
distinctive cultural traits of its people, as evidenced by the 
variety of dialects spoken. Kwangtung is famous for its two 
types of local opera: the Yiieh Opera and the Ch’ao Opera, 
which are popular among the Cantonese and Fukienese 

communities, respectively. Kwangtung also has some char- 
acteristic puppet plays. The hand puppets of Canton are 
distinguished by their size—they are between three and 
four feet high—and by the beautiful carving of their wood- 
en heads. Many places in Kwangtung have distinctive 
forms of folk art; examples are the woodcuts of Ch’ao-an 
and the stone engravings of Shun-te. 
Cantonese food is widely recognized as among the best in 

China. Living in a coastal province, the people are fond of 
seafood. Especially in winter, the “big-headed fish” (tench) 
is often served raw in a salad—a departure from popular 
Chinese culinary practice. Some other foods, such as new- 
born rats, monkey’s brain, and fried snake, are regarded as 
revolting by most Chinese in other provinces. Chinese who 
have returned from Southeast Asia have popularized the 

chewing of betel nut wrapped in Celosia (cockscomb) leaves. 
Ancestor worship, folk religions, and the institutional re- 

ligions of Taoism, Buddhism, Christianity, and Islam co- 
exist in the province, as they do in most places in China. 
Among these religions, ancestor worship has the most per- 
vasive influence. Although some folk religions are nation- 
al in outlook, others are of a more regional or local 
character, such as the worship of the goddess of fishing and 
navigation, T’ien-hou Sheng-mu. With the possible excep- 
tion of Muslims and Christians, people in Kwangtung are 
polytheistic, visiting temples or priests of different faiths as 
occasions demand. 

Kwangtung is a province where lineage—an important 
social institution in China—has been emphasized. The im- 
portance of ancestry is often reflected in the settlement pat- 
tern of lineage groups. The inhabitants of many villages 
belong exclusively to one or two lineages. In such villages, 
community and lineage organizations are virtually identi- 
cal. Conflicts between lineages were once common and 

often took the form of community strife, with bitter 
vendettas sometimes lasting for long periods of time. 
With the founding of the new regime in 1949, systematic 

efforts were made to change these cultural patterns in ac- 
cordance with governmental ideology and policy, although 
in the early 1980s limited religious practice was again al- 
lowed. On the other hand, many aspects of traditional cul- 
ture, especially the folk arts and the theatre, were revived 
and extolled. 

HISTORY 

Physically separated from the early centres of Chinese civ- 
ilization in North China, Kwangtung was originally occu- 
pied by non-Han ethnic groups. It was first incorporated 
into the Chinese empire in 222 Bc, when Shih huang-ti, 

first emperor of the Ch’in dynasty, conquered the area 
along the Hsi and Pei river valleys down to the Pearl River 
Delta. In 111 Bc Chinese domination was extended to the 
whole of what is now Kwangtung, including Hai-nan, by 
Wu-ti of the Han dynasty. The conquest, however, was not 

followed by successful colonization, and Kwangtung re- 
mained part of the empire only politically. 
During the five centuries of the Sui, T’ang, and Pei 

(Northern) Sung dynasties, from AD 581 to 1127, the mil- 

itary and agricultural colonization of Kwangtung gradual- 
ly took place. This colonization, combined with increasing 
overseas trade channeled through Canton, led to an in- 
crease of migration into Kwangtung and to the emergence 
of Canton as a metropolis with a population of hundreds 
of thousands. At the end of the period, however, Kwang- 
tung was still occupied predominantly by its original eth- 
nic population. The region was viewed as a semicivilized 
frontier, and disgraced officials often were exiled there. 
The southward thrust of the Han was greatly intensified 

from 1126, when the Juchen of the Chin dynasty captured 
the Pei Sung capital at what is now K’ai-feng, forcing the 
Sung to migrate south. Another major population move- 
ment followed a century and a half later as China fell to 

the Mongols. These migrations marked the beginning of ef- 
fective Han occupation and the rapid cultural develop- 
ment of Kwangtung. Especially after the 16th century the 
growth of population was so fast that, by the late 17th cen- 
tury, Kwangtung had become an area from which emigra- 
tion took place. Migrants from Kwangtung moved first to 
Kwangsi, Szechwan, and Taiwan and then in the mid-19th 
century began to pour into Southeast Asia and North 
America, and some were also taken as indentured labour- 
ers to British, French, and Dutch colonies. 
Since the mid-19th century, Kwangtung has produced a 
number of prominent political and military, as well as in- 
tellectual, leaders. Many of the leaders of political move- 
ments during this period—such as Hung Hsiu-ch’uan, 
leader of the Taiping Rebellion (1850-64); K’ang Yu-wei 
and Liang Ch’i-ch’ao of the Reform Movement (1898); 
and Sun Yat-sen, who led the republican revolution of 
1911-12—had associations with Kwangtung. 
In the 1920s Chiang Kai-shek made Canton the base from 

which his program to reunify China under Nationalist rule 
was launched. Foreign privileges in the city were reduced, 

and modernization of the economy was undertaken. The 
almost simultaneous rise of the Communist movement 
and the advent of Japanese aggression in the 1930s, how- 
ever, thwarted the plans of Chiang and the Nationalists. 
From 1939 to 1945 the Japanese occupied Kwangtung 
Province. After World War II the conflict between the 
Communists and the Nationalists erupted into full-scale 
civil war and continued until the Communist victory in 
late 1949. (Y.-m.Y./C.-t.C./V.C.F.) 

Macau Special Administrative Region 

For coverage of the Macau Special Administrative Region, 
see the Micropedia article MACAU. 

Taiwan 

For coverage of Taiwan, see the Macropedia article TAI- 
WAN. 

SOUTHWEST CHINA 

Chungking 

For coverage of Chungking, see the article CHUNGKING 
(CHONGQING). 

Kweichow 

Located in the southwestern part of China, the province of 
Kweichow (Kuei-chou in Wade-Giles romanization, 
Guizhou in Pinyin) is bounded to the north by Szechwan 
Province and Chungking Municipality, to the east by 

Hunan Province, to the south by the Chuang Autonomous 
Region of Kwangsi, and to the west by Yunnan Province. 
Kweichow measures more than 350 miles (560 kilometres) 
from east to west and about 320 miles from north to south. 
It has an area of 67,200 square miles (174,000 square 
kilometres). The provincial capital is Kuei-yang. 
Kweichow has the frontier character of other southwest- 

ern plateau lands: rough topography, difficult communica- 
tion and isolation, and many ethnic minority groups. It has 
long been considered one of China’s poorest and most dis- 
advantaged provinces, as characterized by a folk poem: 
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“The sky is not three days clear; the land is not level for 

three /i (2,115 feet, or 645 metres); the people don’t have 

three cents.” 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief. Kweichow Province is part of an old 
eroded plateau, variously known as the Kweichow Plateau 

or Yunkwei Plateau, which connects with plateau areas in 

Yunnan Province. Situated between the Plateau of Tibet 
and the hilly regions of Hunan and Kwangsi, the plateau 

forms part of a continuously ascending profile of the 

southwest, its altitude increasing from about 2,300 feet in 
eastern Kweichow to about 6,600 feet in the west. The 

Szechwan Basin to the north and the Kwangsi Basin to the 
south are both the results of faulting. The entire terrain of 
Kweichow thus slopes at a steep angle from the centre to- 

ward the north, east, and south. In areas adjacent to Szech- 

wan and Hunan in the north and east, the elevation is 
about 2,300 feet, while the province’s southern slopes de- 

scend 1,600-2,000 feet into Kwangsi. Accordingly, rivers 
in the province flow in three directions, north, east, and 
south. 

The plateau, which is mostly of limestone and basalt, has 

undergone complicated and extensive folding, faulting, 

and stream erosion and consequently has abrupt relief, an 

example of which is the famous Huang-kuo-shu Waterfall 
near An-shun in the southwest. Incised valleys, steep 
gorges, and cliffs are very common. In the limestone areas 

the landscape is karstic (characterized by precipitous 

slopes, abrupt, protuberant mountains, caverns, and sub- 

terranean streams). Only the anticline (upfold of stratified 
rock) and syncline (downfold of stratified rock) of the 
plateau in central Kweichow are broad and relatively flat. 

Drainage and soils. Most of the rivers in Kweichow are 
the upper streams of large rivers, such as the Yangtze and 

the Hsi. The abrupt change of gradient, the great fluctua- 
tion in the flow volumes, and the many rapids and reefs 
make them unsuitable for navigation, though they have 
enormous hydroelectric power potential. 

Because of the high humidity, a yellow soil with a yel- 
lowish-brown subsoil originated from sandstone, shale, 
and clay constitutes the largest area in the province. In the 
limestone area in the south there are broad areas of red 
soil. In the west the red soils are originated from basalt and 
sandstone and developed under a relatively drier climate. 
Climate. Kweichow enjoys a mild climate with warm 
summers and mild winters. Kuei-yang has a mean July 
temperature of about 76° F (24° C), lower than that of all 

other cities to the east on the same latitude. This is due to 
its high altitude and the cloudiness of the summer months. 
In winter, cold air from Siberia cannot easily reach Kwei- 
chow because of the barrier effect of the Tsinling Moun- 
tains to the north of the Szechwan Basin. In spite of its 
high altitude, Kweichow thus has few snowy days and even 
fewer freezing days. The mean January temperature at 
Kuei-yang is about 41° F (5° ©). 
Rainfall is fairly uniform and plentiful, with an annual 

average of 31-51 inches (787-1,295 millimetres), decreas- 
ing toward the north and west. The southern and eastern 
parts of Kweichow are open to the influence of the moist 
maritime air mass in summer. For the same reason, there 
is a summer maximum in rainfall, averaging 45 percent of 
the annual total. About 25 percent falls in spring and 23 
percent in autumn. Typically, the province has high rela- 
tive humidity, lengthy cloudy and rainy days, and little 
sunshine. The capital, Kuei-yang, has more than 260 rainy 
and cloudy days in an average year. Most of the precipita- 
tion results from frontal activity, though some is a result of 
convection or condensation. 

Plant and animal life. Because of the steep gradient and 
the exposure of limestone, wasteland accounts for nearly 
half of the total area. Yet part of the province’s natural 
wealth lies in its forests. The plateau surface is mostly dry 
and barren, but the peripheral valleys have rich and valu- 
able woodlands. There are four main forested areas: the 
drainage areas of the Ch’ing-shui River in the east, the 
Jung River in the southeast, the Nan-p’an and Pei-p’an 
rivers in the southwest, and the Ta-lou Mountains in the 
north. 

The forests of the northern valleys, still among the most 
important in China, consist chiefly of conifers and other 
trees, such as the tung tree, lacquer tree, camellia, birch, 
maple, pine, and fir. Forests in the southeast produce cam- 

phor, banyan tree, and other broad-leaved varieties. Trees 

of the southern subtropical valleys typically include willow, 
cedar, bamboo, and various species of pine and fir. Oak, 

Yunnan pine, Hua-shan pine, and camphor are grown in 
the west near Yunnan. Cedar, cypress, poplar, and palm 

trees are also found in the province. 

In addition to domesticated animals, such as buffalo, hors- 

es, donkeys, asses, and pigs, the province’s fauna includes 

leopards, otters, foxes, badgers, tigers, and squirrels. In 

most of the larger rivers carp and savoury fish are abun- 

dant. 

The people. About three-fourths of the province’s pop- 

ulation is Han (Chinese). Members of the more than 30 
non-Han ethnic minority groups account for the remain- 

der. Among the most important minority groups are the 
Miao (Hmong), the Puyi, the Yi, the Tung, the Shui, the 
Yao (Mien), and the Chuang. All of the minority groups 

intermingle with Han people. Only at the low hsiang, or 
village, level can one find any exclusive ethnic grouping. 

Generally, few minority people live in northern Kwei- 

chow, particularly in areas north of the Wu River. The 
Miao are mainly found in southeastern Kweichow, espe- 
cially in the drainage area of Ch’ing-shui River and in the 
Miao Mountains. Most of the Puyi live in south-central 
and southwestern Kweichow in the P’an River drainage 
area, including the suburbs of Kuei-yang. The Tung are 

found mainly in the southeastern areas adjacent to Hunan 
and the Chuang Autonomous Region of Kwangsi. The 
Shui concentrate in southern Kweichow, around San-tu 
and Li-po, while the Yi, who once were rulers of this fron- 
tier region, are scattered in western Kweichow. The Hui 
(Chinese Muslims) in Kweichow migrated there from 
Yunnan in the late Ch’ing dynasty after the defeat of a 
local rebellion. They are found chiefty in towns and cities 
along the main lines of communication in western and 
southern Kweichow, especially in Wei-ning. 
Most of the population is rural, and agriculture is the 

chief occupation. Rice cultivators dominate the peripheral 
valleys of the plateau. On the plateau itself, the Miao prac- 
tice a more primitive form of agriculture, growing subsis- 

tence upland crops. Most of the Puyi live on level lands in 
the valleys and cultivate rice. While the Tung are experi- 
enced lowland rice cultivators, they are also skillful in 
forestry and in growing upland crops. The Shui, living to- 
gether in large families and tribes, are rice cultivators as 
well. In addition to growing upland crops, the Yi under- 
take animal husbandry. 

There are few cities in Kweichow. Kuei-yang is the most 
important, although larger and more populous is Liu-p’an- 
shui, a municipality created by combining the Liu-chih, 
Pan-hsien, and Shui-ch’eng special districts in Kweichow’s 
coal-rich west. Most of the other cities are the seats of gov- 

ernment and are the economic and communications cen- 
tres for the various regions of the province. 
Chinese is the common language of the Han and the Hui 

in Kweichow, Mandarin being spoken almost exclusively 
by the former group. Among other minority peoples, only 

the Miao, Chuang, Yi, and Puyi have their own languages. 
The languages of the Puyi, Shui, Tung, and Chuang are Tai 
languages. Those of the Miao and the Yao belong to the 
Miao-Yao group, and that of the Yi to the Tibeto-Burman 
group. 

The economy. Resources. Kweichow has rich mineral 
resources. Its most widespread metallic mineral is mercu- 
ry, reserves of which are large; there are also smali deposits 
of manganese, zinc, lead, antimony, aluminum, copper, 
iron, and gold. Its most nonmetallic minerals include coal, 
petroleum, oil shale, phosphate, gypsum, arsenic, lime- 
stone, and fluorite. Extractive industries are consequently 
very important in Kweichow. 

Agriculture. Most of the cultivated area of Kweichow is 
under grain crops, the most important of which is rice. 
Corn (maize) is grown chiefly in eastern Kweichow. Other 
food crops include wheat, barley, sweet potatoes, potatoes, 
oats, and broad beans. Increasingly more of the cultivated 
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area is under industrial crops, of which the most important 

is rapeseed, followed by tobacco, peanuts (groundnuts), 

sugarcane, jute, tea, sugar beets, hemp, and sesame. K wei- 

chow is also known for its production of mao-tai liquor, 
made from wheat and kaoliang. 
Timber and other forestry products are plentiful. Kwei- 

chow ranks among the leading provinces in the production 
of raw lacquer and tung oil. Other important forestry prod- 

ucts include camellia oil, cypress oil, gallnut extract, 
lichens, and various medicinal herbs. 

Industry. Kweichow’s iron and steel industry is based 
on the local supply of raw material and fuel and an ex- 

panding market in southwestern China; machinery manu- 

facturing has also been established, primarily for the 
production of mining machinery, agricultural and irriga- 
tion equipment, steel-rolling machines, and steel-smelting 
and other smelting equipment. With its abundant water re- 

sources, the province has developed numerous small hy- 

droelectric facilities. The local supply of phosphate and 

other raw materials has given rise to a chemical industry 

that produces fertilizers, soda acid, and other chemicals 
and petrochemicals. The textile industry has grown signif- 
icantly, and paper mills are found in several cities. 
Tourism is growing in importance, visitors being drawn to 
the province’s many scenic spots. 

Kuei-yang is the most important industrial centre of the 
province, producing a wide variety of heavy and light in- 
dustrial goods. Other major centres include Tsun-i, which 
has a considerable amount of heavy industry and is also 
the focus of silk textile production, and the municipality of 

Liu-p’an-shui, with its coal-based extractive and other 
heavy industries. 

Transportation. River transportation is of little impor- 
tance in Kweichow due to the presence of reefs and 

rapids, although the Wu River is a prosperous waterway. 
Several of the province’s other rivers are partially naviga- 
ble. Kweichow’s highways are relatively well-developed. 
Since 1958 all counties have been connected by roads, 
the majority of which have all-weather surfaces. Prior to 
the completion of the railway from Kweichow to 
Kwangsi in 1959, the Kweichow-Kwangsi highway was 
the principal freight and passenger route to Kwangtung 
and Kwangsi and to central and east China. Since then, 
railway lines have been extended to Yunnan, Szechwan, 
and Hunan. 

Administration and social conditions. Government. 

Administratively, Kweichow is divided into three prefec- 
ture-level municipalities (ti-chi-shih), three prefectures (t’/- 
chi), and three autonomous prefectures (tzu-chih-chou). 
These are further divided into counties (Hsien), au- 
tonomous counties (¢zu-chih-hsien), and county-level mu- 
nicipalities (hsien-chi-shih). 

Kweichow was in turmoil during the most violent phase 
(1967-69) of the Cultural Revolution. Although Revolu- 
tionary Committees were established in most major cities, 
local military units maintained order and stability. In May 
1971 the Kweichow Provincial Party Committee was 
reestablished, and in 1980-81 the Revolutionary Commit- 
tees were abolished and replaced with People’s Govern- 
ments and People’s Congresses. 
Education. Kweichow has one of the highest rates of il- 

literacy in China, especially among its many minority peo- 
ples. Nonetheless, there are a number of institutions of 
higher learning in the province, including Kweichow Uni- 

versity, Kuei-yang Medical College, Kweichow University 
of Technology, the Kuei-yang Nationalities College (for 
training members of ethnic minority groups), and Kuei- 
yang Chinese Medical College. The province also has some 
200 natural science institutes. 

Health and welfare. Since 1949 great strides have been 
made in public health, although Kweichow lags behind 
most of the rest of China in such areas as life expectancy 
and the eradication of endemic diseases. Several hundred 
health stations, mother-and-child-care centres, and mater- 
nity centres have been established. Health-work teams 
have also been established, and larger numbers of medical 
personnel have been trained and organized. 
Cultural life. The minority peoples in Kweichow are 
among the most artistic and musical in China. The Han 

(Left) Young Miao (Hmong) women embroidering and (right) a Yi 
woman wearing embroidered clothing. Embroidery is one of the folk 
arts of minority peoples in Kweichow Province. 
(Left) Zhou Haorong—xXinhua News Agency, (right) © Leon Lee 

also have a long and mixed cultural background. Various 
types of folk dramas with varying degrees of elaboration, 
some of which are combined with folk dances, are popu- 
lar among different nationalities in different areas. Some 
of the Han folk dramas, hua teng (“flower lantern”) in 

northern Kweichow and fi-hsi (“floor plays”) in southern 

Kweichow, are also popular among the minority groups. 

Buffalo fighting is part of the festival activity over the New 
Year, especially among the Miao, Yao, and Chuang peo- 
ples. The Miao often sing of their revolutionary history 
and heroes, and both the Miao and the Tung folk songs 
are well known. Embroidery and paper cutting are both 
important forms of folk art among all minority peoples. 
The Puyi and Ch’i-lao are particularly known for their 
batik, the Miao and Puyi for their intricate, coloured 
cross-stitch work, and the Miao for their heavy silver 
ornaments. 

HISTORY 

Although the area has been known to the Chinese since 
time immemorial, Kweichow came under large-scale Chi- 
nese influence only since about the period of the Ming dy- 
nasty (1368-1644), when it was made a province. The 
colonization policy of the Ming and Ch’ing dynasties en- 
couraged a large number of Chinese immigrants from 
Hunan, Kiangsi, and Szechwan to move into the eastern, 
northern, and central parts of Kweichow. 
Minority groups, particularly the Miao, rebelled during 

the Ch’ing dynasty (1644-1911/12), when the government 
decided to replace local chiefs by officials appointed by the 
central government. Rebellions and suppressions were so 
common that there was a saying, “a riot every 30 years and 
a major rebellion every 60 years.” In 1726 at the Battle of 
Mount Lei-kung, more than 10,000 Miao were beheaded 
and more than 400,000 starved to death. The Pan-chiang 
Riot of 1797 was said to have been started by the Puyi peo- 
ple, and thousands of them were either burned to death or 
beheaded. The most important popular revolt against the 
central government was one led by Chang Hsiu-mei, a 
Miao, in 1854. He and his followers united with the Tai- 

ping revolutionaries, and the joint army with a centralized 
command that was organized soon controlled eastern and 
southern Kweichow and won numerous victories under 
the Miao leaders Yen Ta-wu and Pa Ta-tu. When the Miao 
were eventually defeated in 1871, however, countless num- 

bers of them were massacred. Another revolt, known as the 

Chien Tung (eastern Kweichow) Incident, occurred be- 
tween 1941 and 1944 as a result of exploitation and sup- 
pression by the warlord Wu T’ing-chang. Bitter struggles 
between the Miao and Wu’s armies went on until 1944. 

(C.-K.L./R.L.Su.) 
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Szechwan (Ssu-ch’uan in Wade-Giles romanization, 
Sichuan in Pinyin) is the second largest province of China, 
both in terms of area and population. Located in the 

Upper Yangtze Valley in the southwestern part of the 
country, it covers an area of 210,800 square miles (546,000 

square kilometres). Szechwan is bordered by Kansu and 

Shensi provinces to the north, Hupeh and Hunan 
provinces and Chungking Municipality to the east, Kwei- 

chow and Yunnan provinces to the south, the Tibet Au- 

tonomous Region to the west, and Tsinghai Province to 
the northwest. The name Szechwan means “Four Streams” 
and refers to the four main tributaries of the Yangtze 
River, which flows through the province. The capital is 
Ch’eng-tu. Szechwan was long the most populous province 
in China until Chungking Municipality was formed out of 
its eastern portion in 1997. 
From economic, political, geographical, and _ historical 

points of view, the heart and nerve centre of Szechwan is 

in the eastern basin area, commonly known as the Szech- 

wan, or Red, Basin. Its mild and humid climate, fertile soil, 
and abundant mineral and forestry resources make it one 
of the most prosperous and economically self-sufficient re- 
gions of China. The area has been seen by some as China 
in a microcosm and is often viewed as a country within a 
country. The Chinese call the basin Tien Fu Chih Kuo, 
which literally means “Heaven on Earth.” 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief’ Szechwan is bordered on all sides by 
lofty highlands. To the north, the Tsinling Mountains ex- 
tend from east to west and attain an elevation between 
11,000 and 13,000 feet (3,300 and 4,000 metres) above sea 
level. The limestone Ta-pa Mountains rise to approxi- 

mately 9,000 feet on the northeast, while the Ta-lou 

Mountains, a lower and less continuous range, with an av- 
erage elevation of 5,000 to 7,000 feet, border the south. To 
the west, the Ta-hsiieh Mountains of the Tibetan border- 
land—rise to an average elevation of 14,500 feet; to the 
east, the rugged Wu Mountains, rising to about 6,500 feet, 
contain the spectacular Yangtze Gorges. 
In general, the relief of the eastern region of the province 

is in sharp contrast to that of the west. The extensive 

Szechwan Basin and its peripheral highlands predominate 
in the east; the land slopes toward the centre of the basin 
from all directions. This basin was a gulf of the China Sea 
in the later Paleozoic Era from 570,000,000 to 225,- 
000,000 years ago; most of it is underlain by soft sand- 
stones and shales that range in colour from red to purple. 

Within the basin, the surface is extremely uneven and 
gives a general appearance of badland topography. Nu- 
merous low, isolated, and rolling hills are interspersed with 
well-defined high ridges, floodplains, valley flats, and 
small, local basins. The most impressive portion of the 
basin’s surface is the Ch’eng-tu Plain—the only large con- 
tinuous tract of relatively flat land in the province. 
The landforms of western Szechwan include a plateau in 

the north and mountains in the south. The northern area 
is part of the edge of the Plateau of Tibet, which consists 
of highlands above 12,000 feet and higher mountain 
ranges. There is also an extensive plateau and some 
swampland. To the south the transverse mountain belt of 
eastern Tibet and western Yunnan Province rises to an av- 
erage of between 9,000 and 10,000 feet. Trending from 
north to south is a series of parallel lofty ranges with nar- 
row divides and canyons more than a mile deep. Mount 
Kung-k’a (Minya Konka) in the Ta-hsiieh range, is the 
highest peak in the province, rising to a height of 24,790 
feet. 
Drainage. Seen from the air, the principal drainage pat- 

tern of the eastern section of the province has the appear- 
ance of a leaf with a network of veins. The Yangtze— 
flowing from west to east—is conspicuous as its midrib, 
and the main north and south tributaries appear as its 
branch veins. Especially important are the Chia-ling and 
Min river systems in the north. The distribution of these 
veins is primarily concentrated in the upper, or northern, 
half of the leaf. 

The four main tributaries of the Yangtze, to which the 

name Szechwan refers, are the Min, T’o, Chia-ling, and 
Fou rivers, which flow from north to south. Most of the 
major streams flow to the south, cutting steep gorges in the 
west or widening their valley floors in the soft sediments of 
the Szechwan Basin; they then empty into the Yangtze be- 
fore it slices its precipitous gorge beginning to the east in 
Chungking Municipality. Within the basin most of the 
rivers are navigable and are heavily used. 
Soils. There are six major soil regions—three in the east 

and three in the west. In the east, they include the highly 
fertile, purple-brown forest soils for which the Red Basin is 
named. This group of soils rapidly absorbs and loses water, 

so that it erodes easily. The other eastern soils consist of 
the noncalcareous alluvium and rice-paddy soils of the 
Ch’eng-tu Plain and other river valleys and the yellow 
earths of the highlands and ridges. The alluvial soils are the 
most important group agriculturally, as they are very fer- 
tile and are formed mainly from the rich black soils washed 

down from the Tibetan borderlands. The yellow earths are 
usually gray-brown in colour, are generally less fertile, and 

are agriculturally unimportant. The three major groups of 
soils in the west are the degenerated chernozem (dark- 
coloured soils containing deep, rich humus) soils of the 
Sung-p’an grassland, the alluvial soils of the numerous val- 
leys, and the podzolized (leached), gray-brown soils of the 
mountain slopes. 

In Szechwan a form of soil erosion known as soil creep has 
developed. On hillsides where the surface slopes are com- 

posed of smooth sandstones, the covering soil gradually 
slides downward under the influence of gravity. In many 
places the thin surface soils have been completely removed, 
leaving only bare rocks. When the surface rock is composed 
of comparatively rougher shales, the soil is less easily moved. 
Climate. The eastern basin area and the lower western 

valleys are sheltered from cold polar air masses by the sur- 
rounding mountains. The climate is therefore milder than 
would be expected and is similar to that of the Yangtze 
Delta region. There are more than 300 frost-free days in 
the eastern basin, and the growing season lasts nearly all 
year round. In the west, the sheltering effect of the moun- 
tains is evident from the contrast between the perennially 
snow-capped peaks and the mild weather prevailing in the 
valleys beneath them. During the summer, in the month of 
July, the mean temperature is about 84° F (29° C) in the 
southeast and less than 68° F (20° C) in most parts of the 
west. During the winter the mean temperature in the west 
decreases northward from 54° F (12° ©) in Hsi-ch’ang to 
18° F (—8° C) in Ch’ien-ning. 
The eastern rainy season begins in April and reaches its 

peak during July and August. Annual rainfall and precipi- 
tation measures about 40 inches (1,000 millimetres) annu- 
ally. The east is noted for its frequent fogs, its many cloudy 
days, the relative absence of wind, and the high relative hu- 
midity. The extent to which the region is overcast is re- 
flected in the saying, “Szechwan dogs bark when they see 
the Sun.” Precipitation is lower in the west than in the east. 
The average total of about 20 inches falls mainly during 
the summer and early autumn, and there is heavy snowfall 
in the mountains during the winter. 
Plant and animal life. There are four major vegetation 
regions—the pine-cypress-banyan-bamboo association of 
the basin area, the dense mixed association of coniferous 
and deciduous trees in the eastern highlands, the grasslands 
of the northwest, and the dense coniferous forests of the 
western highlands. Its great altitudinal differences, low lat- 
itudinal position, diversified topography, and high rainfall 
make the area what has been called a paradise for 
botanists. Extensive forests grow on the upper slopes, and 
rich rhododendrons are found at higher elevations; arid 
vegetation prevails on many canyon floors. 
One of the outstanding features of vegetation of Szechwan 

Province is its division into vertically differentiated zones. 
Cypress, palm, pine, bamboo, tung, and citrus fruit trees 
grow below 2,000 feet, while between 2,000 and 5,000 feet 
there are evergreen forests and oaks. From 5,000 to 8,000 
feet the vegetation is characterized by dense groves of mixed 
coniferous trees. Between 8,500 and 11,500 feet there is a 
subalpine zone of coniferous forest, while above 11,500 feet 
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there are alpine zones of scrub and meadow up to the snow 

line, which occurs at 16,000 feet. One of the unique vege- 

tational features is the presence of the dawn redwood, or 
Metasequoia—a tree previously believed to be extinct. 
Two of the most interesting indigenous animal species are 

the Asiung-mao (lesser panda, or bear cat) and the Jing 
yang (a species of antelope). Both inhabit the highlands of 
western Szechwan, and both have become endangered be- 
cause of habitat destruction. 
Settlement patterns. As one of the most densely popu- 

lated provinces of China, Szechwan may be compared to 
the Yangtze Delta and the North China Plain. The popu- 
lation, however, is unevenly distributed, with most of the 

population concentrated in the eastern part of the 
province. The majority of the population is rural. There 
are comparatively few large villages and nucleated hamlets, 
except for the provincial and prefectural capitals. In the 
hilly regions, farmsteads are scattered through generally 

small and irregular terraced fields. In the Ch’eng-tu Plain 
the larger field units are commonly square or oblong in 
shape, and the farmsteads are surrounded by groves of 
banyan, cypress, mimosa, palm, or bamboo. 

Most urban settlements give the appearance of being 

compactly built. Generally, the houses have only one story. 
There are no yards or sidewalks in front of the houses, 
which abut streets that are narrow and often are paved 

with limestone slabs. One of the outstanding features of 
urban settlement is the concentration of cities on river ter- 
races, notably along the Yangtze River. Because water 
transportation is vital, large cities are always found wher- 
ever two major streams converge. Examples of such cities 
include Lu-chou on the Yangtze and the T’o rivers and Lo- 

shan on the Ta-tu and the Min. The principal disadvantage 
of these urban sites is that their areas are limited by their 
locations, so that development is hindered; the hazards of 
flooding are always a problem. Ch’eng-tu, the provincial 
capital and Szechwan’s largest city, is located in the centre 
of the Ch’eng-tu Plain. 
The people. Szechwan Province has one of the most di- 

versified ranges of ethnic groups in all China, including 
Han (Chinese), Yi, Tibetans, Miao, T’u-chia, Hui (Chinese 
Muslims), and Ch’iang peoples. Most of the Han—who 
comprise the major part of the population—live in the 
basin region of the east. The Yi reside in the Liang-shan-i- 
tsu Autonomous Prefecture of the southwest, while the Ti- 
betans are distributed in the plateau region of the west. The 
Miao live in the mountains of the southwest near Kwei- 
chow and Yunnan provinces. The Hui are concentrated in 

the Sung-p’an grassland of the northwest and are also scat- 
tered in a number of districts in the east. The Ch’iang are 
concentrated in the Mao-wen area on both banks of the 
Min River. 
The majority of the non-Han ethnic groups are fiercely 

independent and have maintained their traditional way of 
life. In most cases, they practice a mixture of agriculture, 
animal husbandry, and hunting. Among the Han there has 
been an influx of people from various neighbouring 
provinces, particularly from Hupeh and Shensi. This im- 
migration was especially intensified in the early part of the 
18th century, as a result of the massacre of the people of 
Szechwan by a local warlord. The immigrants brought with 
them agricultural techniques that are reflected in the het- 
erogeneity of present cultivation patterns. 
There are three major linguistic groups: the Han, who 

speak Southern Mandarin; the Tibeto-Burman group, in- 
cluding the Tibetans and the Yi; and the Hui, who speak 
Southern Mandarin but use Turkish or Arabic in their re- 
ligious services. The Han practice a mixture of Confucian- 
ism, Buddhism, and Taoism. They do not maintain rigid 
boundaries in religious belief. The Tibetans follow their 
own form of Buddhism. Many people in the northwest 
profess Islam, while some hill tribes of the southwest may 
be classified as animistic. 
The economy. The loss of Chungking’s considerable 
economic resources in 1997 was a blow to Szechwan’s 
economy. Nonetheless, Szechwan—with a varied mix of 
agriculture, forestry, mining, and diversified industry—has 
one of the strongest provincial economies in the country. 

It occupies an important position along the upper reaches 
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of the Yangtze, and the Szechwan Basin is well-endowed 

with natural resources and a large workforce. 

Resources. Mineral deposits are abundant and varied. 
They include both metallic and nonmetallic deposits, such 
as iron, copper, aluminum, platinum, nickel, cobalt, lead 

and zinc, salt, coal, petroleum, antimony, phosphorus, as- 

bestos, and marble. The production of brine salt is the 

most extensive mining activity. Petroleum and natural gas 

are often located together and are widely spread through- 

out the province, especially in the Tzu-kung area. Natural 
gas has been used for centuries in the production of brine 
salt. Most coalfields are located in the eastern and south- 
ern mountain areas. The most important iron deposits are 

along the southern and western plateau areas; those of the 
western sector are of high-quality titaniferous magnetite as- 
sociated with vanadium. Some placer gold is panned along 
the Chin-sha (“Gold Sand”) River. Other valuable miner- 
als include tin and sulfur. 
Agriculture. Most of the population of the province earn 

their livelihood from agriculture, and most of the provin- 
cial exports are agricultural products. Cultivation is char- 

acterized by the diversity of crops, intensive land use, the 
extensive practice of terracing, irrigation, the cultivation of 
tsai-sheng-tao (or “rebirth” rice), and the special methods 
of soil culture, fertilization, composting, and crop rotation. 
The basin area of eastern Szechwan is extensively terraced 

and is often known as a “land of 1,000,000 steps.” The ter- 
races are of varying dimensions, commonly long narrow 
strips of land that frequently have rather steep slopes. They 
are easy to construct because the bedrock is soft and 
weathers easily. Even 45-degree slopes have tiny steps of 

terraced land. Irrigation is widely practiced in the terraced 

fields, and numerous methods and devices are employed. 

Among the most spectacular is the Tu Chiang-yen system 
D.E. Cox—CLICK/Chicago 
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Footbridge over a channel in the Tu Chiang-yen irrigation 
system on the Ch’eng-tu Plain, Szechwan Province. 

of the Ch’eng-tu Plain, which captures the torrential flow 
of the Min River and guides it through an artificial multi- 
plication of channels into numerous distributaries along 
the gently graded plain. Annual dredging keeps the river 
level constant. The system is not only the oldest but also 
the most successful and easily maintained irrigation system 
in China. It has freed the plain from the hazard of floods 
and droughts and ensured the agricultural prosperity of the 
basin. A special landscape feature of the eastern basin is the 
tung-shui-t’ien (literally “winter water-storage field”) sys- 
tem, in which large tracts of terraced fields are left fallow 
during the winter season and are used for the storage of 
water that is needed in the paddy fields in the spring; from 
the air they resemble a mosaic of broken mirrors. 
Crops range from those of subtropical climates to those of 

the cool temperate zone. Although Szechwan is generally 
classified as a rice region, it is also a leading producer of 
such crops as corn (maize), sweet potatoes, wheat, rape- 
seed, kaoliang (a variety of grain sorghum), barley, soy- 
beans, millet, and hemp and other fibre crops. Tropical 
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fruits—such as litchi and citrus—grow together with the 
apples and pears of cool temperate climates. Other princi- 

pal cash crops include sugarcane, peanuts (groundnuts), 

cotton, tobacco, silkworm cocoons, and tea. 

Szechwan leads the nation in the total number of its cat- 

tle and pigs. It is the only region in China in which both 
water buffalo of South China and oxen of North China are 

found together. Pig bristles from Szechwan have been an 

important item of foreign trade for years. About half of the 

inhabitants of the west are pastoral. Their animals include 

cattle, sheep, horses, donkeys, and yaks. 
Forestry. Szechwan is second only to China’s Northeast 

as a lumber region. Valuable forests are located on the pe- 

ripheral highlands that surround the basin area and on the 
numerous hills within the basin. Western Szechwan still 

has much of its original forest cover. The most important 

products from the forests are tung oil, white wax, and var- 

ious kinds of herbs. 

Industry. Szechwan has undergone considerable indus- 

trial development since the 1950s, and it has become the 

most industrialized province of southwestern China. The 

most important industries include iron and copper smelt- 

ing, the production of machinery and electric power, coal 
mining, petroleum refining, and the manufacture and pro- 

cessing of chemicals, textiles, and food. Ch’eng-tu is the 
principal industrial centre; other large industrial cities in 

the province include Le-shan, Mien-yang, P’an-chih-hua, 
and Te-yang. Szechwan is also known for its cottage in- 
dustries; it has a long history of silk production. Other 

products include handwoven cloth, embroidery, porcelain, 

carved stone, and silver and copper items. Tourism is in- 
creasingly important, notably at Mount E-mei and its Le- 
shan Giant Buddha. 

Transportation. Among the problems facing the 
province, none is more important and more acute than 

that of transportation. For centuries, travel into or out of 

the province has been extremely difficult; the main en- 
trances to it were the dangerous Yangtze Gorges to the east 

of Chungking, a treacherous plank road across the moun- 
tains in the north, and the deep canyons and swift currents 
of the Ta-tu and Chin-sha rivers in the west. Since the 
1950s great efforts have been made to improve transporta- 

tion. The Yangtze has been made navigable, railways have 
been built across the northern mountains, and steel bridges 
have been constructed over rivers in the west. 
Water routes are the most important means of transporta- 

tion. Of the approximately 300 streams in the province, the 
Yangtze River is the most significant, traversing the entire 
width of the basin from the southwest to the northeast. It is 
the spinal cord of the river transportation system. In the 

west, water transport is difficult and limited except for the 
lower reaches of the An-ning and Ta-tu rivers. 
Railways are important for the transport of bulky prod- 

ucts. Since the 1950s railway construction has included the 
Ch’eng-tu-Pao-chi railroad—the first to cross the Tsinling 
range—which connects with the principal east-west Lung- 
hai Railway and thus links Szechwan to both northwest 
and coastal China; and the Ch’eng-tu-Chungking railroad, 
which links the Ch’eng-tu Plain with the Yangtze River. 
To the south, railways connect Szechwan with Yunnan 
and Kewichou. 

The deeply dissected terrain and the easily weathered rock 
structures of the province have made the construction and 
maintenance of highways costly and hazardous because of 
the constant threat of landslides, the presence of numerous 
steep slopes and hairpin turns, and the need to construct 
many solid embankments. Ch’eng-tu is the principal high- 
way centre. Major highway routes connect with bordering 
provinces in the north, Hupeh in the east, Kweichow and 

Yunnan in the south, and Tibet in the west. Express high- 
ways linking Ch’eng-tu with Chungking and other cities 
now play an important role in the province’s daily traffic. 
The province’s first commercial air service began in 1937. 

Since then, commercial flying has grown steadily. Ch’eng- 
tu is the principal air transportation centre. 
Administration and social conditions. Government. In 
1955, former Sikang Province at the edge of the Plateau of 
Tibet was incorporated into Szechwan Province, doubling 
its area. In 1997, the eastern part of the province, with 

Chungking at its centre, was upgraded to become the coun- 
try’s fourth province-level municipality administered direct- 

ly by the central government. The province is now divided 
into 18 prefecture-level municipalities (ti-chi-shih) and three 

autonomous prefectures (tzu-chih-chou) and is further di- 
vided into counties (Asien), autonomous counties (tzu-chih- 

hsien), and county-level municipalities (Asien-chi-shih). 

They are the most important administrative units because it 

is through them that the government exercises control. 

The autonomous prefectures are the A-pa Tibetan Au- 

tonomous Prefecture, with its headquarters at Ma-erh- 

k’ang; the Kan-tzu Tibetan Autonomous Prefecture, with 

its capital at K’ang-ting; and the Liang-shan-i-tsu Au- 
tonomous Prefecture, with its capital at Hsi-ch’ang. As a 
rule, the autonomous prefectures represent little more than 

a symbolic cultural indulgence of local minorities. The ac- 
tual control of the units is exercised by the central govern- 
ment at Ch’eng-tu. The ethnic groups, however, enjoy their 
own mode of life and preserve their language and cultural 
traditions with a minimum of interference by the Han- 
controlled provincial government. 
Szechwan Province was a leader in the economic reform 
movement that began in the late 1970s, introducing inno- 
vative policies such as the one that linked farmers’ incomes 
to actual output. Three counties in the province became 
the first areas to dissolve communes, a practice that soon 
spread nationwide. 

Education. Szechwan has many research centres and in- 
stitutions of higher education, some of which are “key” 
schools for training China’s most talented students. These 
are Szechwan University (created from the merger of the 

university with Ch’eng-tu University of Science and Tech- 
nology and the West China University of Medical Science), 
the University of Electronic Science and Technology of 
China, and the Southwest China Chiao-t’ung University. 
Health and welfare. The warm and wet climate of most 

of the province makes respiratory ailments a major health 
problem. Because of the severe pressure of the people on 
the land, the farmers of Szechwan must work extremely 
hard to eke out a living. The farmers of the Ch’eng-tu Plain 
are the most prosperous and have the highest standard of 
living. Rural life is harder in the hills surrounding the 
basin, and the standard of living is considerably lower in 
the west, where pastoral activities predominate. In the 

western mountains, many of the people migrate seasonally 
from the lowlands to the highlands in search of pasturage. 
Cultural life. Ch’eng-tu has always played a vital role in 

the cultural and intellectual life of Szechwan. The city is a 
haven for intellectuals and scholars, and—with its heavy 
traffic, rich nightlife, and luxurious surroundings—is 
sometimes called the “Little Paris” of China. 
The unique form of architecture of the eastern basin is 

characterized by projecting eaves, gracefully curved roofs, 
and rich, elaborate roof ornaments. Because there is little 
wind and practically no snow in the basin, these fragile and 
extraordinarily beautiful structures and decorations can 
safely be constructed. The frequent misty rains make it 
necessary to project the roof eaves over the walls to protect 
them from the rain. 

HISTORY 

Apart from the Upper Huang Ho (Yellow River) Valley 

provinces, Szechwan was the first area of China to be set- 
tled by the Han. The first organized Han migration took 
place in the 5th century Bc. Szechwan was known as the 
Shu Pa territory during the Chou dynasty (1111-255 Bc). 
During the Ch’in dynasty (221-206 Bc) the territory was in- 
corporated within the Ch’in Empire and began to assume 
considerable importance in China’s national life. It was at 
this time that the Tu Chiang-yen irrigation system was 
built. In the time of the San-kuo (Three Kingdoms; AD 

220-280) the Szechwan region constituted the Shu king- 
dom. From the end of this period until the 10th century, 
Szechwan was known by various names and administered 
through various political subdivisions. During the Sung dy- 
nasty (AD 960-1279) it was known as Szechwan Lu (Sze- 
chwan Province). Szechwan was established as a province 
during the Ch’ing, or Manchu, dynasty (1644-1911/12). 
During the early years of the Chinese republic (1911- 
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30) Szechwan suffered seriously from the feudal warlord 
system; at one time it was divided into as many as 
17 independent military units, and not until 1935 was 
it unified under the Nationalist government. During the 
Sino-Japanese War of 1937-45 there was a great influx 
of people and new ideas from coastal China, which re- 
sulted in extensive economic development. Many factories 
and trading posts were moved from the coastal area into 
Szechwan, and a number of industrial centres were estab- 
lished, especially in Chungking and at Ch’eng-tu. 
Because of its geographic isolation, inaccessibility, ex- 

tensive area, large population, and virtual economic self- 
sufficiency, Szechwan has served periodically as a bastion 
in its own night. The area is easily defensible, and geogra- 
phy has encouraged political separatism. During the war 
with Japan, the province was the seat of the Nationalist 
government from 1938 to 1945; the Japanese were never 

able to penetrate the area. (C.Hu./Y.-G.G.H./R.L.Su./Ed.) 

Yunnan 

Yunnan (Yun-nan in Wade-Giles romanization, Yunnan 
in Pinyin), the fourth largest province of China, is a moun- 
tain and plateau region on China’s southwestern frontier. 
It is bounded by the Tibet Autonomous Region on the 
northwest, Szechwan on the north, and the Chuang Au- 

tonomous Region of Kwangsi and Kweichow Province on 
the east. To the south and southeast it adjoins Laos and 
Vietnam, and to the west it borders Burma for 600 miles 
(950 kilometres). The area of Yunnan is 152,100 square 
miles (394,000 square kilometres). The provincial capital 
is K’un-ming. 
The name Yunnan has been in use since the region was 

made a province under the Yuan (Mongol) dynasty (1206- 
1368). Literally meaning “Cloudy South,” it denotes the 
location as south of the Yiin-ling (“Cloudy Mountain”) 
Range. Although richly endowed with natural resources, 
Yunnan remained an underdeveloped region until recent 
times; and for centuries the ethnic, religious, and political 
separatism of the province posed obstacles to the efforts of 
a central government to control it. Although the province 
remains relatively underdeveloped and isolated, its eco- 
nomic, political, and cultural integration into the Chinese 
nation essentially is complete. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief and drainage.Yunnan’s topography is 
determined by a series of high mountain chains that, 
starting close together from the Tibetan border, branch 
out southeastward across the province in fanlike fashion. 
Running roughly northwest to southeast, these high ranges 
are, from west to east, the Kao-li-kung, the Nu, and the 
Yun-ling. Branching farther out from the Yiin-ling are 
some secondary ranges—the Wu-liang and the Ai-lao in 
the central south area, the Liu-chao in the southeast, and 
the Wu-meng in the northeast. 
The province consists of two distinct regions separated 

by the Ai-lao Mountains—the canyon region to the west 
of it and the plateau region to the east. In the canyon 
region the great mountains descend from an altitude of 
more than 18,000 feet (5,500 metres) above sea level in 
the north to 6,000 feet in the south. Flowing through the 
deep, V-shaped valleys between these mountains are the 
major rivers of the province: the Salween (Nu), flowing 
between the Kao-li-kung and Nu mountains; the Mekong 
(Lan-ts’ang), between the Nu and Yiin-ling ranges; and 
the Black (Li-hsien), between the Wu-liang and Ai-lao 

mountains. The towering height of the mountains in the 
north is such that valley floors lie at heights averaging 
4,000 to 5,000 feet below the mountaintops. The river 

currents, too swift for navigation, represent an enormous 
potential for hydroelectric power. In the southern part of 
the canyon region the mountains are much lower and the 
valleys more open, with many upland plains and fertile 
irrigated fields. 
The eastern plateau region, stretching from the Ai-lao 

Mountains to the Kweichow-Kwangsi border, is separated 
from Szechwan by the Chin-sha (Yangtze) River. Streams 
on the western fringe of the plateau drain into the Red 
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(Yuan) River, which flows along the eastern slope of the 
Ai-lao Mountains to enter the Gulf of Tonkin via Vietnam. 
The water of the central and eastern parts of the plateau 
drains into the Nan-p’an River, which is a headstream of 
the Hsi River of Kwangsi and Kwangtung. In the north 
and northeast of the plateau P’u-tu Lake and the Niu-lan 

and Heng rivers drain northward at right angles into the 
Chin-sha. The elevation of the entire plateau varies from 
7,000 feet at its western end to 4,500 feet on the Kweichow 

border, where intermontane basins provide large stretches 
of level country suited for agriculture. Yunnan has more 
lakes than most Chinese provinces, many of them formed 
when grabens (large areas that dropped along fault lines) 

filled with water. Tien Lake in K’un-ming and Erh Lake 
in Ta-li are among the lakes of great beauty. 
Climate. Despite its tropical latitude, the eastern plateau 

region is noted for its moderate temperatures. Because of 
the high elevation, summers are cool and winters are mild. 
The June-July temperature averages 71° F (22° C), and 

the December—January temperature averages 48° F (9° 
C). The farmers enjoy a growing season of 10 months. In 

Peter Carmichael—Aspect Picture Library, London 

Junk on Tien Lake at K’un-ming, Yunnan Province. 

the western canyon region the high mountains and deep 
valleys create vertical climatic zones. Sultry heat with high 
humidity dominates the bottom of the valleys, a temperate 

zone prevails at 6,000 to 11,000 feet, and freezing winds 
envelop the top of the mountains. Yunnan, under the in- 
fluence of rain-bearing monsoon winds blowing from both 
the Pacific and Indian oceans, enjoys good rainfall. The 
bulk of rain falls during the months from May through 
October, the rain being heavier in the western canyon 
region than in the eastern plateau region. Average annual 
rainfall in K’un-ming is about 49 inches (1,245 millime- 
tres), whereas in T’eng-ch’ung it is about 58 inches. 
Plant and animal life. In the western canyon region, 

pine and other coniferous trees thrive up to 6,000 
feet above sea level. Here are located some of China’s 
largest timber reserves, covering nearly one-quarter of the 
province. From 6,000 to 11,000 feet above sea level, 
shrubs of the azalea and rhododendron family carpet the 
hills. The gorgeous colours of azaleas, camellias, roses, and 

fairy primroses make the mountain meadow country a 
gigantic botanical garden. At 11,000 to 15,000 feet above 
sea level, fir, bamboo, dwarf juniper, and flowering herbs 
grow on mountain podzolic (bleached) soil. 
A wide variety of domesticated animals are kept in both 

the western canyon region and the eastern plateau region. 
In the tropical forests of the south, monkeys, bears, ele- 
phants, and porcupines are found in large numbers. 
Settlement patterns. Approximately one-tenth of Yun- 

nan’s population is urban; the rest is rural. Following the 
development of industries in recent years, urban growth 
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has been marked by the emergence of medium-sized cities 
rather than giant metropolitan complexes. The only ex- 
ception to this is K’un-ming, the provincial capital, which 
experienced significant growth due to rapid industrial de- 
velopment. Other important cities include Ko-chiu, the 
“tin capital”; Tung-ch’uan, centre of the copper industry; 
Hsia-kuan, the junction of highways to Tibet and Burma; 
and Lu-hsi, near the border with Burma. 
The people. Yunnan’s population is noted for the great 

complexity of its ethnolinguistic groups. Out of the total 
population, the Han (Chinese) form the bulk of both the 
city and the agricultural population on the plains and 
valleys devoted to rice cultivation. Descendants of the 
conquering armies and immigrants who arrived through 
the centuries, they have both pushed back the non-Han 
peoples and intermarried with them. There is a large 
number of Hui (Chinese Muslims), the descendants of the 

Muslim immigrants sent in to help rule the province after 
the 13th century. The non-Han population of Yunnan 
remains substantial; it comprises more than 20 recognized 
nationalities and numerous other minority peoples, ac- 
counting for nearly one-third of Yunnan’s population. In 
distribution, these groups are highly intermixed; not one 
county is inhabited by a single nationality. 
The Yi are the largest minority group in the province. 

Once rulers of large parts of Yunnan, the Yi are a 
hill people with subsistence agriculture and proud war- 
rior traditions. Linguistically, they belong to the Tibeto- 
Burman group. Second largest in population are the Pai 
in northwestern Yunnan. Long Sinicized, the Pai are rice 

cultivators who are among the original inhabitants of 
the region. Other peoples in the Tibeto-Burman linguistic 
family are the Hani, Lisu, and Lahu of the Yi subgroup; 
the Nasi (Na-hsi), who are a branch of the Hsi-fan sub- 
group; the Tibetans, who inhabit the far northwest corner 
of the province and practice Tibetan Buddhism; and the 
Ching-p’o, who speak the same language as the Kachin of 
upper Burma. 

A second major linguistic family represented in Yunnan 
is the Tai group. Most of the Tai peoples inhabit the 
semitropical lowlands, raise paddy rice, and practice Bud- 
dhism; they are ethnically related to the Shan tribes of 
Burma and the Thai (Siamese) of Thailand. Another im- 
portant linguistic group is the Mon-Khmer, represented by 
the Wa, former headhunters who inhabit several counties 
along the border with Burma. The smaller Pu-lang and 
Peng-lung tribes also speak a Mon-Khmer language. The 
Miao and Yao peoples of southeastern Yunnan make up 
a separate linguistic group; they are hill dwellers whose 
traditional slash-and-burn method of clearing land for 
cultivation has been replaced by more sedentary farming 
practices. Descended from the aborigines of neighbouring 
Kweichow, the Miao until recently had no written lan- 
guage. Finally, a significant number of Chuang inhabit the 
southeastern part of Yunnan, adjacent to Kwangsi. 
The economy. Resources. The province has one of the 

world’s largest tin deposits, and the leading industry is 
tin mining. It is mined in the southeastern part of the 
province. In prewar years, China exported a major portion 
of the tin mined there, but now despite increased produc- 
tion, most goes to satisfy an increased domestic demand. 
Tin resources have been augmented by the discovery of 
additional deposits. Yunnan is also a large producer of 
copper, which is mined chiefly in the Hui-tse region. The 
copper industry in Hui-tse, which supplied most of the 
metal for minting coins in the Ch’ing (Manchu) dynasty 
(1644-1911/12), has been in the process of modernization 

and expansion. This has led to the creation of a special 
municipality at Tung-ch’uan, just south of Hui-tse. Tung- 
ch’uan is also the centre of lead and zinc mining. 
Yunnan has moderate deposits of coal and iron, but thus 

far, no oil has been discovered. Other mineral products 
include antimony, tungsten, mercury, phosphorus, silver, 
placer gold, cinnabar (the ore of mercury), and manganese. 
Tungsten and phosphorus are mined near K’un-ming. 
Gypsum, sulfur, fluorite, arsenic, alum, and asbestos also 
exist in large quantities. Deposits of bauxite provide the 
basis for an aluminum industry. Marble quarried at Ta-li 
is eagerly sought, both as building material and as material 

for interior decoration. The saltpetre extracted from the 
rock salt mined at K’un-ming is used to make fertilizers, 
explosives, and food preservatives. 
Agriculture. Red soil of various ages covers both the 

eastern and western regions of Yunnan. Although only 
about 6 percent of Yunnan’s land is arable, the wide 
climatic variations assure the province a variety of crops. 
Rice is by far the basic food grain raised in Yunnan. In the 
upland plains, in the open valleys, and on the terraced hill- 
sides, rice is the principal summer crop, with corn (maize) 
an important secondary crop. Other summer crops in the 
rice regions include sweet potatoes, vegetables, sugarcane, 
and tea. Winter crops in the rice regions include wheat, 
barley, beans, peas, and rapeseed. Among the hill peoples, 
corn, barley, and wheat are raised in summer in drier 
fields. Peaches, persimmons, walnuts, and chestnuts are 

also produced locally. In the extreme south, especially in 
the low-lying valleys, such produce as bananas, coconuts, 
and coffee is gown. Yunnan is one of China’s major pro- 
ducers of tobacco; other industrial crops include cotton 
and hemp. The western canyon region holds enormous 
timber reserves and produces some tung oil. Livestock 
raised in Yunnan include water buffalo, ponies, mules, 
cattle, sheep, goats, and pigs. Ham from the city of Hsiian- 
wel is celebrated as a gourmet’s delight. 
Industry. Manufacturing industries using traditional 

techniques produce paper, sugar, leather, hemp, native 
cloth, woolen yarn, and rugs. These traditional industries 

are vital to the province’s economy because peasant pur- 
chasing power has increased faster than modern industry 
has been developed to provide items for purchase. Profiting 
from the government’s policy of locating new industries 
in interior provinces with large natural resources, Yun- 
nan has experienced great industrial growth. The K’un- 
ming region is a giant industrial complex, consisting of 
steelworks, iron- and copper-smelting facilities, and plants 
for manufacturing fertilizers, trucks, industrial chemicals, 
optical instruments, textiles, and precessed foods. 
Transportation. Because of its rugged and broken ter- 

rain, Yunnan has long suffered from poor communica- 
tions. Until World War II the only rail link with the 
outside world was the French-built railroad from K’un- 
ming to Hanoi and Haiphong in Vietnam. Since the mid- 
1950s, railroads have been built to link K’un-ming with 

both Kweichow and Szechwan and thus to other parts of 
China. 
It is in the development of highways that Yunnan has 

made the fastest progress, opening links with neighbour- 
ing provinces and achieving a balanced network within 
the province. K’un-ming, Hsia-kuan, and P’u-erh (to the 
southwest) form the triangular axis of Yunnan’s road sys- 
tem, from which radiate numerous highways. The most 
famous of these routes is the Burma Road, running from 

Hsia-kuan to Lashio in Burma. The vigorous road-devel- 
opment program has produced significant effects. Travel 
and trade with Kweichow, Kwangsi, and Szechwan have 
increased, and the close links with Tibet and Sinkiang 
have proved their strategic value. But most important has 
been the momentum for development and modernization 
in the remote regions inhabited by non-Han peoples. The 
slow transport of goods on men’s backs or by pack animal 
is relied upon in the more isolated areas; but truck trans- 
port reaches most villages, making available large quanti- 
ties of modern tools, fertilizers, and daily necessities to the 
farmers, while making it possible to ship farm products to 
near or distant markets where they can be sold to the best 
advantage of the producers. 
Most of the rivers in Yunnan are unnavigable, except 

for short distances or in broken stretches. Steam launches 
ply between towns on the shores of Erh Lake, but they 
cannot sail beyond there to connect with other waterways. 
Aviation, however, has added an important dimension to 
transportation in Yunnan. K’un-ming is the hub of both 
domestic and international services of the Civil Aviation 
Administration of China (CAAC), China’s national airline. 
Administration and social conditions. Government. Like 

those of the other provinces, Yunnan’s administrative di- 
visions are hierarchically organized. Immediately below 
the province, there are two prefecture-level municipalities 
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(shih), seven prefectures (ti-ch'ti), and eight autonomous 
prefectures (tzu-chih-chou), designated for various minor- 
ity nationalities. At the next lower level there are munici- 
palities (shih), counties (Asien), and autonomous counties 
(tzu-chih-hsien). The lowest political units are the villages 
and towns. At all levels, People’s Congresses are the organs 

of government authority. The executive functions of gov- 
ernment are performed by the People’s Councils elected 

at each level by their respective People’s Congresses. The 
Chinese Communist Party (CCP), with its own congresses 

and committees at every level, exercises a controlling 
power over this system of government. 
The large number of autonomous districts and au- 

tonomous counties reflects the government’s intent to 
end the traditional antagonism between Han and non- 
Han peoples. The policy seeks to preserve the language, 
customs, and cultural traditions of the minority peoples 
and to afford equal opportunity to all racial groups. Ade- 
quate representation of the nationalities on every level of 
government is a prerequisite. At the same time, the goy- 
ernment is determined that the minorities should undergo 
the same socialist transformation as the Han majority. 
Education. Besides the regular school system, spare- 

time schools of all types bring adult education to farms, 
factories, offices, and other places. Evening classes or off- 
work study sessions enable working people to go to school 
without leaving their jobs. The movement to upgrade the 
education of adults complements the campaign against 
illiteracy. A basic Chinese vocabulary in simplified strokes 
is taught to millions of illiterate people in short but inten- 
sive courses. For the minority peoples an effort is made 
to spread the knowledge of their own written language if 
one exists. Nonetheless, Yunnan’s illiteracy rate is second 
only to that of Tibet, largely due to inadequate education 
among ethnic minorities. 
In higher education, Yunnan has one “key school”— 
Yunnan University in K’un-ming. There is also a grow- 
ing number of technical schools, among which the most 
prominent are the Yunnan College of Forestry, Yunnan 
Agricultural University, Yunnan Academy of Agricultural 
Science, K’un-ming Medical Colleges No. 1 and No. 2, 
Yunnan College of Traditional Chinese Medicine, and 
K’un-ming Institute of Technology. Other notable estab- 
lishments of learning are the K’un-ming branch of the 
Academia Sinica (Chinese Academy of Sciences), the Feng- 
huang-shan Astronomical Observatory, and the Yunnan 
Provincial Library. 
Health and welfare. Since 1949 Yunnan has made giant 

strides in sanitation and public hygiene. Such previously 
widespread diseases as trachoma (a contagious eye dis- 
ease), smallpox, malaria, measles, snail fever, and bubonic 

plague have been brought under control. Iodization of 
water has put an end to the high incidence of goitre. In 
curative medicine, improvements have been slow. Clinics 
providing free medical care are available in all the counties, 
but modern hospitals are found only in the major cities. 
There is an expanding demand for larger medical staff, 
more hospital beds, and more modern equipment. The 
government has been promoting a massive movement to 
expand cooperative medical service and to collect local 
medicinal herbs. 
A minimum of social welfare is available to the people. 

Local work-unit welfare funds provide care for the sick, 

the disabled, the aged, and victims of drought or flood. 
For industrial workers there are measures for accident pre- 
vention and insurance programs that provide for hospital 
treatment, sick leave, disability compensation, maternity 
leave, old-age benefits, and death benefits. The govern- 
ment has been steadily improving the housing situation 
and expanding recreational facilities, including hot springs, 
swimming pools, cinemas, and theatres. 
Cultural life. Yunnan’s cultural life is one of strik- 

ing contrasts. Archaeologists have discovered sepulchral 
mounds containing magnificent bronzes at Chin-ning, 
south of K’un-ming, dating to the Han dynasty (206 Bc- 
AD 220). At Chao-t’ung, in the northeastern part of the 
province, frescoes belonging to the Tung (Eastern) Chin 
dynasty (AD 317-420) also have been uncovered. Other 
historical landmarks of Chinese culture in subsequent ages 
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abound. Yet the roots of the tribal life of the non-Han 
peoples remained untouched until the mid-20th century. 
Although the CCP abolished some minority practices, 
such as Yi slaveholding and Wa headhunting, the post- 
Mao Zedong policy for the liberalization of nationalities 
permitted many local customs and festivals to flourish 
again. In contrast to the period of the Cultural Revolution 
(1966-76), when minority culture and religious practices 
were repressed, Yunnan has come to tolerate and even 

celebrate its cultural diversity. 

HISTORY 

In classical antiquity, Yunnan was inhabited by aboriginal 
tribes that were beyond the reach of Chinese civilization 
though they acknowledged Chinese suzerainty under the 
Ch’in (221-206 Bc) and Han (206 Bc—AD 220) dynasties. 
Governmental power rested with tribal chiefs, and Chinese 
settlers penetrated only the eastern parts of the province. 

Under the T’ang dynasty (AD 618-907) a Tai kingdom, 
known as Nanchao, flourished in the Ta-li region. First 
sanctioned as a bulwark against Tibetan incursions, Nan- 
chao eventually threatened Chinese power, which declined 
during the period of the Wu-tai (Five Dynasties; 907-960) 
and the Sung dynasty (960-1279). 
This state of affairs came to an end during the Yuan 

dynasty (1206-1368). The Mongols destroyed Nanchao in 
1253, and, having named the area Yunnan, they made it 
a province of the Yuan Empire. Marco Polo visited the 
region in the latter part of the 13th century. To resettle the 
region, which had been depopulated by warfare, the gov- 
ernor brought in large numbers of Hui (Chinese Muslims) 
from northwestern China. Thus, the Mongol conquest 
drew Yunnan into the orbit of Chinese affairs but failed 
to reduce local interracial tension between Han and non- 
Han minorities. 
Ming dynasty rulers (1368-1644), seeking to tighten their 

control over the province, used military units to promote 
the migration of the Chinese people from the Yangtze 
Valley to Yunnan. The province was governed through 
a system of hereditary t’u-ssu; that is, local leaders serv- 
ing as agents of the Chinese magistrates. This policy of 
indirect rule was continued under the Ch’ing dynasty 
(1644-1911/12) and the republic (1911-49), when efforts 
to bring the province more thoroughly under the control 
of the central government were undertaken, with varying 
degrees of success. 
Regional separatism coupled with ethnic and religious 

differences made Yunnan a frequent scene of strife. In 
1674-78, Wu San-kuei, originally sent by the Ch’ing gov- 
ernment to crush opposition in Yunnan, used the province 
as a base for rebellion against the Ch’ing government. 
In 1855-73 Muslims, led by Tu Wen-hsiu (alias Sultan 
Sulayman), who obtained arms from the British authori- 

ties in Burma, staged the Panthay Rebellion, which was 

crushed with great cruelty by the Chinese Imperial troops, 
aided by arms from the French authorities in Tonkin. 
In 1915 Ts’ai Ao, onetime governor of the province, 

launched his drive in Yunnan to defeat the monarchist 
movement of Yuan Shih-k’ai, the president of the repub- 
lic, who attempted to make himself emperor of China. 
Then, spanning the.decades between World Wars I and 
II, the warlords T’ang Chi-yao and Lung Yin ruled the 
province as a satrapy, keeping it beyond the control of 
the central government, fostering cultivation of the opium 
poppy, and inflicting great suffering on the people by the 
collection of high taxes. 
During the 19th century Yunnan fell victim to British 

and French imperialism. Already established in Vietnam, 
France regarded Yunnan as its sphere of influence and 
built the Hanoi-K’un-ming railway at the turn of the 
century to exploit the resources of the province. In 1910 

the British, then established in Burma, induced the ¢’u-ssu 
of P’ien-ma (Hpimau) to defect from the central Chinese 
government and occupied his territory in northwestern 
Yunnan. Britain also forced China to give up a tract of 
territory in what is now the Kachin State of Burma (1926- 
27), as well as the territory in the Wa states (1940). 

The war against Japan (1937-45) brought progress and 
modernization to Yunnan, as the Nationalist govern- 
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ment developed the province into a war base against the 

Japanese. Factories, universities, and government agencies 
were transplanted there from the coastal regions, and fresh 
manpower, capital, and ideas poured into the province. 

Industries were established, and efforts were made by the 
government to develop the resources of the region. The 
Burma Road made Yunnan the corridor through which 
supplies flowed to Allied war bases in all parts of China, 
and K’un-ming became a major U.S. Air Force base. A 

major advance by the Japanese Army along the upper 
Salween River in 1944 was halted at the city of T’eng- 
ch’ung, indicating the vital role that Yunnan played in the 
nation’s defense. A decade of war forced Yunnan out of 
its stagnation, while its strategic location made it possible 
to instill the ideal of national unification in place of sepa- 
ratism; and the process of modernization was accelerated 
after the establishment of the People’s Republic in 1949. 

(P.-c.K./R.L.Su./Ed.) 

WESTERN CHINA 

Tibet Autonomous Region 

Tibet, one of the autonomous regions (tzu-chih-ch’ti) of 
China, is often called “the roof of the world.” It occupies 
about 471,700 square miles (1,221,600 square kilometres) 
of the plateaus and mountains of Central Asia, including 
Mount Everest (Chu-mu-lang-ma Feng). It is bordered by 
the Chinese provinces of Tsinghai to the northeast, Sze- 
chwan to the east, and Yunnan to the southeast; Myan- 

mar (Burma), India, Bhutan, and Nepal to the south; the 
disputed territory of Jammu and Kashmir to the west; 
and the Uighur Autonomous Region of Sinkiang to the 
northwest. Lhasa is the capital city. 
The Tibetan name for the region is Bod, and the Wade- 

Giles transliteration from Chinese is Hsi-tsang (Xizang 
in Pinyin). The name Tibet is derived from the Mongo- 
lian Thubet, the Chinese Tufan, the Tai Thibet, and the 
Arabic Tubbat. 
Before the 1950s Tibet was a unique entity that sought 

isolation from the rest of the world. It constituted a cul- 
tural and religious whole, marked by the Tibetan language 
and Tibetan Buddhism. Little effort was made to facili- 
tate communication with other countries, and economic 
development was minimal. After its incorporation into 
China, fitful efforts at development took place in Tibet, 
disrupted by ethnic tension between the Han (Chinese) 

and Tibetans and Tibetan resistance to the imposition 
of Marxist values. Official policy since the early 1980s 

has been somewhat more conciliatory, resulting in slightly 
better Han-Tibetan relations and greater opportunities for 

economic development and tourism. (T.W.D.S./V.C.F.) 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief Tibet is on a high plateau—the 
Plateau of Tibet—surrounded by enormous mountain 
masses. The relatively level northern part of the plateau is 

called the Ch’iang-t’ang; it extends more than 800 miles 

The Plateau of Tibet looking toward the Himalayas and (right of centre) Mount Everest. 

(1,300 kilometres) from west to east at an average eleva- 

tion of 15,000 feet (4,500 metres) above sea level. The 
Ch’iang-t’ang is dotted with brackish lakes, the largest of 
these being Lakes Ch’i-lin and Na-mu. There are, how- 
ever, no river systems there. In the east the Ch’iang-t’ang 
begins to descend in elevation. The mountain ranges in 
southeastern Tibet cut across the land from north to south, 
creating meridional barriers to travel and communication. 
In central and western Tibet the ranges run from north- 
west to southeast, with deep or shallow valleys forming 
innumerable furrows. 

The Ch’iang-t’ang is bordered on the north by the Kun- 
lun Mountains, with the highest peak, Mu-tzu-t’a-ko (on 
the Tibet—Nepal border), reaching 25,338 feet (7,723 me- 
tres). The western and southern border of the Plateau of 
Tibet is formed by the Himalayan mass; the highest peak 
is Mount Everest, which rises to 29,035 feet (8,850 me- 
tres) on the Tibet-Nepal border. North of Ma-fa-mu Lake 
(Mapam Lake; conventional Manasarowar) and stretching 
eastward is the Kailas (Kang-ti-ssu) Range, with clusters 
of peaks, several exceeding 20,000 feet. This range is sep- 
arated from the Himalayas by the Brahmaputra River, 
which flows across southern Tibet and cuts south through 
the mountains to India. <* (T.V.W.) 
Drainage and soils. The Plateau of Tibet is a prime 

source of water for Central Asia. The Indus River, known 
in Tibet as the Shih-ch’tian Ho (in Tibetan, Sénggé Zangbo: 
“Out of the Lion’s Mouth”), has its source in western 
Tibet near Mount Kailas, a mountain sacred to Buddhists 
and Hindus; it then flows westward across Kashmir to 
Pakistan. Three other rivers also begin in the west. The 
Hsiang-ch’tian River (Tibetan Langgén Kanbab: “Out of 
the Elephant’s Mouth”) flows west to become the Sutlej 
River in western India; the K’ung-ch’tieh River flows into 
the Kauriala to eventually join the Ganges River; and 
the Ma-ch’iian River (Tibetan Damgog Kanbab: “Out 
of the Horse’s Mouth”) flows east and, after joining the 
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Lhasa (La-sa) River south of Lhasa, forms the Brahma- 
putra River. 

The Salween (Nu) River has its source in east-central 

Tibet, from where it flows through eastern Tibet and Yun- 

nan and then enters Myanmar. The Mekong River begins 
in southern Tsinghai as two rivers—the Ang and Cha— 
which join near the Tibet border; the river then flows 

through eastern Tibet and western Yunnan and enters 
Laos and Thailand. The source of the Yangtze River rises 
in southern Tsinghai, near the Tibet border; after flowing 

through southern Tsinghai, the Yangtze turns south to 
form most of the Tibet-Szechwan border. 
Among the province’s lakes, the three largest are located 

in central Tibet, northwest of Lhasa: Lakes T’ang-ku-la- 
yu-mu (Tibetan Tangra Yum), Na-mu (Nam), and Ch’i- 

lin (Ziling). South of Lhasa lie two large lakes, Yang-cho- 
yung (Yamdrok) and P’u-mo (Pomo). In western Tibet 

two adjoining lakes are located near the Nepal border, 
Ma-fa-mu Lake, sacred to both Buddhists and Hindus, 
and Lake La-ang (Langak). 

Soils are alluvial and are often composed of sand that 
is blown by the wind to form a layer above gravels and 
shingles. Colour varies from light brown to gray, according 
to the humus content, which is generally poor. 
Climate. Although Tibetans refer to their country as 

Gangs-ljongs or Kha-ba-can (“Land of Snows”), the cli- 
mate is generally dry, and most of Tibet receives only 18 
inches (460 millimetres) of rain and snow annually. The 
Himalayas act as a barrier to the monsoon (rain-bearing) 
winds from the south, and precipitation decreases from 
south to north. The perpetual snow line lies at about 16,- 
000 feet in the Himalayas but rises to about 20,000 feet 
in the northern mountains. Humidity is low, and fog is 

practically nonexistent. 
Temperatures in the higher altitudes are cold, but the 

lower valleys and the southeast are mild and pleasant. Sea- 
sonal variation is minimal, and the greatest temperature 
differences occur during a 24-hour period. Lhasa, which 
lies at an elevation of 11,830 feet, has a maximum daily 
temperature of 85° F (30° C) and a minimum of —2° 

F (—19° C). The bitterly cold temperatures of the early 

morning and night are aggravated by the gale winds that 
blow throughout most of the year. Because of the cool dry 
air, grain can be safely stored for 50 to 60 years, dried raw 
meat and butter can be preserved for more than one year, 

and epidemics are rare. 

Plant and animal life. The windswept Ch’iang-t’ang is 
devoid of trees and larger forms of vegetation. Its arid 
climate supports little except grasses. The varied plant life 
of Tibet is found in the river valleys and in the lower, 
wetter regions of the south and southeast. Plant life in- 
cludes willows, poplars, several types of conifers, teak, 
thododendrons, oaks, birches, elms, bamboo, sugarcane, 

babul trees, thorn trees, tea bushes, gro-ba (a small white 
tree that grows mainly in hilly regions), ‘om-bu (a bushlike 
tree with red flowers that grows near water), khres-pa (a 

strong durable forest tree used to make food containers), 
glang-ma (a willow tree used for basketry), and rtsi-shing 
(the seeds of which are used for making varnish). Fruit- 
bearing trees and certain roots are used for food, as are 
the leaves of the /ca-wa, khumag, and sre-ral, all of which 

grow in the low, wet regions. Both wild and domestic 
flowers flourish in Tibet. Among the wildflowers are the 
blue poppy, lotus, wild pansy, oleander, orchid, tsi-tog (a 
light pink flower that grows at high altitudes), shang-dril 
(a bell-shaped flower, either white, yellow, or maroon, that 
also grows at high altitudes), and ogchu (a red flower that 
grows in sandy regions). 
Animal life in the forest regions includes tiger, leopard, 

bear, wild boar, wild goat, stone marten (a kind of cat), 
langur (a long-tailed monkey), lynx, jackal, wild buffalo, 
pha-ra (a small member of the jackal family), and gsa’ (a 
spotted cat that is smaller than a leopard). 
In the high grasslands and dry bush areas there are brown 

bears, wild and bighorn sheep, mountain antelope, musk 
deer, wild asses, wild yaks, snakes, scorpions, lizards, and 
dre-tse (members of the wolf family). Water life includes 
various types of fish, frog, crab, otter, and turtle. 
Undisturbed by aircraft or hunters, the bird reigns 
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supreme in the Tibetan sky. Among the many kinds to 

be seen are the jungle fowl, ptarmigan, spotted tinamou, 
mynah, hawk, and hoopoe. Other kinds include the gull, 

crane, sheldrake, cinnamon teal, sing-bya (a tiny, owllike 

bird), khra (a crow-sized, hawklike bird), bya-long (a bird 
about the size of a duck), and skya-ka (a black-and-white, 

crow-sized bird). The rmos-’debs—a small, gray bird that 

inhabits agricultural regions—gives a call that signals the 
opening of the planting season. 
Settlement patterns. Tibet was traditionally divided into 

three regions, or Chol-kha-gsum (Chol-kha means “re- 
gion”; gsum means “three”). The Dbus-Gtsang region 

stretches from Mnga’-ris skor-gsum at the border of 
Jammu and Kashmir to Sog-la skya-bo near the town 
of Sog. The Khams, or Mdo-stod, region consists of the 
territory between Sog-la skya-bo and the upper bend of 

the Huang Ho (Yellow River), now located in Tsinghai 
Province. The A-mdo, or Mdo-smad, region reaches from 

the Huang Ho to Mchod-rten dkar-po in Kansu Province, 
comprising most of present-day Tsinghai. Tibetans say 
that the best religion comes from Dbus-Gtsang, the best 

men from Khamis, and the best horses from A-mdo. 

Within the three Chol-kha-gsum approximately one-third 
of the area is uninhabitable, about one-fifth is roamed by 
nomads, and the rest is occupied by seminomads and agri- 

culturalists, with a small percentage claimed by trappers 

in the forest belt. 
The main agricultural region is the 1,000-mile-long great 

valley of southern Tibet, stretching from the upper Indus 

Valley in the west to the valley of the upper Brahmaputra. 

Most of the agriculture, animal husbandry, and industry 
of Tibet is concentrated in this valley, which includes the 
main cities of Lhasa, Jih-k’a-tse, and Chiang-tzu. 
The people. The population of the region is almost 

entirely Tibetan, with Han (Chinese); Hui (Chinese Mus- 
lims), Hu, Monba, and other minority nationalities. Thus, 

the majority of the people of Tibet have the same ethnic 

origin, have traditionally practiced the same religion, and 
speak the same language. 

The Tibetan and Burmese languages are related, although 
they are mutually unintelligible in their modern forms. 
Spoken Tibetan has developed a pattern of regional di- 

alects and subdialects, which can be mutually understood. 
The dialect of Lhasa is used as a lingua franca. There are 
two social levels of speech—zhe-sa (honorific) and phal- 
skad (ordinary); their use depends upon the relative social 
status between the speaker and the listener. Chinese has 

been imposed on the Tibetans since the 1960s. 

Tibetan is written in a script derived from that of Indian 

Gupta in about AD 600. It has a syllabary of 30 con- 
sonants and five vowels; six additional symbols are used 
in writing Sanskrit words. The script itself has four vari- 
ations—dbu-can (primarily for Buddhist textbooks), dbu- 
med and ’Khyug-yig (for general use), and ‘bru-tsha (for 
decorative writing). 
Bon is considered to be the first known religion in Tibet, 

although there is some argument as to the time of its 
establishment. It is a form of shamanism, encompassing 
a belief in gods, demons, and ancestral spirits who are 
responsive to priests, or shamans. With the rise of Bud- 

dhism, Bon adopted certain Buddhist rituals and concepts; 
the Buddhists also adopted certain features of Bon, so that 
the two religions have many points of resemblance. 
Although Chinese Buddhism was introduced in ancient 

times, the mainstream of Buddhist teachings came to Ti- 

bet from India. The first Buddhist scripture may have 
arrived in the 3rd century Ap, but active promulgation 
did not begin until the 8th century. In later centuries 
numerous Buddhist sects were formed, including the Dge- 
lugs-pa sect, which emphasizes monastic discipline; in the 
17th century this sect, known also as the Yellow Hats sect, 
gained political supremacy that lasted until 1959. 
In recent times the overwhelming majority of Tibetans 

have traditionally been Buddhists. Before the Chinese occu- 
pation, prayer flags flew from every home and adorned the 
mountain slopes. Monasteries were established through- 
out the country, and the Dalai Lama (the spiritual head 
of Tibetan Buddhism) was the supreme political head of 

the nation. A minority, however, were adherents of Islam, 
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Hinduism, Bon, or Christianity. Until a moderation of 
policy in the 1980s the Chinese attempted to eliminate the 
influence of religion in Tibetan life. The Dalai Lama was 
forced into exile in 1959, temples were closed, religious 
artifacts and scriptures were destroyed, and prayer flags 
were temporarily taken down. (T.W.D.S./V.C.F.) 

The economy. Resources. Although Tibet is rich in 
mineral resources, its economy has remained underdevel- 

oped. Surveys of the Kailas and Ma-fa-mu-ts’o districts in 
western Tibet conducted in the 1930s and °40s discovered 
extensive goldfields and large deposits of borax, as well as 
reserves of radium, iron, titanium, lead, and arsenic. Sub- 
sequent investigative teams dispatched in the 1950s by the 
Academia Sinica (Chinese Academy of Sciences) reported 
the existence of a huge variety of minerals and ores. The 
most significant of these include a belt of iron-ore de- 
posits located on the western bank of the Mekong River 
stretching for almost 25 miles south of Ch’ang-tu; graphite 
obtained from Ning-chin and coal reported to be plentiful 
around Ch’ang-tu; deposits of iron ore in concentrated 
seams of high quality and extractable depth found in the 
T’ang-ku-la Mountains on the Tibet—-Tsinghai border; and 
oil-bearing formations, a reserve of oil shales, and lead, 
zinc, and manganese. 

The most valuable woodland is the Khams district, 
though extensive forest-clad mountains are also found in 
the Sutlej Valley in the southwest and in the Ch’u-mu-pi 
Valley in the far south. In the late 1950s some 30 kinds of 
trees, including those of economic value such as varnish 
trees, spruce, and fir, were discovered; and the estimated 
total of forest timber resources in the Khams area alone 
was placed at more than 3,510,000,000 cubic feet (100,- 
000,000 cubic metres). 
The swift-flowing rivers and mountain streams have 

enormous hydroelectric power potential, totaling about 
one-third of all China’s potential hydroelectric resources. 
Especially promising are the Brahmaputra, Lhasa, and Ni- 
yang-ch’u rivers. The coal deposits and forests represent 
possible sources of thermal power production, and there 
are vast opportunities for geothermal, solar, and eolian 
power production. (T.V.W./V.C.F./Ed.) 

Agriculture and forestry. The staple crops are barley, 
wheat, and pulses; other important crops include millet, 
buckwheat, rgya-bra (a grain similar to buckwheat), beans, 
hemp, and mustard. Butter from the yak (large, long- 
haired ox) or the mdzo-mo (a crossbreed of the yak and the 
cow) is the main dairy product. The diet is supplemented 
by a variety of garden vegetables. Some rice is raised in 
the southeast. The only imported foods are tea, sugar, and 
rice. Most farmers keep domestic animals such as yaks, 
horses, mules, donkeys, and goats, and meat is obtained 
from cows, sheep, pigs, and chickens. 

Because of the inaccessibility of Tibet’s forests, forestry 
is developing. The forest dwellers derive their main source 
of income from the production of such wood products as 
planks, beams, printing blocks, and kitchen utensils. 
Industry. Before the 1950s Tibet had no modern indus- 

tries. There were small handicraft centres that were owned 
either individually or collectively and that produced scroll 
paintings, metal images, wooden block prints, and religious 
images. For these crafts, the /ag-shes-pa, or craftsmen, had 
to be well versed in literature and mathematics. There 
were also carpet weavers, tanners, potters, gold- and sil- 

versmiths, carpenters, tailors, and incense-stick makers— 
all of whom learned their trade through apprenticeship. 
Because the government rewarded outstanding artists and 
craftsmen with official titles, estates, and money, the arts 
and crafts of Tibet were well preserved. 
The initial steps toward industrial development came in 
1952, when an iron- and woodwork factory was opened 
in Lhasa. This was followed by an automobile repair shop 
in 1957 and a tannery in 1958. 
Under the Chinese government the small hydroelectric 

power station at Lhasa was repaired and reinforced with 
three generators. A new thermal station was installed in 
Jih-k’a-tse. Hydrographic stations in Lhasa and elsewhere 
were established to determine the hydroelectric potential 
of the Brahmaputra, Lhasa, and Ni-yang-ch’ii rivers. An 
experimental geothermal power station began generating 

electricity in the early 1980s, with the transmitting line 
terminating in Lhasa. In the 1980s emphasis was placed 
on agricultural-processing industries and tourism. 
Finance. ‘There were no banks before 1951. Small loans 

to be paid with interest could be obtained from local mer- 
chants, and the Tibetan government loaned public funds 
at interest as a means of collecting revenue. The Chinese 
have established branches of the People’s Bank of China 
and have also extended agricultural and commercial credit 
and introduced Chinese currency. (T.W.D.S./V.C.F.) 

Transportation. Before 1951 traveling in Tibet was done 
either on foot or on the backs of animals. Coracles (small 
boats made of wicker and hides) were used to cross the 
larger rivers. The Tibetan government obstructed the de- 
velopment of modern transportation to make access to the 
country difficult for outsiders. For trading, the Tibetans 
relied on the centuries-old caravan routes leading to Lhasa, 
of which the most important were from Tsinghai (via Na- 
ch’u) and Szechwan (via Ch’ang-tu), India (via Kalim- 
pong and Ya-tung); Nepal (via Skyid-grong and Nya-lam 
rdzong); and Jammu and Kashmir (via Leh and Ka-erh). 

Under the Communist Chinese, a network of roads was 
constructed, notably the Tsinghai and Szechwan _ high- 
ways. Additional trunk roads have been constructed that 
connect Tibet to Sinkiang, Yunnan, and Nepal. 
The first air link between Tibet and Peking was inaugu- 

rated in 1956. The first telegraph line was strung between 
Kalimpong (India) and Chiang-tzu by the British in 1904. 
In the 1920s another line connecting Chiang-tzu with 
Lhasa was erected, this being the only telegraph system 
in use until the Chinese took over in 1951. Postal and 
telecommunication stations, including mobile units, serve 

remote border areas and geological, hydrological, and con- 
struction teams. (T.V.W./V.C.F.) 
Administration and social conditions. Government. Be- 

fore the Chinese occupation, Tibet had a theocratic gov- 
ernment of which the Dalai Lama was the supreme 

religious and temporal head. After, 1951 the Chinese re- 
lied on military control and a gradual establishment of 
regional autonomy, which was granted in 1965. 
Since 1965, as part of the separation of religion and 

civil administration, Tibet has been an autonomous region 
(tzu-chih-ch'ti) of China. The region is divided into the 
municipality (shih) of Lhasa, directly under the jurisdic- 
tion of the regional government, and seven prefectures ({i- 
chti), which are subdivided into counties (Hsien). 
The army consists of regular Chinese troops under a 

Chinese military commander, who is stationed at Lhasa. 
There are military cantonments in major towns along the 
borders with India, Nepal, and Bhutan. Tibetans have 
been forcibly recruited into regular, security, and mili- 
tia regiments. 
Education. There were a few secular schools in Tibet 

before the Chinese established control. The monasteries 
were the main seats of learning, and some of the larger 
ones were similar in operation to theological universities. 
Secular facilities were established in the 1950s, includ- 
ing government-run primary schools, community primary 
schools, and secondary technical and tertiary schools in- 
cluding Tibet University. The state has also opened a 10- 
year doctoral degree program in Buddhism at the new 
Tibet Buddhist College. 

Health and welfare. Under the health program of the 
Tibetan government, medical advice and medicine were 
provided free to expectant mothers. In addition to free 
vaccinations, sacred pendants known as rims-srungs were 
distributed annually to prevent epidemics. The construc- 
tion and maintenance of proper drainage systems, wells, 
and canals—and security facilities to guard against pollu- 
tion of water sources—were undertaken through the health 
program. Care of the kinless aged and handicapped per- 
sons was also undertaken. The Chinese have built modern 
hospitals, improved the drainage system, and placed mo- 
bile health units at key locations. (T.W.D.S./V.C.F.) 
Cultural life. The arts. Tibet is most renowned for its 

religious scroll paintings (tankas, or thang-ka), metal im- 
ages, and wooden block prints. There are three categories 
of images—representing the peaceful, moderate, and an- 
gry deities—and three schools of painting—the Sman- 
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thang, Gong-dkar Mkhan-bris, and Kar-ma_ sgar-bris— 
which are differentiated by colour tones and depicted fa- 
cial expressions. 
The rich and ancient culture is based on religion. The Gar 

and the ‘cham are stylistic dances performed by monks: 
they reenact the behaviour, attitudes, and gestures of the 
deities. Ancient legendary tales, historic events, classical 
solo songs, and musical debates are elaborately staged in 
the open air in the form of operas, operettas, and dramas. 
The folk songs and dances of local regions abound with 
colour, joy, and simplicity: the bro of the Khams region, 
the sgor-gzhas of the dbus-gtsang peasants, and the Kadra 
of the A-mdo area are spectacles that are performed in 
groups; on festive occasions they continue for several days. 
These cheerful performances tell of the people’s loves and 
celebrate their faith in their religion, the beauty of their 
country, and the brave deeds of their ancestors. 
Customs. Traditional marriage ceremonies involve con- 

sultations with both a lama and an astrologer in order 
to predict the compatibility of a couple. The signing of a 
marriage contract is followed by an official ceremony at 
the home of the bridegroom. Appearance in a temple or 
before a civil authority is not required. After a couple is 
officially wedded, prayer flags are hoisted from the bride’s 
side of the family upon the rooftop of the bridegroom’s 
house to symbolize the equality of the bride in her new 
home. Although polygamy was practiced on a limited 
scale, monogamy is the predominant form of marriage. 
When a death occurs, the family members make chari- 

table contributions in the hope of ensuring a better rein- 
carnation for the deceased. In the case of the death of 
an important religious figure, his corpse is preserved in a 
tomb. Otherwise, tradition calls for the corpse to be fed to 
the vultures, as a symbol of charity. The customs of burial 
and cremation exist but are seldom practiced. 
A white scarf (kha-btags) is offered during greetings, vis- 

its to shrines, marriage and death ceremonies, and other 

occasions. The tradition was derived from the ancient 
custom of offering clothes to adorn the statues of deities. 
Gradually, it evolved into a form of greeting, and the 
white scarf offering, symbolizing purity, became custom- 

ary. Another tradition is the hoisting of prayer flags on 
rooftops, tents, hilltops, and almost anywhere a Tibetan 
can be found. These flags signify fortune and good luck. 
Food and drink. The staple Tibetan food is barley flour 

(rtsam-pa), which is consumed daily. Other major foods 
include wheat flour, yak meat, mutton, and pork. Dairy 
products such as butter, milk, and cheese are also popu- 
lar. The people in the higher altitudes generally consume 
more meat than those of the lower regions, where a vari- 
ety of vegetables is available. Rice is generally restricted in 
consumption to the well-to-do families, southern border 
farmers, and monks. 
Two beverages—tea and barley beer (chang)—are partic- 

ularly noteworthy. Brick tea from China and local Tibetan 
tea leaves are boiled in soda water. The tea is then strained 
and poured into a churn, and salt and butter are added 
before the mixture is churned. The resulting tea is light 
reddish white and has a thick buttery surface. Chang, 
which is mildly intoxicating, is thick and white and has a 
sweet and pungent taste. 
Festivals. Festivals are both national and local in char- 

acter. The many local celebrations are varied; national 
festivals, though fewer, are marked with a spirit of unity 
and lavishness. 
The first day of the first month of the Tibetan calendar 

(February or March of the Gregorian calendar) is marked 
by New Year celebrations all over Tibet. Monasteries, 
temples, stupas (outdoor shrines), and home chapels are 
visited at dawn, and offerings are made before statues and 
relics of deities and saints. A special fried cookie known 
as kha-zas is prepared in every home. Either a real or 
an artificial head of a horned sheep adorns the offerings. 
A colourful container filled with barley flour and wheat 
grain and another container of chang are presented to all 
visitors, who take a pinch of the contents and make an 

offering to the deities by throwing it in the air. 
The New Year celebrations are almost immediately fol- 

lowed by the Smom-lam (“prayer”) festival, which begins 
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three days after the New Year and is celebrated for 15 
days. The festival marks the victory of Buddha over his 
six religious opponents through debates and the perfor- 
mance of miracles. During this festival, special prayers are 
offered daily. Prayers, fasting, and charitable donations 
mark sa-ga zla-ba, the celebration of the anniversary of 
Buddha’s birth, enlightenment, and death—three events 
that all occurred on the 15th day of the fourth month of 
the Tibetan calendar. 
The death of Tsong-kha-pa, founder of the Dge-lugs-pa 

sect, is celebrated on the 25th day of the 10th month by 
the burning of butter lamps on the roofs and windowsills 
of every house. This festival is known as /nga-mchod. The 
dgu-gtor festival, or festival of the banishment of evil spir- 

its, takes place on the 29th day of the last month of the 
Tibetan year. At night a bowl of flour soup and a bunch of 
burning straws are taken into every room of every house, 
and the evil spirits are called out. Outside, on a distant 
path, the soup and straws are thrown and left to burn. 

Superstitions. Superstition is prominent in Tibet. A 
traveler who encounters either a funeral procession, the 
source of running water, or a passerby carrying a pitcher 
of water is considered to have good fortune awaiting him. 
If a vulture or an owl perches on a rooftop, it is believed 
that death or misfortune will soon befall the household. 
If snow falls during a marriage procession, it is believed 
that the newlyweds will face many misfortunes or difficul- 
ties. A snowfall during a funeral, however, symbolizes an 
impediment to death in the family for a long period of 
time. (T.W.D.S.) 

HISTORY 

According to legend the Tibetan people originated from 
the union of a monkey and a female demon. The Chi- 
nese T’ang annals (10th century) place the Tibetans’ ori- 
gin among the nomadic, pastoral Ch’iang tribes recorded 
about 200 Bc as inhabiting the great steppe northwest of 
China. That region, where diverse racial elements met and 
mingled for centuries, may be accepted as the original 
homeland of the Tibetans, but until at least the 7th cen- 
tury AD they continued to mix, by conquest or alliance, 
with other peoples. From that heritage two strains in par- 
ticular stand out—the brachycephalic, or round-headed, 
peoples and the dolichocephalic, or long-headed, peoples. 
The former, which predominate in the cultivated valleys, 
may have derived from the Huang Ho basin and be akin 
to the early Chinese and Burmese; the latter, found mainly 
among the nomads of the north and in the noble families 
of Lhasa, seem to have affinities with the Turkic peoples, 
whose primitive wandering grounds were farther to the 
north. In addition, there are Dardic and Indian strains in 

the west, and along the eastern Himalayan border there 
are connections with a complex of tribal peoples known 
to the Tibetans as Mon. 
From the 7th to the 9th century the Tibetan kingdom 

was a power to be reckoned with in Central Asia. When 

that kingdom disintegrated, Tibetans figured there from 
the 10th to the 13th century only casually as traders and 
raiders. The patronage of Tibetan Buddhism by the Yuan, 
or Mongol, dynasty of China made it a potential spiritual 
focus for the disunited tribes of Mongolia. This religious 
significance became of practical importance only in the 
18th century when the Oyrat, who professed Tibetan 
Buddhism, threatened the authority of the Ch’ing dynasty 
throughout Mongolia. In the 19th century Tibet was a 
buffer between Russian imperial expansion and India’s 
frontier defense policy. 
Early history to the 9th century. Credible history begins 

late in the 6th century, when three discontented vassals of 
one of the princes among whom Tibet was then divided 
conspired to support the neighbouring lord of Yar-lung, 
whose title was Spu-rgyal btsan-po. Brsan-po (“mighty”) 
became the designation of all kings of Tibet (rgyal means 
“king”; and spu, the meaning of which is uncertain, may 
refer to a sacral quality of the princes of Yar-lung as divine 
manifestations). Their new master, Gnam-ri srong-brtsan, 
was transformed from a princeling in a small valley into 
the ruler of a vigorously expanding military empire. 
Gnam-ri srong-brtsan (c. AD 570-c. 619) imposed his au- 

Impact 
of Tibet 
on Asian 
history 



210 China 

Srong- 
brtsan’s 
reign 

Establish- 

ment of 

Buddhism 

in Tibet 

Relations 
with the 

Mongols 

thority over several Chiang tribes on the Chinese border 
and became known to the Sui dynasty (581-618) as the 
commander of 100,000 warriors. But it was his son, Srong- 
brtsan-sgam-po (c. 608-650), who brought Tibet forcibly 
to the notice of T’ai-tsung (reigned 626-649), of the T’ang 
dynasty. To pacify him, T’ang T’ai-tsung granted him a 
princess as his bride. Srong-brtsan-sgam-po is famed as the 
first chos-rgyal (“religious king”) and for his all-important 
influence on Tibetan culture, the introduction of writing 
for which he borrowed a script from India, enabling the 
texts of the new religion to be translated. He extended his 
empire over Nepal, western Tibet, the T’u-yii-hun, and 

other tribes on China’s border; and he invaded north India. 
In 670, 20 years after Srong-brtsan-sgam-po’s death, 

peace with China was broken and for two centuries Ti- 
betan armies in Tsinghai and Sinkiang kept the frontier 
in a state of war. In alliance with the western Turks, the 
Tibetans challenged Chinese control of the trade routes 
through Central Asia. 

The reign of Khri-srong-Ide-brtsan (755-797) marked the 
peak of Tibetan military success, including the exaction 
of tribute from China and capture of its capital, Ch’ang- 
an, in 763. But it was as the second religious king and 
champion of Buddhism that Khri-srong-lde-brtsan was 
immortalized by posterity. In 763, when he was 21, he 
invited Buddhist teachers from India and China to Tibet, 
and c. 779 he established the great temple of Bsam-yas, 
where Tibetans were trained as monks. 
Buddhism foreshadowed the end of “Spu-rgyal’s Tibet.” 

The kings did not fully appreciate that its spiritual author- 
ity endangered their own supernatural prestige or that its 
philosophy was irreconcilable with belief in personal sur- 
vival. They patronized Buddhist foundations but retained 
their claims as divine manifestations. 
Disunity, 9th to 14th century. In the 9th century, Bud- 

dhist tradition records a contested succession, but there 
are many inconsistencies; contemporary Chinese histories 
indicate that Tibetan unity and strength were destroyed by 
rivalry between generals commanding the frontier armies. 
Early in the 9th century a scion of the old royal family 
migrated to western Tibet and founded successor king- 
doms there, and by 889 Tibet was a mere congeries of 
separate lordships. 

Tibetan generals and chieftains on the eastern border es- 
tablished themselves in separate territories. The acknowl- 
edged successors of the religious kings prospered in their 
migration to the west and maintained contact with Indian 
Buddhist universities through Tibetan scholars, notably 
the famous translator Rin-chen bzang-po (died 1055). In 
central Tibet, Buddhism suffered an eclipse. A missionary 
journey by the renowned Indian pandit Atisa in 1042 
rekindled the faith through central Tibet, and from then 
onward Buddhism increasingly spread its influence over 
every aspect of Tibetan life. 
Inspired by Atisa and by other pandits whom they visited 

in India, Tibetan religious men formed small communi- 
ties and expounded different aspects of doctrine. Ati§a’s 
own teaching became the basis of the austere Bka’-gdams- 
pa sect. The Tibetan scholar Dkon-mchog rgyal-po es- 
tablished the monastery of Sa-skya (1073), and a series 
of lamas (Tibetan priests) founded several monasteries of 
what is generally called the Bka’-brgyud-pa sect. 
Hermits such as Mi-la ras-pa (1040-1123) shunned ma- 

terial things; but the systematized sects became prosperous 
through the support of local lords, often kinsmen of the 
founding lama, and, except for the Bka’-gdams-pa, each 
developed its own system of keeping the hierarchical suc- 
cession within a noble family. In some sects the principle 
of succession through reincarnation was evolved. Although 
lamas of different schools studied amicably together, their 
supporters inevitably indulged in worldly competition. 
This tendency was intensified by the intervention of a new 
Asian power, the Mongols. 
Although it has been widely stated that the Tibetans 

submitted c. 1207 to Genghis Khan to avert an inva- 
sion, evidence indicates that the first military contact 
with the Mongols came in 1240, when they marched on 
central Tibet and attacked the monastery of Ra-sgreng 
and others. In 1247, Kéden, younger brother of the khan 

Guyuk, symbolically invested the Sa-skya lama with tem- 
poral authority over Tibet. Kublai Khan appointed the 
lama ’Phags-pa as his “Imperial preceptor” (ti-shih), and 
the politicoreligious relationship between Tibet and the 
Mongol Empire is stated as a personal bond between the 
emperor as patron and the lama as priest (von-mchod). 
A series of Sa-skya lamas, living at the Mongol court, 

thus became viceroys of Tibet on behalf of the Mongol 
emperors. The Mongols prescribed a reorganization of the 
many small estates into 13 myrniarchies (administrative 
districts each comprising, theoretically, 10,000 families). 
The ideal was a single authority; but other monasteries, 
especially ’Bri-gung and Phag-mo-gru of the Bka’-brgyud- 
pa sect, whose supporters controlled several myriarchies, 
actively contested Sa-skya’s supremacy. 
The collapse of the Yuan dynasty in 1368 also brought 

down Sa-skya after 80 years of power. Consequently, when 
the native Chinese Ming dynasty evicted the Mongols, 
Tibet regained its independence; for more than 100 years 
the Phag-mo-gru-pa line governed in its own right. 
A proliferation of scholars, preachers, mystics, hermits, 

and eccentrics, as well as monastic administrators and war- 
riors, accompanied the subsequent revival of Buddhism. 
Literary activity was intense. Sanskrit works were trans- 
lated with the help of visiting Indian pandits; the earliest 
codifiers, classifiers, biographers, and historians appeared. 

In an outburst of monastic building, the characteristic 
Tibetan style acquired greater extent, mass, and dignity. 
Chinese workmen were imported for decorative work. 

Temple walls were covered with fine frescoes; huge carved 
and painted wooden pillars were hung with silk and with 
painted banners (tankas). Chapels abounded in images of 
gold, gilded copper, or painted and gilded clay; some were 
decorated with stucco scenes in high relief; in others the 
remains of deceased lamas were enshrined in silver or 
gilded stupas. Under Nepalese influence, images were cast 
and ritual vessels and musical instruments made in a style 
blending exuberant power and sophisticated craftsman- 
ship; woodcarvers produced beautiful shrines and book 
covers, and from India came palm-leaf books, ancient 
images, and bell-metal stipas of all sizes. 
Tibet, 14th to 19th century. The Dge-lugs-pa (Yellow 

Hat sect). For 70 peaceful years Byang-chub rgyal-mtshan 
(died 1364) and his two successors ruled a domain wider 

than that of the Sa-skya-pa. Thereafter, although the 
Phag-mo-gru Gong-ma (as the ruler was called) remained 
nominally supreme, violent dissension erupted again. In 
1435 the lay princes of Rin-spungs, ministers of Gong- 
ma and patrons of the increasingly influential Karma-pa 
sect, rebelled and by 1481 had seized control of the Phag- 
mo-gru court. 
Already a new political factor had appeared in the Dge- 

lugs-pa sect. Its founder was a saintly scholar, Blo-bzang 
grags-pa (died 1419), known, from his birthplace near 
Koko Nor, as Tsong-kha-pa. After studying with leading 
teachers of the day, he formulated his own doctrine, em- 
phasizing the moral and philosophical ideas of Atiéa rather 
than the magic and mysticism of Sa-skya—though he did 
not discard the latter entirely. In 1409 he founded his 
own monastery at Dga’-ldan, devoted to the restoration 
of strict monastic discipline. Tsong-kha-pa’s disciplinary 
reform appealed to people weary of rivalry and strife 
between wealthy monasteries. Tsong-kha-pa probably did 
not imagine that his disciples would form a new sect 
and join in that rivalry, but, after his death, devoted and 
ambitious followers built around his teaching and prestige 
what became the Dge-lugs-pa, or Yellow Hat sect, which 
was gradually drawn into the political arena. 
In 1578 the Dge-lugs-pa took a step destined to bring 

foreign interference once more into Tibetan affairs. The 
third Dge-lugs-pa_ hierarch, Bsod-nams-rgya-mtsho, was 
invited to visit the powerful Timed Mongol leader Altan 
Khan, with whom he revived the patron-priest relation- 
ship that had existed between Kublai Khan and *Phags- 
pa. From this time dates the title of Dalai (“Oceanwide”) 
Lama, conferred by Altan and applied retrospectively to 
the two previous hierarchs. The holder is regarded as the 
embodiment of a spiritual emanation of the bodhisattva— 
Avalokitesvara, the mythic monkey demon and progeni- 
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tor of the Tibetans. The succession is maintained by the 
discovery of a child, born soon after the death of a Dalai 
Lama, into whom the spirit of the deceased is believed to 
have entered. Until 1642 the Dalai Lamas were principal 

abbots of the Dge-lugs-pa, and in that year they acquired 
temporal and spiritual rule of Tibet. With Altan’s help vir- 
tually all the Mongols became Dge-lugs-pa adherents, and 
on Bsod-nams-rgya-mtsho’s death they acquired a propri- 
etary interest in the order and some claims on Tibet itself 
when the fourth Dalai Lama was conveniently discovered 
in the Timed royal family. 
To support their protégé the Mongols sent armed bands 

into Tibet. Their opponents were the Red Hat Lama, 

head of a Karma-pa subsect, and his patron the Gtsang 
king. That phase of rivalry ended inconclusively with the 
early death of the fourth Dalai Lama and the decline of 
Tumed Mongol authority in Mongolia. The next came 
when Giitishi Khan, leader of the Khoshut tribe, which 
had displaced the Tumed, appeared as champion of the 
Dge-lugs-pa. In 1640 he invaded Tibet, defeating the Gt- 
sang king and his Karma-pa supporters. 
The unification of Tibet. In 1642 with exemplary devo- 

tion, Guiishi enthroned the Dalai Lama as ruler of Tibet, 
appointing Bsod-nams chos-’phel as minister for adminis- 
trative affairs and himself taking the title of king and the 
role of military protector. These three forceful personali- 
ties methodically and efficiently consolidated the religious 
and temporal authority of the Dge-lugs-pa. Lhasa, long the 
spiritual heart of Tibet, now became the political capital 
as well. Dge-lugs-pa supremacy was imposed on all other 
orders, with special severity toward the Karma-pa. A reor- 
ganized district administration reduced the power of the 
lay nobility. 
The grandeur and prestige of the regime were enhanced 

by reviving ceremonies attributed to the religious kings, 
by enlarging the nearby monasteries of ’Bras-spungs, Sera, 
and Dga’-Idan, and by building the superb Potala palace, 
completed by another great figure, Sangs-rgyas rgya-mtsho, 
who in 1679 succeeded as minister regent just before the 
death of his patron the fifth Dalai Lama. By then a soundly 
based and unified government had been established over 
a wider extent than any for eight centuries. 
The installations of the fifth Dalai Lama at Lhasa (1642) 

and the Ch’ing, or Manchu, dynasty in China (1644) 
were almost synchronous. Good relations with Tibet were 
important to the Manchu because of the Dalai Lama’s 
prestige among the Mongols, from whom a new threat 
was taking shape in the ambitions of the powerful Oyrat 
of western Mongolia. 
Elsewhere Lhasa’s expanding authority brought disagree- 

ments with Bhutan, which held its own against Tibetan 
incursions in 1646 and 1657, and with Ladakh, where a 
campaign ended in 1684 in Tibetan withdrawal to an ac- 
cepted frontier when the Ladakhi king appealed for help 
to the Muslim governor of Kashmir. 
Tibet under Manchu overlordship. The Dalai Lama’s 

death in 1682 and the discovery of his five-year-old rein- 
carnation in 1688 were concealed by Sangs-rgyas rgya- 
mtsho, who was intent on continuing the administration 
without disturbance. He informed the Manchu only in 
1696. Emperor K’ang-hsi (reigned 1661-1722) was in- 
censed at the deception. In 1703 he discovered an ally in 
Tibet and an antagonist to Sangs-rgyas rgya-mtsho when 
Lha-bzang Khan, fourth successor of Gillishi, sought to 
assert rights as king that had atrophied under his immedi- 
ate predecessors. 
The behaviour of the sixth Dalai Lama, Tshangs-dbyangs- 

rgya-mtsho, who preferred poetry and libertine amuse- 
ments to religion, gave Lha-bzang his opportunity. In 
1705 with the Emperor’s approval, he attacked and killed 
Sangs-rgyas rgya-mtsho and deposed Tshangs-dbyangs- 
rgya-mtsho as a spurious reincarnation. The Tibetans an- 
grily rejected him and soon recognized in east Tibet the 
infant reincarnation of the dead Tshangs-dbyangs-rgya- 
mtsho. 
In 1717 the Oyrat, nominally Dge-lugs-pa supporters, 

took advantage of Tibetan discontents to intervene in a 
sudden raid, defeating and killing Lha-bzang. Fear of hos- 
tile Mongol domination of Tibet compelled the Emperor 
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to send troops against the Oyrat. After an initial reverse, 
his armies drove them out in 1720 and were welcomed 
at Lhasa as deliverers, all the more because they brought 
with them the new Dalai Lama, Bskal-bzang-rgya-mtsho. 
For the next 200 years there was no fighting between 
Tibetans and Chinese; but after evicting the Oyrat the 
Emperor decided to safeguard Manchu interests by ap- 
pointing representatives—generally known as Ambans— 
at Lhasa, with a small garrison in support. 
The Tibetans, interpreting this as another patron-priest 

relationship, accepted the situation, which, generally left 
them to manage their own affairs. It was only in recurring 
crises that Manchu participation became, briefly, ener- 
getic. Imperial troops quelled a civil war in Tibet in 1728, 

restored order after the political leader was assassinated in 
1750, and drove out the Gurkhas, who had invaded from 
Nepal in 1792. As Manchu energy declined, the Tibetans 
became increasingly independent, though still recognizing 
the formal suzerainty of the emperor, behind which it 
sometimes suited them to shelter. At no time did the 
Ambans have administrative power, and after 1792, when 
Tibet was involved in wars with Ladakh (1842) and Nepal 

(1858), the Manchu were unable to help or protect them. 
Administration and culture under the Manchu. No 

Dalai Lama until the 13th approached the personal au- 
thority of the “Great Fifth.” The seventh incarnation was 
overshadowed by Pho-lha, a lay nobleman appointed ruler 
by the Manchu; the eighth was diffident and retiring. But 
after the Pho-lha family’s regime, Dge-lugs-pa churchmen 
resumed power and held onto it through a series of monk 
regents for about 145 years. 
Chinese contacts affected Tibetan culture less than might 

be expected. They helped to shape the administrative 
machinery, army, and mail service, which were based on 
existing institutions and run by Tibetans. Chinese customs 
influenced dress, food, and manners; china and chop- 
sticks were widely used by the upper classes. The arts of 
painting, wood carving, and casting figures continued on 
traditional lines, with much technical skill but few signs 
of innovation. An important effect of Manchu supremacy 
was the exclusion of foreigners after 1792. That ended the 
hopes of Christian missionaries and the diplomatic visits 
from British India, which had been started in 1774. Tibet 
was now closed, and mutual ignorance enshrouded future 
exchanges with its British neighbours in India. 
Tibet in the 20th century. In the mid-19th century the 

Tibetans repeatedly rebuffed overtures from the British, 
who at first saw Tibet as a trade route to China and later 
as countenancing Russian advances that might endanger 
India. Eventually, in 1903, after failure to get China to 

control its unruly vassal, a political mission was dispatched 
from India to secure understandings on frontier and trade 
relations. Tibetan resistance was overcome by force, the 
Dalai Lama fled to China, and the rough wooing ended 
in a treaty at Lhasa in 1904 between Britain and Tibet 
without Chinese adherence. In 1906, however, the Chinese 
achieved a treaty with Britain, without Tibetan participa- 
tion, that recognized their suzerainty over Tibet. Success 
emboldened the Chinese to seek direct control of Tibet 
by using force against the Tibetans for the first time in 
10 centuries. In 1910 the Dalai Lama again was forced to 
flee, this time to India. 

That dying burst by the Manchu dynasty converted Ti- 
betan indifference into enmity, and, after the Chinese 
Revolution in 1911-12, the Tibetans expelled all the Chi- 
nese and declared their independence of the new republic. 
Tibet functioned as an independent government until 
1951 and defended its frontier against China in occasional 
fighting as late as 1931. In 1949, however, the “liber- 
ation” of Tibet was heralded, and in October 1950 the 
Chinese invaded eastern Tibet, overwhelming the poorly 
equipped Tibetan troops. An appeal by the Dalai Lama to 
the United Nations was denied, and support from India 
and Britain was not forthcoming. A Tibetan delegation 
summoned to China in 1951 had to sign a treaty dictated 
by the conquerors. It professed to guarantee Tibetan au- 
tonomy and religion but also allowed the establishment at 
Lhasa of Chinese civil and military headquarters. 
Smoldering resentment at the strain on the country’s 
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resources from the influx of Chinese soldiery and civil- 
ians was inflamed in 1956 by reports of savage fighting 
and oppression in districts east of the upper Yangtze, 
outside the administration of Lhasa but bound to it by 
race, language, and religion. Refugees from the fighting in 
the east carried guerrilla warfare against the Chinese into 
central Tibet, creating tensions that exploded in a popular 

rising at Lhasa in March 1959. The Dalai Lama, most 
of his ministers, and many followers escaped across the 
Himalayas, and the rising was suppressed. 
The events of 1959 intensified China’s disagreements 

with India, which had given asylum to the Dalai Lama, 
and in 1962 Chinese forces proved the efficiency of the 
new communications by invading northeast Assam. 
In 1966 and 1967 the Chinese position was shaken by 

Red Guard excesses and internecine fighting when the 
Cultural Revolution reached Lhasa. Military control was 
restored by 1969; and in 1971 a new local government 
committee was announced. Between 1963 and 1971 no 
foreign visitor was allowed to enter Tibet. Persecution of 
Tibetans abated in the late 1970s with the end of the 
Cultural Revolution, but Chinese repression was resumed 
when the Tibetans renewed their claims for autonomy and 
even independence. However, China has invested in the 
economic development of Tibet and in the early 1980s 
took initiatives to repair diplomatic ties with the Dalai 
Lama. Despite China’s efforts to restore some freedoms 
and ease its repressive posture, riots broke out in the late 
1980s, and China imposed martial law in Tibet in 1988. 
Tibet continues to suffer from periodic unrest, and China’s 

suppression of political and religious freedoms has led to 
Western criticism and protests by human rights organiza- 
tions. The Dalai Lama, still unrecognized by the Chinese 
government, won the Nobel Peace Price in 1989. 

(HL E.Ri/V..CFY/Eds) 

Tsinghai 

Tsinghai (Ch’ing-hai in Wade-Giles romanization, Qing- 
hai in Pinyin), a province of northwestern China in the 
Tibetan Highlands, has an average elevation of 13,000 feet 
(4,000 metres). It is bounded on the north and east by 
Kansu, on the southeast by Szechwan, on the south and 

west by the Tibet Autonomous Region, and on the west 
and north by the Uighur Autonomous Region of Sinkiang. 
The province, a historic home of nomadic herdsmen, is 

noted for its horse breeding; it has earned new prominence 
as a source of both petroleum and coal. 
The province derives its name from a large lake, Ch’ing- 

hai (“Blue”) Lake, which is conventionally known as 
Koko Nor, in the northeast. Tsinghai has an area of about 

284,600 square miles (737,000 square kilometres). It is the 
fourth largest political unit in China in area, though it is 
sparsely populated. The capital is Hsi-ning, which is 120 
miles west of Lan-chou, Kansu Province. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Most of the province consists of mountains 
and high plateaus. In the north are the Ch’i-lien Moun- 
tains, which form the divide between the interior and exte- 
rior drainage systems of China. Through the south-central 
part of the province extend the Pa-yen-k’a-la Mountains (a 
spur of the Kunlun Mountains), which serve as the water- 
shed of the headwaters of the Huang Ho (Yellow River). 
In the south the Tsinghai-Tibetan boundary parallels the 
T’ang-ku-la Mountains, where the Yangtze River rises. 
Between these high mountains are broad valleys, rolling 
hilly areas, and extensive flat tableland. 
In the northwestern part of the province lies the Tsaidam 

Basin, an immense, low-lying area between the Pa-yen-k’a- 
la and the Ch’i-lien ranges; its lowest point is about 8,700 
feet above sea level. There are many fertile spots in the 
piedmont and lakeside areas of the basin. The southeast- 
ern part is a broad swamp formed by a number of rivers 
flowing from the snowcapped T’ang-ku-la Mountains. 
The extensiveness and the complex terrain of the region 

result in great variations in climate, soil, and vegetation. 
On the whole, the climate is continental, being influenced 
by the region’s remoteness from the sea and by the moun- 

tain ranges in the south and east that bar maritime winds. 
The average annual precipitation in most places is less than 
4 inches (100 millimetres), most of which occurs during 
the summer. Winter is dry, cold, and windy; summer is 
hot. Strong winds from the Mongolian Plateau blanket the 
region with sand, a serious menace to agriculture. Grass 
thrives on the vast plateau, however, and the region pos- 
sesses some of China’s best pasturelands for sheep, horses, 

and yaks. Antelope, wild horses, wolves, foxes, bears, and 
exotic birds are found there. 
The people. Most of Tsinghai’s population is Han (Chi- 

nese), and the rest are minority nationalities including 
Tibetans, Mongols, Hui (Chinese Muslims), Salar, and Tu. 

The major population centres are in eastern Tsinghai in 
the Hsi-ning Valley, which is the main agricultural and 
industrial centre. A number of cities have grown substan- 
tially with development of the province’s mineral and oil 
and natural gas industries. Since the opening of the Tsing- 
hai-Tibet highway, Ko-erh-mu has become important. 
The economy. Economically, Tsinghai is divided into 

two parts by the Ch’ing-hai-nan Mountains. On the east- 
er side is the Huang Ho drainage, consisting of large 
tracts of farmland crisscrossed by irrigation canals and 
dotted with settlements. Spring wheat, barley, and Irish 
potatoes are produced in much improved yields. Irrigated 
acreage is low, however, as is the use of chemical fertiliz- 

ers. On the western side is the plateau basin, where herds 

of cattle, yaks, horses, and sheep—which represent the 
province’s major source of wealth—graze on vast stretches 
of grassland. The output of sheep and yak wool is high 
and of good quality. Vast pastoral land areas have been 
opened up for cultivation, introducing a mixed farming- 
livestock economy. The Kunlun and Ch’i-lien ranges are 
well forested, producing spruce, birch, Chinese pine, and 
Chinese juniper. In the farming areas there are peach, 
apricot, pear, apple, and walnut orchards. 

Before 1949 Tsinghai’s limited industrial and commercial 
development was based on food ard animal by-products 
in such centres as Hsi-ning and on a few salt mines 
in the Tsaidam Basin. Since then, industrial growth has 
been rapid. Chemical plants, iron and steel factories, and 
electrical equipment firms have been established in Hsi- 
ning and other cities. Oil and natural gas reserves are 
located in the Tsaidam Basin, which contains most of the 
province’s mineral reserves. Tsinghai has become China’s 

Yang Wumin—Xinhua News Agency 
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Oil derrick in the Tsaidam Basin, Tsinghai Province. 
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largest producer of lithium, and the province has reserves 
of boron, salts, potash, zinc, lead, and magnesium. 

Much of the development has been made possible by the 

opening of new transportation links between Tsinghai and 
other areas of China. The crucial impetus to growth was 
the opening in 1959 of the Hsi-ning—Lan-chou line, con- 
necting the province to the national rail network; the line 
has been extended to Ko-erh-mu and other places in the 
Tsaidam Basin. The Hsi-ning-Lhasa highway was widened 
and paved. Truck transportation is important, and main 

highways lead from Hsi-ning to Lan-chou, Chang-yeh in 
Kansu, Sinkiang, and Kan-te in Tsinghai. Several high- 
ways intersect at the southern margin of the Tsaidam 
Basin at Ko-erh-mu, making it a communications centre. 
Administration and social conditions. The provincial 

capital is Hsi-ning. The province is subdivided into one 
prefecture (ti-ch’ii), six autonomous prefectures (tzu-chih- 

chou), and one municipality (shih) under provincial juris- 

diction, which are further subdivided into counties (Asien) 

and autonomous counties (tzu-chih-hsien). The special 

status of the Tsaidam Basin was reflected in late 1956 by 
the establishment of a separate Tsaidam Administrative 

District, with its headquarters at Ta-ch’ai-tan, a new set- 
tlement situated on the northern edge of a salt swamp and 
at a major road junction. In 1964 the Tsaidam district was 
reincorporated into an autonomous district designated for 
the Mongol, Tibetan, and Kazak minorities. 
The educational system of the province includes public 

and temple schools. For the whole province, there are 
comprehensive (six-year) elementary schools and junior 
(four-year) elementary schools for male students only. 
There are elementary schools for girls. Among the ethnic 

groups, the Hui have the highest percentage of attendance. 
Temple education plays an important role in the province. 
Among the Tibetan Buddhists, a child who becomes a 
lama begins his studies at the age of 10 and continues for 
more than 10 years. A Muslim child’s studies begin at the 
age of six and continue for 15 years. 
Cultural life. Urban cultural institutions such as mu- 

seums, theatres, universities, and libraries are few. Life is 
largely rural, strongly influenced by the traditional culture 
of the several ethnic and nationality groups that make 
up the population. Among the Mongols and Tibetans, for 

example, one son from every family is supposed to enter 
a lamasery. This custom imposes a limitation on popula- 

tion growth. The chief monastery in Tsinghai is about 20 
miles from Hsi-ning. It is a centre of Tibetan Buddhism, 
to which thousands of believers make pilgrimages from 
the Inner Mongolia Autonomous Region, Tibet, Sinkiang, 
and Szechwan. (C.-M.H./V.C.F.) 

HISTORY 

The cultivable land near Koko Nor was settled in prehis- 
toric times and may have been the original home of the 
tribes who settled in Tibet. The Tsinghai region, called 
Amdo in Tibetan, was long considered part of Tibet. The 
Han referred to the people of Koko Nor and beyond as 
Ch’iang and sought to keep them out of the Han Empire 
by establishing a military outpost near the lake in AD 4. 
The post was soon abandoned, however, and the Chinese 
remained ignorant of the Tsinghai region for centuries. 
During the period of political fragmentation following 

the decline of Han power, a branch of the Hsien-pei tribe 
established a state based in the Tsinghai region and ex- 
tending east into present-day Kansu. Called T’u-yii-hun, 
this state lasted more than three centuries. A Lhasa dy- 
nasty assumed control over the region in the 7th century, 

reaching its peak of power in the 8th century when terri- 
tory was extended far to the northeast and even reached 
the T’ang capital of Ch’ang-an (near modern Sian, Shensi 
Province) for a time. 
Contact was friendly between Lhasa and Ch’ang-an dur- 

ing the T’ang period. Slow caravans of yaks and ponies 
carried Buddhist monks and pilgrims across the Tsinghai 
desert, and traders met near Koko Nor to exchange locally 

bred horses for Chinese tea, which was the chief Tibetan 
export until the 20th century. 
The Tsinghai region was later ruled by Tangut leaders 

who established a state called Hsi Hsia, based near Koko 

213 China 

Nor, in 1038. Genghis Khan began his campaign against 

this state in 1205 and incorporated it into his expanding 

Mongol Empire in 1227. After the Mongol conquest of 
North China, Tsinghai became part of the Yiian Empire 
based in Peking. The founder of the Dge-lugs-pa (Yellow 
Hat sect) of Tibetan Buddhism, Tsong-kha-pa, was born 
near Koko Nor in 1357; his 16th-century successor con- 

verted Mongolia to Tibetan Buddhism and was given the 
title Dalai Lama by the Mongolian Khan. 

During the Ming period the Tsinghai region remained 
closely allied with Tibet, despite increased communication 

with China through trade and tribute missions. In 1642 
a Mongolian dynasty was established in Tibet that lasted 
until 1717, when a local uprising caused the Chinese to di- 

rectly interfere in the region’s affairs. Tsinghai was placed 
under separate administration in 1724. During the Ch’ing 
period immigrants from the east settled in Tsinghai, and 
Chinese political and cultural influence in the region in- 
creased. Tsinghai was made a province of China in 1928. 

(V.C.F,.) 

Uighur Autonomous Region of Sinkiang 

The Uighur Autonomous Region of Sinkiang (Hsin-chiang 
in Wade-Giles romanization, Xinjiang in Pinyin) occu- 
pies the northwestern corner of China. It is bordered by 
Mongolia to the northeast, Russia to the north, Kazakstan 

to the northwest, Kyrgyzstan and Tajikistan to the west, 

Afghanistan and the disputed territory of Jammu and 
Kashmir to the southwest, the Tibet Autonomous Region 
to the southeast, and the Chinese provinces of Tsinghai 
and Kansu to the east. China’s largest political unit, it 

covers about 617,800 square miles (1,600,000 square kilo- 
metres). The capital is at Wu-lu-mu-ch’i (Urumchi). 

Known to the Chinese as Hsi-yii (Western Regions) for 

centuries, the area became Sinkiang (“New Borders”) upon 

its annexation under the Ch’ing (Manchu) dynasty in the 
18th century. Westerners long called it Chinese Turkistan 
to distinguish it from Russian Turkistan. Sinkiang is an 
area of lonely, rugged mountains and vast desert basins. 
Its indigenous population of agriculturalists and pastoral- 
ists inhabit oases strung out along the mountain foothills 
or wander the arid plains in search of pasturage. Since 

the establishment of firm Chinese control in 1949, serious 
efforts have been made to integrate the regional economy 
into that of the nation. Despite the great increase in the 
Han (Chinese) population, the ethnic groups are officially 
encouraged to develop their own cultures. 

Uighur merchant selling melons in T’u-lu-p’an, which is situated 

on the north side of the Turfan Depression in the Uighur 
Autonomous Region of Sinkiang. The information on the sign in 
the background is given in both Chinese and Uighur, the latter 
using Arabic script. 
© Tia Schneider Denenberg 1980—Photo Researchers, Inc 
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PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief Sinkiang can be divided into five 
physiographic regions: the Northern Highlands, the Dzun- 

garian Basin, the Tien Shan (“Celestial Mountains”), the 

Tarim Basin, and the Kunlun Mountains. These regions 
run roughly from east to west, the high mountains alter- 

nating with large, lower basins. 
In the north the Northern Highlands extend in a semi- 

circle along the Mongolian border. The major range in 

this area is the Altai Mountains, with average heights of 

approximately 4,500 feet (1,400 metres) above sea level. 

The slopes of the Altai Mountains on the Chinese (west- 

ern) side are relatively gentle, with numerous rolling and 

dome-shaped hills. 
The triangular-shaped Dzungarian Basin, or Dzungaria, 

with an area of some 270,000 square miles (700,000 square 

kilometres), is bordered by the Altai Mountains on the 

northeast, the Tien Shan on the south, and the A-la-t’ao 
Mountains on the northwest. The basin is open on both 
the east and west. It contains a ring of oases at the foot of 

the enclosing mountains and a steppe and desert belt in 

the centre of the depression. 

The Tien Shan occupies nearly one-fourth of the area 

of Sinkiang. The mountains stretch into the region from 
Kazakstan, Kyrgyzstan, and Tajikistan and run eastward 

from the border for about 1,000 miles (1,600 kilometres). 

They are highest in the west and taper off slightly to 
the east. The highest peaks are Mount Han-t’eng-ko-li, 

which rises to an elevation of 22,949 feet (6,995 metres), 

and Mount Sheng-li (Russian Pik Pobedy), which attains 

24,406 feet (7,439 metres). They are found in a cluster 
of mountains, from which ridges extend southwestward 

along the boundary between China and Kyrgyzstan. The 

Tien Shan is perpetually covered by snow, and numerous 
long glaciers descend its slopes from extensive snowfields. 
The Tarim Basin is surrounded by the Tien Shan to the 

north, the Pamir Mountains to the west, and the Kunlun 

Mountains to the south. It occupies about half of Sinkiang, 

extending 850 miles from west to east and about 350 miles 
from north to south. The basin consists of a central desert, 
alluvial fans at the foot of the mountains, and isolated 
oases. The desert—the Takla Makan—covers an area of 

more than 105,000 square miles and is absolutely barren. 

The core of the basin has an elevation ranging from about 
4,000 feet above sea level in the west to about 2,500 feet 
in the. east. The Turfan Depression at the eastern end of 
the Takla Makan, however, is 505 feet below sea level. 
The Kunlun Mountains form the northern rampart of 

the Plateau of Tibet. With elevations up to 24,000 feet, 
the central part of the range forms an almost impenetra- 
ble barrier to movement from north to south. There are 
passes on the west and east such as the Karakoram in 

Jammu and Kashmir and the K’u-erh-kan in Sinkiang. 
In the east the A-erh-chin Mountains turn northeast and 

eventually merge with the Tsou-lang-nan Mountains in 
southern Kansu Province, China. 
Drainage. The drainage pattern of Sinkiang is unique 

to China. The only stream whose waters reach the sea is 
the O-erh-ch’i-ssu, which rises in north-central Sinkiang, 
crosses into Kazakstan, and joins the Irtysh that (in Rus- 
sia) flows into the Ob, which then empties into the Arctic 
Ocean. Other streams in Sinkiang issue from the moun- 
tains and disappear into inland deserts or salt lakes. The 
principal river of the region, the Tarim, is fed by largely 
intermittent streams that rise in the Kunlun Mountains 
and the Tien Shan. It flows eastward across the Tarim 
Basin toward the salt-encrusted lake bed of Lop Nor. 
Climate. Remote from the ocean and enclosed by high 

mountains, Sinkiang is cut off from marine climatic influ- 
ences. It therefore has a continental dry climate. The Tien 
Shan separates the dry south from the slightly less arid 
north, so the northern slopes of the Tien Shan are more 
humid than those on the south. 

Rainfall is not only scanty but it also fluctuates widely 
from year to year. Average January temperatures in the 
Tarim Basin are about 20° F (—7° C), compared with 5° 
F (—15° ©) in many parts of the Dzungarian Basin. In 
the summer, average temperatures north of the Tien Shan 
are lower than they are south of the mountains. In the 

Dzungarian Basin, July averages vary from 70° F (21° ©) 

in the north to 75° F (24° C) in the south. In the Tarim 

Basin, July temperatures average about 80° F (27° C). The 

hottest part of Sinkiang is the Turfan Depression, where a 
maximum of 118° F (48° C) and a July mean of 90° F 

(32° C) have been recorded. 
Plant and animal life. Because of the great expanses of 

desert, the plant life of much of Sinkiang is monotonous. 

There are pine forests in the Tien Shan and tugrak woods 
in many places on the edge of the Takla Makan Desert. 

Apart from these trees, the most common are varieties of 

poplar and willow. In the Tien Shan and other mountains 
there is a great assortment of wild plants and flowers, 
many of which have never been classified. 
Animal life is of greater interest, and big-game hunting is 

an attraction of the Tien Shan. The mountains are inhab- 
ited by antelopes, ibex (wild goats), wapiti (elks), various 

wild sheep, leopards, wolves, bears, lynx, and marmots. 

There are wild horses in the north, wild camels near Lop 

Nor, and wild yaks (large, long-haired oxen) and wild 
asses on the Tibetan frontier. Birdlife is extensive, espe- 
cially in the Lop Nor district. The few varieties of fish are 
mostly of the carp family. Snakes are not numerous and 
appear to be harmless; scorpions and centipedes, however, 

abound. During the summer, horseflies, mosquitoes, flies, 
and midges are thick in the woods. A great variety of 
butterflies are seen in the mountains. 
Settlement patterns. There are many differences in ru- 

ral settlement patterns in the north and the south. Oasis 

agriculture in the Tarim Basin occupies a large part of the 
population, and only a small percentage are engaged in 

animal husbandry. North of the Tien Shan the grasslands 
support many of the inhabitants, who are pastoralists. 

There are five major cities in the province. Wu-lu-mu- 
ch’i, the regional capital, was once an agricultural centre 
for the Dzungarian Basin; it has undergone consider- 
able industrial and commercial development. K’o-la-ma-i 
(Karamai), also in the Dzungarian Basin, was developed in 

the late 1950s as a centre of the petroleum industry. Shih- 
ho-tzu, near the southern edge of the Dzungarian Basin, is 
a significant agricultural-processing centre. I-ning (Kuldja), 
located in the upper I-li River valley near Kazakstan, is 
an administrative town with a growing food-processing 
industry. Kashgar, the largest city of the Tarim Basin, is 
an ancient centre for the manufacture of handicrafts such 
as textiles, rugs, and tanned leather. 
The people. Sinkiang is inhabited by more than 40 dif- 

ferent ethnic groups, of which the largest are the Uighur 
and the Han (Chinese). Other groups include the Mon- 
golians and Khalkha, Hui (Chinese Muslims), Kazaks, 

Uzbeks, Tungusic-speaking Manchu and Sibos, Tajiks, 
Tatars, Russians, and Tahurs. 

The Han migration altered the pattern of population 
distribution and ethnic composition of Sinkiang. In 1953 
about three-fourths of the population lived south of the 
mountains in the Tarim Basin. The Han influx was di- 
rected mainly to the Dzungarian Basin because of its 
resource potential. The Kazaks, the third largest minority 
group in the region, are nomadic herdsmen in the steppes 
of the Dzungarian Basin; they are especially concentrated 
in the upper I-li valley. 

There are two major language groups besides Chinese in 
the region. The Mongolians speak languages of the Mon- 
golian branch of the Altaic group, and the Uighur, Kazaks, 
and Uzbeks speak the Turkic branch of the Altaic group. 
The Tajiks, however, belong to the Iranian branch of the 
Indo-European language group. Mongolian, Uighur, and 
Kazak are written languages in everyday use; Mongolian 
has its own script, while Uighur and Kazak are written in 
the Arabic script. 
The largest Muslim groups in China are the Uighur and 

the Hui. The Kazaks and Tajiks also follow Islam, while 
the Mongolians are adherents of Buddhism. 
The economy. Because of the dry climate, most of the 

cultivated land in Sinkiang depends entirely on irrigation. 
The various nationalities in the region have had rich ex- 
perience in water conservancy techniques, of which the 
wells of the gandat system in the Turfan and Ha-mi de- 
pressions are a fine example. Since the 1950s, these have 

Cities 

Language 
groups 



Principal 

crops 

Petroleum 

reserves 

Institu- 

tions of 
higher 
learning 

been greatly supplemented with canals and reservoirs, and 
the amount of arable land has almost tripled. 
Sinkiang is self-sufficient in food grains. About half of the 

total crop area produces winter and spring wheat. Corn 
(maize), another important crop, is grown more in the 
south than in the north. Rice, kaoliang (a variety of grain 
sorghum), and millet are also produced in large quantities. 
Significant crops of long-staple cotton are produced in the 
Turfan Depression and the greater Tarim Basin, and cot- 
ton has become an important cash crop. Sinkiang is one 
of China’s main fruit-producing regions; its sweet Ha-mi 
melons, seedless Turfan grapes, and I-li apples are well 
known. Sugar beets support a small sugar-refining indus- 

try. Livestock raising has been given renewed attention, 
particularly north of the Tien Shan. 

Mineral resources include deposits of lead, zinc, and 

copper, as well as molybdenum and tungsten (used in 
strengthening steel), although none of these are of in- 

dustrial significance. Gold is produced from placer and 
lode deposits on the southern slopes of the Altai Moun- 
tains. Sinkiang’s only product of national significance is 
petroleum. Since the first well was developed at K’o- 
la-ma-i in 1955, nearly 20 fields have been developed. 

A major new field was discovered in the area in 1983, 
after which exploration for petroleum was begun in the 
Tarim Basin. 

Sinkiang’s heavy industry includes an iron and steel 
works and a cement factory at Wu-lu-mu-ch’i and a 

farm-tool plant at Kashgar. Industries processing agricul- 
tural and animal products have been established near the 

sources of raw materials and include several textile mills 
and a beet sugar mill. 

A system of roads encircles the Tarim Basin along the 
foothills of the surrounding mountain ranges, and roads 
run along the northern foothills of the Tien Shan in 
the Dzungarian Basin. The two basins are connected by 
a road that crosses the Tien Shan near Wu-lu-mu-ch’i. 
There are roads leading to Kazakstan in the north through 

passes in the Dzungarian Basin and to Tajikistan in the 
south through a pass near Kashgar, which was the historic 
gateway of the silk trade between Asia and Europe. The 

region is also connected by road to the Chinese provinces 
of Kansu and Tsinghai in the southeast. 
A railway crosses Sinkiang from Kansu Province through 

Ha-mi, Wu-lu-mu-ch’i, and the Dzungarian Gate (a pass 
through the Pamir Mountains), connecting with the rail- 
way system of Kazakstan. The northern and southern 

sectors of the province have also been linked by a railway 
constructed across the Tien Shan. 
Administration and _ social conditions. Government. 

The administrative structure of Sinkiang reflects the poli- 
cies of recognition of ethnic minorities and self-administra- 
tion, in which local leaders are appointed to governmental 

positions. The Uighur Autonomous Region of Sinkiang 
is divided on the subprovincial level into three types of 
administrative units. There are three municipalities (shih) 
under direct regional administration, five autonomous 
prefectures (tzu-chih-chou), and seven prefectures (ti-ch’ii). 
The region is further subdivided into counties (Asien) and 
autonomous counties (tzu-chih-hsien). 
Education. Before World War II the educational sys- 

tem was minimal. Since 1949, educational facilities have 
been broadened and the literacy rate is better than the 

national average. Institutions of higher learning, concen- 
trated in Wu-lu-mu-ch’i, include the Sinkiang University; 
the Sinkiang “August First” Institute of Agriculture, which 
offers a course on water conservation; the Sinkiang In- 
stitute of Minorities, which offers courses in art, Chinese 
language and literature, history, and science; the Sinkiang 
Medical College; and the Sinkiang Institute of Languages, 
which offers instruction in several Western languages and 
literatures. Standard education is supplemented by instruc- 
tion broadcast over radio and television. The provincial 
library and museum are also in Wu-lu-mu-ch’i. 
Cultural life. The indigenous peoples of Sinkiang ex- 

hibit their own cultures. The dominant Uighur are seden- 
tary farmers whose social organization is centred upon 

the village. Many of the important Uighur cultural forms 
are rooted in Islam. Spoken Uighur predominates despite 
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the popularization of Chinese. Islam itself has revived 
since the antireligious onslaught of the Cultural Revolu- 

tion during the 1960s and ’70s, and there are now nu- 
merous mosques and a new training academy for clergy. 

The Uighur performing arts tradition emphasizes ancient 
songs and dances accompanied by traditional instrumental 

groups. Professional troupes, first organized in the 1950s, 
are dominated by Uighur balladeers and dancers, although 
administrative duties are often performed by Han troupe 
members. 

The Kazaks are pastoralists related to the people of 

Kazakstan. They migrate seasonally in search of pasturage 

and live in dome-shaped, portable tents known as yurts. 

Livestock includes sheep, goats, and some cattle; horses 

are kept for prestige. The basic social unit is the extended 
family; political organization extends through a hierarchy 
of chiefs. Although there is a concept of national origin, 
the chiefs are seldom united. 
Like the Kazaks, the Mongolians are pastoralists who 

live in yurts, but their society is more firmly organized. 
The basic social unit is the nuclear family. There is an 
established political hierarchy of groups, the smallest of 
which is a group of several households known as a hag. 
The average person, or free nomad (arat), owes allegiance 

to nobles (taiji) and princes (noyan or wang). National 

power, however, is fragmented. (C.-M.H./V.C.F.) 

HISTORY 

Far to the northwest of the heartland of Chinese civiliza- 
tion, the Sinkiang region was thinly populated by herds- 

men and oasis farmers organized into small kingdoms and 
tribal alliances. Southern Sinkiang came under the loose 
control of the Western Han dynasty in about 100 Bc, when 
an extension of the Great Wall was built 300 miles west 
of the present Kansu-Sinkiang border. The Han capital of 
Ch’ang-an, near modern Sian in Shensi Province, came 
into contact with the Roman Empire over a trade route 

that passed through a series of oasis settlements south of 
the Tien Shan. Known as the Silk Road, this route carried 

Chinese silk to the Roman world in exchange for precious 
metals, glassware, and woolen cloth. 

With the decline of Han power in the 3rd century AD, 
the area passed under the control of local Uighur lead- 

ers. The resurgence of Imperial power during the T’ang 
period (618-907) increased Chinese influence in the re- 

gion, though many elements of western Asian culture 
were transmitted along the trade routes. The subsequent 
decrease of T’ang power resulted in an increase in Arab 
influence, and Islam gained many converts. The Turkic 
language came to be spoken in the oases, while Mongolian 
remained the language of the steppes. 
Sinkiang was again incorporated into the Chinese empire 

when it was conquered by the Mongol leader Genghis 
Khan in the 13th century. The Ch’ing, or Manchu, dy- 
nasty (1644-1911/12) successfully asserted control over 

the Sinkiang region, defeating the resistance of stubborn 
tribes in the north and sending loyal Muslims from Kansu 
to settle in the oases of northern Sinkiang in the 17th and 
18th centuries. In 1884 the Ch’ing government created a 
new Sinkiang province. 

After the revolution of 1911-12 Yang Tseng-hsin, a Han 
commander of native Turkic troops, seized control of 
Sinkiang and was later appointed governor by the Peking 
government. He maintained control until his assassination 
in 1928, which was followed by a series of rulers and 
shifting allegiances. After the Communist victory in 1949, 
the central government implemented moderate policies 
toward the local minorities, and Sinkiang was established 
as an autonomous region in 1955. Radical policies estab- 
lished elsewhere in China during the Great Leap Forward 
(1958-60) and the Cultural Revolution (1966-76) were 
also implemented in Sinkiang, however. This resulted in 
a mass exodus of Kazak people in 1962 into Kazakstan 
(which then was part of the Soviet Union), massive polit- 
ical instability, and heightened ethnic tensions. 
After the Cultural Revolution, political and economic 

policies were moderated, leading to widespread improve- 
ment in the livelihood of farmers and pastoralists and to 
relative stability and economic growth. (V.C.F.) 

Growth of 
Islam 
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NORTHWEST CHINA 

Hui Autonomous Region of Ningsia 

The Hui Autonomous Region of Ningsia (Ning-hsia in 
Wade-Giles romanization, Ningxia in Pinyin), in north 
central China, is bounded on the east in part by Shensi; 

on the east, south, and west by Kansu; and on the north 
by the Inner Mongolia Autonomous Region. Most of the 
region is desert, but the vast plain of the Huang Ho (Yel- 

low River) in the north has been irrigated for agriculture 
for centuries. The total area of the autonomous region 
is about 25,600 square miles (66,400 square kilometres). 
Its capital is Yin-ch’uan. Ningsia is nearly coextensive 
with the ancient kingdom of the Tangut people, known 
in China as the Hsi Hsia; after its conquest by Genghis 
Khan, it was named Ningsia (“Peaceful Hsia”). 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Physiographically, the Ningsia region can be 
divided into two parts. Southern Ningsia is part of the 
Loess Plateau, with the Liu-p’an Mountains as the main 
ridge. The region is covered with a thick layer of loess 
(wind-deposited soil)—which in some places is more than 

300 feet deep—and the topography is generally fairly flat. 
Northern Ningsia is made up for the most part of the 
Ningsia plain of the Huang Ho. The river enters Ningsia 
from the Tsinghai plateau in Kansu and flows east, then 
north into Inner Mongolia. West of the plain are the Ho- 
lan Mountains. These mountains serve as a shelter against 

the sandstorms from the T’eng-ko-li Desert, which lies to 
the west of the mountains. 
On an elevation of 3,600-3,900 feet (1,100-1,200 metres) 

above sea level, the Ningsia plain slopes gradually from 
south to north. The plain is an arid area, but the Huang 
Ho provides irrigation. Many canals have been built over 
the centuries. The network of willow-lined canals and 
paddy fields gives the landscape a look resembling that of 
southern China. 

The climate of Ningsia is continental. Temperatures 
range from an annual average maximum of 80° F (27° 
C) to an annual average minimum of 7° F (—14° ©). 

Hui (Chinese Muslim) tradesman weighing pears 
in a market in Yin-ch’uan, Hui Autonomous Region 
of Ningsia. 

Yearly precipitation on the Ningsia plain is only about 
eight inches (200 millimetres). 

The people. The ethnic composition of Ningsia includes 
the Han (Chinese), who constitute the majority of the 
population; Hui (Chinese Muslims), the largest minority 

group; and Manchu and small numbers of Tibetans and 
Mongols. Nearly all the people speak Mandarin Chinese, 
with some speaking Tibetan and Mongolian, and the pre- 
dominant religions are Islam and Buddhism. Islam has 
the most believers, primarily among the Hui. 
The region is predominantly rural, with most of the pop- 

ulation engaged in pasturing and farming the land. It is 
one of China’s more sparsely settled areas. In the widely 

scattered cities, residents traditionally have been devoted 
to handicrafts. Since 1949, however, more workers have 
begun to be employed in mining and manufacturing. The 
capital, Yin-ch’uan, is Ningsia’s largest city. 
The economy. The Ningsia plain produces abundant 

wheat and good-quality rice. An intricate system of an- 
cient and new irrigation canals has improved agricultural 
yields in the region, although the use of chemical fertiliz- 
ers is well below the national average. Cash crops include 
sugar beets. In the mixed agricultural and pastoral areas, 
a good breed of sheep, a domesticated form of the argali 
of eastern Mongolia, is raised. Its wool is soft, white, and 
lustrous. The Manchu especially have long been known 
for breeding and raising pigs. Melons and apricots are also 
grown in quantity. 
Mineral resources of Ningsia are limited to coking coal 

reserves in the P’ing-lo and Shih-tsui-shan areas, near the 
Inner Mongolian border. Coal was mined on a small scale 
in the past but has been expanded since the construction 

of the Pao-t’ou-Lan-chou railroad in 1958. There also are 
reserves of gypsum, glass, and limestone. 
Yin-ch’uan, in the centre of the Ningsia plain, was well 

known in ancient times as a border city on the western 

frontier of China. Until the mid-20th century it was largely 
a trading centre for farm and animal products. Medium- 
sized and small factories, including a farm-tool plant and 
a woolen-textile mill, have since been built there. The 
Huang Ho, to the east, provides irrigation and facilities 
for water transportation. 

Industry has grown steadily. Natural resources and agri- 
cultural products such as wool and sugar form the founda- 
tion of many enterprises. The region produces consumer 
goods such as paper, foodstuffs, and wool and cotton fab- 
rics. An extension of the main Peking-Pao-t’ou railway, 
completed in 1958, links Yin-ch’uan to two major regional 
industrial bases, Pao-t’ou (in Inner Mongolia, to the north) 
and Lan-chou (in Kansu, to the south). A highway bridge 
built across the Huang Ho in the 1970s near Yin-ch’uan 
has further stimulated economic development. 
Administration and social conditions. The region has 

two prefecture-level municipalities (shih), Yin-ch’uan and 
Shih-tsui-shan. There are two prefectures (ti-ch’ii), Yin- 
nan and Ku-yiian. The autonomous region is further sub- 
divided into counties (Asien). 

Ningsia was formerly a backward area in education. 
In 1935 there were only two high schools, two normal 
schools, and about 200 elementary schools, attended by 
very few of the children. Since the Communist govern- 
ment was organized in 1949, there has been much im- 
provement. Illiteracy has been markedly reduced. Health 
care also has been transformed with the building of clinics 
and hospitals. 

Cultural life. Traditional Hui cultural life was inti- 
mately interrelated with Islam. The Hui woman tradition- 
ally kept house; her role was domestic, and she could 
not undertake outside work. When they went out, Hui 
women traditionally wore the veil to conceal their faces, 
and they were forbidden to talk to males. The traditional 
culture has undergone changes, however. Under the Com- 
munist regime, for example, Hui women have had to do 
farm work in the communes and production work in 
the factories. 

Advances 
in 

education 



Boundary 
changes 

HISTORY 

The region south of the Huang Ho was incorporated into 

the Ch’in Empire in the 3rd century Bc, at which time 
walls were built throughout the area. Irrigation canals on 

the Ningsia plains of the Huang Ho dating from the Ch’in 
(221-206 Bc), Han (206 BC-AD 25), and T’ang (Ap 618- 
907) dynasties provide further evidence that the area has 
long been inhabited. In the 11th century the area became 
part of the kingdom of the Tangut people, Hsi Hsia, in 
western China. Yin-ch’uan was captured by Genghis Khan 

early in the 13th century and remained tributary to China. 
As Mongol power declined and Turkish-speaking Mus- 

lims migrated from oasis settlements to the west, Ningsia 
came increasingly under Islamic influence. The descen- 
dants of Muslim settlers maintained their separateness 
from Chinese society. In the mid-19th century Ningsia 
became embroiled in the general Muslim revolt in the 
northwest, and tension between Han and Hui continued 

well into the 20th century. After 1911 the region came 
under the control of Muslim warlords, and Ningsia, as 
part of the “Muslim” belt, became part of the political 
base of the Ma clan of Ho-chou. Wooed by the National- 
ist Party (Kuomintang)—to which they declared nominal 
allegiance—the Japanese, and the Russians, the region 
remained an arena of conflict throughout the period be- 
tween World Wars I and II. 
In 1914 the Ningsia area became a part of the province 

of Kansu, and in 1928 it was constituted as the province 
of Ningsia. During the Sino-Japanese War (1937-45) parts 

of Ningsia were incorporated into the Shen-Kan-Ning 
border region, where Communist authorities appealed for 
minority support by proclaiming their cultural and polit- 
ical rights. Although some Hui leaders joined the Com- 
munists and rose to positions of influence in the region, 
most Ningsia Hui supported the Ma clan. In the end, a 
Communist victory in Ningsia was won by the People’s 
Liberation Army in battle with the armies of the Ma clan. 
From 1949 to 1954 the province was subject to the 

authority of the Northwest Military Administrative Com- 
mittee. Ningsia was then made directly subordinate to the 
central government as part of Kansu. At the same time, 
autonomous Hui regions were established on the east and 
west bank sections of the Ningsia irrigated plain and in the 
foothills of the Liu-p’an Mountains. In 1958 these areas 
were combined to form the Hui Autonomous Region of 
Ningsia. In 1969 Ningsia reacquired the T’eng-ko-li Desert 
region from Inner Mongolia; the region then reverted to 
Inner Mongolia in 1979. (C.-M.H./V.C.F.) 

Inner Mongolia Autonomous Region 

Inner Mongolia (Nei-meng-ku in Wade-Giles romaniza- 
tion, Neimenggu in Pinyin) is one of the five autonomous 
regions (tzu-chih-ch’ii) of China. It is a vast territory, 
with an area of 454,600 square miles (1,177,500 square 
kilometres), that stretches in a great crescent for some 
1,700 miles (2,700 kilometres) across northern China. It is 
bordered to the north by Mongolia (formerly Outer Mon- 
golia) and Russia; to the east by the Chinese provinces 
of Heilungkiang, Kirin, and Liaoning; to the south by 
the provinces of Hopeh, Shansi, and Shensi and the Hui 
Autonomous Region of Ningsia; and to the west by the 
province of Kansu. Its capital is Hu-ho-hao-t’e (Hohhot). 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief and drainage. Inner Mongolia is es- 
sentially an inland plateau with a flat surface lying at an 
elevation of about 3,300 feet (1,000 metres) above sea level 
and fringed by mountains and valleys. Its southern bound- 
ary is formed by a series of high ridges with an average 
height of between 4,500 and 6,000 feet. To the northwest 
the land falls away toward the centre of the Gobi (Desert), 

an arid zone with low summer rainfall, strong evapora- 
tion, almost perpetual sunshine, and constant northwest- 
erly winds. The Huang Ho (Yellow River) makes a great 
northward and southward loop through south-central In- 
ner Mongolia, delineating the Ordos Desert and providing 
irrigation water for the area. In the centre and the north, 

rainfall and snow are absorbed by the desert. 
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The eastern third of the region is dominated by the 
Greater Khingan Range, which rises from the plateau to 

elevations of 4,000 feet and more. Glaciation has cut 
many U-shaped valleys in the mountains, through which 
run tributaries to the Argun (O-erh-ku-na) River; the Ar- 

gun forms most of Inner Mongolia’s border with Russia. 
Soils. Soils in the western areas are largely gray-brown 

or sandy desert. In the central regions, chestnut-brown 

soils are common, in which cereals can be raised by dry 
farming once every two or three years after sufficient 
moisture has accumulated in the soil. Soils in the higher 
elevations of the eastern mountains are podzolic (leached), 

while rich black soils and dark brown soils are found on 
the lower western and eastern slopes, respectively. 
Climate. The seasons are marked by sharp fluctuations 

in the climate. Spring arrives in May and lasts for two 

months. Summer temperatures are relatively uniform. The 
July average is about 72° F (22° C) at Hu-ho-hao-t’e in 
the west-central part of the region; the yearly variation, 
however, is about 63° F (35° C). The two hottest months 

are July and August, when almost three-fifths of the an- 

nual precipitation occurs. Winter, which arrives after mid- 
September and lasts until March, is bitterly cold, with 
strong, icy winds blowing out of Siberia. Precipitation is 
meagre. In the Gobi areas the yearly total is less than four 

inches (100 millimetres), the plateau area receives only 

about 12 inches, while about 20 inches fall in the eastern 
mountains. The development of farming is handicapped 
by a frost-free period that lasts only from 110 to 160 days 
and by droughts, which occur almost annually. 
Plant and animal life. Much of the western territory is 

barren, while the mountains in the northeast are forested. 
Large areas of the central region, however, consist of 
grassland, which provides pasture for sheep, goats, cattle, 
and the famous Mongolian horses and Bactrian camels. 
Sheep and goats (roughly in equal proportions) are by far 
the most important, the most ubiquitous, and the most 
numerous of the animals raised on the grasslands. 
Settlement patterns. The region is primarily agricultural 

and pastoral, with few industrial centres. The three major 

urban areas are located in the centre of the region: Pao- 
tou, a large industrial complex and transportation hub; 
Hu-ho-hao-t’e, the region’s political and cultural centre; 
and Chi-ning, a commercial and transportation centre. 

Also important is Ch’ih-feng, a commercial centre and 

Bays Galang—Xinhua News Agency 

Mongol youth tending a flock of sheep grazing on grassland 
in the O-wen-k’o autonomous banner in the Hu-lun-pei-erh 
league, Inner Mongolia. A yurt, the Mongol tent, can be seen 
in the centre background. 

Precipita- 

tion 
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transportation hub at the southern end of the Greater 

Khingan Range. 

The people. Ethnic distribution. Han (Chinese) con- 

stitute the bulk of the population, and the largest minority 
population is that of the Mongols. Minor groups include 

the Hui (Chinese Muslims), Manchu, Daghur (Ta-wo-erh) 

Mongol, Evenk (E-wen-k’o), Korean, and O-lun-ch’un 

peoples. The population is unevenly distributed, with 

most people concentrated in the agricultural belt south 
of the Ta-ch’ing Mountains escarpment of the Mongolian 

Plateau (near the Huang Ho) and on the eastern slopes of 

the Greater Khingan Range. 

Because the Han greatly outnumber the Mongols, the 

most widely used language is Chinese. The Mongolian 

dialects belong to the eastern branch of Mongolian lan- 

guages; they are phonetically, morphologically, and syn- 

tactically almost the same as the Khalkha Mongol dialect 

of Mongolia to the north. A writing system of the Mongol 
language, using the Cyrillic alphabet, was introduced in 
1955. The system also is used in Mongolia. 

Religion. In addition to ancestor worship, most of the 

Han in the region follow a religion formed of elements of 
Confucianism, Buddhism, and Taoism. The Mongols are 
mostly followers of Tibetan Buddhism, with almost every 
Mongol family having at least one son in a monastery. 

Despite the prevalence of a form of Buddhism marked by 
ritual and a dominant, hierarchical monasticism, there are 

some aspects of shamanism. The stronghold of shamanism 
among the Mongols is the Hu-lun-pei-erh league (meng). 

The Hui, centred on Hu-ho-hao-t’e, are adherents of Islam. 
The economy. Agriculture. Inner Mongolia, with al- 

most one-third of China’s grassland, has been traditionally 
renowned for its livestock. The condition of the livestock 
industry improved markedly after 1950 through the use 
of such measures as large-scale wolf hunting to reduce 
herd predation, the immunization of cattle, and improved 

pasturage and animal husbandry. Weather stations were 

established to forewarn herders of major storms. Cross- 

breeding by artificial insemination, such as between do- 
mestic and Tsgaisky pedigreed sheep, greatly improved 
stocks. Sheep are the main livestock raised, and cattle, 
horses, pigs, and camels also are important. 

The harsh climate severely restricts intensive agriculture. 
In some areas, particularly around the great loop of the 
Huang Ho, oats, spring wheat, kaoliang (a variety of grain 

sorghum), millet, and other grains are cultivated. In ir- 

rigated areas sugar beets and oil-bearing crops such as 
linseed, rape, and sunflowers are important. Measures to 

improve agricultural output have included greater imple- 
mentation of water conservation and irrigation programs 
and the use of chemical fertilizers. 
Industry. Inner Mongolia’s industry is based on the 

territory’s great mineral wealth. There are rich iron-ore 
deposits at Pai-yiin-o-po, north of Pao-t’ou, and Inner 
Mongolia has one of the world’s largest deposits of rare 
earth metals. Coal is mined near Pao-t’ou and at other 
locations. The inland drainage of the Mongolian Plateau 
once contained a number of salt lakes; most have dried up, 
leaving behind deposits of salt and natural alkali (soda). 

These resources are important for the chemical industry, 
especially for the manufacture of chemical fertilizers. 
Industrial development is centred around Pao-t’ou, which 

is one of the major iron-and-steel producers in China. 
The city has numerous plants, including those for ceram- 
ics, cement, machine building and repairing, textiles, and 
chemical fertilizers. Other major industrial centres include 
Hu-ho-hao-t’e, Ch’i-feng, and Wu-hai. 

Transportation. The rail system links the region to the 
remainder of China. Major railway junctions are Pao-t’ou, 
Hu-ho-hao-t’e, and Chi-ning. With the advent of indus- 
trial development, several new railways were constructed 

in Inner Mongolia. The Chi-ning and Ulaanbaatar In- 
ternational Railway (completed in 1955) connects China 
with Mongolia and with Russia. This route shortened the 
rail distance between Peking and Moscow by some 700 
miles. The most important line constructed since 1949, 
however, is that from Pao-t’ou to Lan-chou in Kansu 
Province, which completes the rail link between northern 
and northwestern China. 

In addition to the rail network, thousands of miles of 
highway link most areas. Inland waterway navigation is 
somewhat limited. Only the upper course of the Huang 
Ho, from Lan-chou, in Kansu, to Ho-k’ou, in Inner Mon- 

golia, is navigable. 
Administration and social conditions. Government. 

The administration differs in name and composition from 

those in other parts of China. The region is divided 
into eight leagues (meng), similar to subprovincial units 
in China proper, and four prefecture-level municipalities 
(shih). The local administrative units are banners (ch’7) in 

the Mongolian areas and counties (Asien) in the predom- 

inantly Han area. In the Mongol areas the banners are 

subdivided into administrative villages (gatsaa) or aimak 
(units of two or three villages); in the nomadic region 
the banners are subdivided into swmun, which are divided 

into bag (groups of nomad farmers), khoto (towns), and 
ail (settlements of a few families of nomads). 

In accordance with the policy of fostering unity between 
the nationalities, an effort has been made to set up “demo- 
cratic coalition governments” in localities where both 
Mongols and Han are represented in substantial numbers. 
Education. Education was introduced after 1949, 

mainly through mobile schools and a “half-study, half- 
work” scheme in which study time varied according to the 
requirements of agriculture. More than three-fifths of the 
population has received at least a primary-level education, 

and illiteracy has been reduced. A number of vocational 
schools, colleges, and universities are also in operation. 
Health and welfare. Most of the Mongols live in tent- 

like structures called yurts, or ger, that are inadequately 
ventilated. This, added to chronic shortages of drinking 
water and traditional hygiene patterns, contributed to the 
spread of epidemic diseases. Syphilis and bubonic plague 
caused a continuous decline in the Mongolian population 
in the mid-19th to mid-20th century. In 1947, for example, 
more than three-fifths of the pastoral population suffered 

from syphilis, and the infant mortality rate in 1949 was 
as high as one in three live births. Public health has since 
greatly improved, and the spread of infectious diseases has 
been brought under control. Energetic promotion of new 
midwifery methods significantly reduced the rate of infant 
mortality, and the population began increasing. 
Cultural life. Cultural life bears the deep imprint of Ti- 

betan Buddhist influence. In liturgical music, monastery 
and temple architecture, scriptural learning and commen- 
tary, and religious arts, the Mongols accepted the forms of 
Tibet. Though the specific content and emphasis of Mon- 
gol folk legends vary somewhat with the location and with 
tribal or clan history concerning their origins, most clans 
have legends of their founders as either a mythical animal 

or a hero; others preserve legends about historical figures 
once prominent in the life of their clan. The subjects and 
themes of Mongol folktales and other forms of vernacular 
literature tend to be standard among all the tribes. A large 
number concern lamas and religious life. Legends and 
songs as well as riddles and jokes occupy the leisure time 
of the night camp and its fireside circle, which form a 
major aspect of traditional Mongolian life. 
Mongolian music is not an independent art but serves 

solely as accompaniment to songs, dances, and rites. 
Singing is a form of entertainment, communication, his- 
torical recollection, group fellowship, and exuberant ex- 
pression, and it demonstrates the close affiliation of indi- 
vidual Mongols with their culture and traditions. Mongol 
singing is generally a gregarious activity, mostly taking 
place around campfires, after the evening meal. 
The Mongols observe seasonal celebrations: the New 

Year, the celebration of the White Month (signifying re- 
birth) in spring, the Midsummer Festival on the 12th day 
of the sixth month of the Chinese lunar calendar, the 
Autumn Festival (Festival of Fire) on the first day of the 
eighth lunar month, and the Great Sacrificial Feast to the 
Fire God on the 23rd day in the 12th lunar month. 
Besides the temple festivals, there is the Obo (shrine) 

Festival, held in the fifth month of every year. Toward the 
end of the ceremonies the festival takes a joyful course 
without restraint. There are wrestling and archery compe- 
titions, and a race is held in which the young men of the 
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tribes ride their best horses. This is the time for a dashing 
display of the talent and vigour of the Mongol nomads. 
With the increasing Sinicization of the region—in terms 

of both numbers and influence—many Han cultural forms 
have become prominent. Minority national troupes and a 

number of regional institutes seek to encourage and pre- 
serve the indigenous cultural traditions. 

HISTORY 

Farming was carried out on the marshes near the present 
boundary of Inner Mongolia and the provinces to the 

south in early times. The area was the limit of expansion of 
intensive agricultural settlement and was thus the scene of 
frequent confrontations between nomadic steppe dwellers 
and settled agriculturalists. In 658 BC several states of the 
North China Plain combined their efforts to build a wall 

defending what is now Hopeh from nomadic incursions 
and annexed part of Inner Mongolia to their agricultural 
territory. This part of Mongolia was inherited by the rulers 

of the Ch’in dynasty when they unified the Chan-kuo 
(Warring States) into an empire in the 3rd century BC. 

Emperors of the succeeding Han dynasty waged war 

against the powerful Hsiung-nu, who were based in the 
valley of the northern bend of the Huang Ho. After push- 
ing the Hsiung-nu north of the river, the Han settled the 
Ordos Desert region. The decline of the Han dynasty in 
the 3rd century AD brought a series of nomadic rulers to 
northern China. Later the T’ang dynasty (618-907) again 
asserted control over China’s northern border, constricting 

trade and prompting border raids. 

The establishment of the Mongolian Empire by Genghis 
Khan in the 13th century brought prestige and expanded 
trade to Inner Mongolia. Old raiding patterns returned 
with the Ming dynasty in China, but peaceful relations 
with China were reestablished when the Manchu rulers 
of the Ch’ing dynasty reorganized the tribes into ban- 
ners and leagues and promoted trade through itinerant 

Han merchants. 

During the 19th century, population pressure to the south 
brought many Chinese farmers into Mongolia in search 
of land to cultivate. This caused conflicts with herdsmen 
that culminated in independence for Outer Mongolia in 
1912 and administrative autonomy for Inner Mongolia 
in 1932. Eastern Inner Mongolia was occupied by the 

Japanese from 1933 as part of the state of Manchukuo, 
and Japanese rule extended westward after 1937 during 
the Sino-Japanese War. 
The Inner Mongolia Autonomous Region was founded 

by the Chinese Communist regime in 1947, more than two 
years prior to the establishment of its national government 
at Peking in 1949. In its first configuration, it consisted 
of the former Chahar and Suiyiian provinces and sections 

taken from western Heilungkiang and northern Liaoning 
provinces. In a series of annexations in the 1950s, Inner 
Mongolia was greatly expanded to the northeast and east, 
west, and south; from 1956 to 1969 it extended in a great 
1,700-mile arc from east of the Greater Khingan Range, 
then dipped to the southwest and west to the Pa-tan- 
chi-lin Desert in north-central China proper. During this 

period more than half of China’s frontier with Mongolia 
was the Inner Mongolian border; in the northeast, a con- 
siderable section of China’s international boundary with 
the Soviet Union—that along the Argun River—was in 
Inner Mongolia. In 1969 the Peking government reversed 
its previous policy by sharply cutting down the area of the 
autonomous region, transferring territory to the surround- 
ing provinces and regions in all directions (especially to 
the Hui Autonomous Region of Ningsia in the west and 
Heilungkiang in the east). Only the international frontier 
with Mongolia remained unchanged. The areas transferred 
constituted about two-thirds of the former area of the 
region and contained almost half of its former population. 
In 1979 this reorganization was terminated, and the terri- 
tory detached in 1969 was restored to Inner Mongolia. 

Inner Mongolia traditionally has been an area of mixture 
and contact between the agrarian Chinese and the pas- 
toral and nomadic Mongolians. The continuous territorial 
changes that have affected it have therefore signified the 
contradiction of diverse cultures and conflicting loyalties. 
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Inner Mongolia has thus served as a testing ground for 
Chinese efforts to integrate Han and Mongols into a single 
unified political entity. 

Kansu 

The province of Kansu (Kan-su in Wade-Giles roman- 
ization, Gansu in Pinyin), administratively a part of the 

northwest region, reaches into the geographic centre of 

China. It is bordered by Mongolia to the north, the In- 

ner Mongolia Autonomous Region to the northeast, the 
Hui Autonomous Region of Ningsia and the province 
of Shensi to the east, the Chinese provinces of Tsinghai 
and Szechwan to the south, and the Uighur Autonomous 

Region of Sinkiang to the west. A vital strategic pivot, 
linking China proper with the vast territory in the extreme 
west, the narrow corridor of Kansu has served for sev- 

eral centuries as a passageway between the upper Huang 
Ho (Yellow River) area and Chinese Turkistan. Kansu 

covers 141,500 square miles (366,500 square kilometres). 

The capital of Kansu is Lan-chou, on the south bank of 

the Huang Ho. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief. Plateaus are the dominant physical 
features of Kansu. Along the southern border, the lofty 
Tsou-lang-nan and Ch’i-lien ranges separate Kansu from 
Tsinghai. These ranges have an average elevation of 12,- 

900 feet (3,900 metres) above sea level. Near Lan-chou 

in central Kansu, the Huang Ho valley opens out, and 

excellent agricultural land is available. Some 120 miles 
(190 kilometres) northwest of Lan-chou there is a stretch 

of interior drainage where the land is relatively flat and 
where glacier-fed streams, including the Hei River, dis- 
appear into the desert; this is the area referred to as the 
Kansu Corridor. The higher mountains nearby are covered 

with forests, and their lower slopes are green with grasses, 
but the floor of the corridor itself is monotonously flat 
and barren yellow earth. Geologically, Tertiary formations 
(from 1.6 to 66.4 million years old) appear in a number 
of basins in Kansu, with strata generally composed of red 
clays, conglomerates, red sandstones, and gypsum. 
The topographical features of Kansu are relatively un- 

complicated in the west and northwest, in contrast to the 
southeast, where the land has suffered local dislocations 

from earthquakes. In the northwest there are very few 
mountains but rather a hilly terrain that merges into the 
Gobi (Desert) to the east. The average altitude is about 

3,000 feet. The eastern part of Kansu is the principal 
centre of earthquakes in China. From the 6th century AD 

to the present, major earthquakes have taken place on an 

average of once every 65 years, while minor quakes occur 
at least once every 10 years. One of the greatest disasters 

of modern times occurred in 1920, when a violent earth- 
quake, centred in eastern Kansu, caused great landslides. 
The death toll was estimated at 246,000, and many cities 
and towns totally vanished. 

Climate. The climate in Kansu undergoes sharp fluc- 
tuations of temperature in summer (June to August) and 
winter (December to February), with uneven and unpre- 

dictable precipitation throughout the year. In the west the 
average January temperature is 18° F (—8° C) in Chiu- 
ch’uan, for instance, and 19° F (—7° C) in Tun-huang, 
200 miles west of Chiu-ch’tian. The temperature in July 
in Chiu-ch’tian is 70° F (21° C), and in Tun-huang it is 
81° F (27° C). Annual temperature variations for most 
parts of Kansu are more than 54° F (30° C). 
Rainfall is meagre throughout most of Kansu. As one 

goes farther inland, the precipitation becomes increasingly 
less frequent. In the western part of the province annual 
rainfall ranges from two inches (50 millimetres) at Tun- 
huang to three inches at Chiu-ch’iian. Irrigation depends 
mainly on melting snow from the Ch’i-lien Mountains. 
The southeastern part of the province, something of an 
exception to the general pattern, receives a relatively abun- 
dant rainfall. In P’ing-liang, 170 miles east of Lan-chou, 
rainfall reaches 20 inches. Summer is usually the period 
of maximum precipitation. 
Plant and animal life. Although vegetation is rather 
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limited in the mountain area, primeval forests still exist in 
the high mountains of the Liu-p’an range in the eastern 
part of Kansu. On the floor of the Kansu Corridor, wil- 
lows and poplars grow along the roads and ditches. Wild 
animals include marmots, deer, and foxes. 
Settlement patterns. The Han (Chinese) and the Hui 

(Chinese Muslims) are essentially agriculturists, although 
some engage in trade and industry. The Mongols are pas- 
toralists or are seminomadic. Important urban areas are 
centred on Lan-chou. The largest city in eastern Kansu 
is P’ing-liang. A major centre in western Kansu is Chiu- 
ch’tan, and nearby are the respective oil and mining 
centres of Yu-men and Chia-yii-kuan. The population is 
concentrated in the Lan-chou Basin, in the fertile valley 
plains of the south and central sections where irrigation 
is possible, and in the dry terrace land of the Liu-p’an 
Mountains. In western Kansu, population is intensively 
concentrated in a number of small, isolated oases scattered 
along the bases of the high snow-capped ranges. 
The people. The Han constitute the main racial group 

in Kansu. Other ethnic groups are the Monguors (Mon- 
gols), the Turks (Salars and Sarig Uighurs), and the Ti- 

betans. There are Mongols to the west of Lan-chou and 
Tibetans scattered over an area enclosed by the Chuang- 
lang, Ta-t'ung, and Huang rivers. 
The Han majority tends to follow the same traditional 

religious practices, such as Buddhism, generally observed 
elsewhere in China. The most important minority group 
in Kansu is the Hui, living mostly in the north and 
west; some are of Arab, Turkish, or Mongol origin. A few 
Muslims are converted Chinese. The Hui include beliey- 
ers in both the Sunni and Shi‘ah traditions. Tibetans and 
Mongols follow Tibetan Buddhism. Almost every Tibetan 
family has at least one son in a Buddhist monastery. 
Most of the ethnic groups, including the Tibetan minor- 

ity, speak Chinese as a second language. The Monguors, 
however, whose language differs completely from either 
Western or Eastern Mongolian, rarely speak a second lan- 
guage. Hui use both Chinese and Arabic scripts, although 
Arabic is usually used only for religious purposes. 
Village life among the Han inhabitants is generally sim- 

ilar to that elsewhere in North China. In Hui villages, 
however, the religious-communal life-style is distinctly 
different. There is a small public building that serves 
as a mosque, where children gather regularly to receive 
religious instruction and to learn the alphabet and pho- 
netics. Hui villages are, by comparison, more organized 
and possess more community spirit than is usual in the 
Han villages. Hitherto the two peoples have been mutu- 
ally segregated. 

Tibetan villages, in many aspects, are similar to Han 
villages. Those Tibetans who are sedentary, however, have 
no clearly defined clan organization, and their family ties 
are much looser than among the Han. 

Village dwellings are generally mud huts. Some people 
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live in caves—which may be elaborate, with fine furnish- 
ings, or simply scooped out of the porous yellow earth 
cliffs. Brick structures predominate in cities and towns. 
The eating habits of the people are slightly different from 
those of the Chinese in other parts of the nation. Coarse 
grains and wheat flour, rather than rice, are consumed. 

The economy. Traditionally, Kansu has been an area 
of poverty. The frequency of earthquakes, droughts, and 
famines has contributed to the economic instability and 
low agricultural productivity of the region. Endowed with 
rich mineral resources, however, Kansu is building itself 
into a vital industrial base to support the exploitation of 
the province of Tsinghai to the south and the Uighur 
Autonomous Region of Sinkiang to the far west. 
Resources. Kansu’s minerals of greatest value are the 

oil reserves of Yu-men, in northwestern Kansu, and coal 

reserves, the chief mine of which is located about 20 miles 
south of Lan-chou. There is a large deposit of iron ore 
in the Tsou-lang-nan Mountains area in western Kansu. 
Other mineral resources include nickel, copper, lead, zinc, 
antimony, and rare earth metals. There are also deposits 

of limestone, gypsum, quartz, and other materials used in 
construction. 
Agriculture. Although it is predominantly an agricul- 

tural area, and despite the fact that the per capita land- 
holding is much larger than the national mean, output of 
food grain is insufficient to feed the population. The extent 
of cultivation in different areas depends on the elevation, 
the steepness of the slope of the land, and the dryness 
of the climate. High elevation has a greater precipitation 
and is therefore more favourable for farming. Terracing is 
prevalent and is practiced on about one-fifth of all of the 
cultivated land. Much of the hill land is cultivated by the 
use of a modified form of contour plowing. Because the 
slopes of the fields are so steep, however, and the fields so 
extensive, erosion is a serious problem, and some of the 
land has been abandoned. Agriculture in this area depends 
on the improvement of irrigation. <* 
Some modernization has taken place since 1949, in- 

cluding increased irrigation and mechanization and the 
introduction of chemical fertilizers. The fertile Kansu Cor- 
ridor produces most of the province’s food crops, which 
include wheat, barley, millet, corn (maize), and tubers. 
The province is also a modest producer of sugar beets, 
rapeseed, soybeans, and a variety of fruits. Attempts have 
been made to increase agricultural output by transforming 
vast areas of wasteland along the Kansu Corridor into 
cotton fields. More than one-third of this area is suitable 
for cotton. In addition, wool and tobacco are produced 
as cash crops. Kansu is famous for its water-pipe tobacco, 
which is raised near Lan-chou and farther west. Kansu’s 
vast grasslands support large herds of livestock, about half 
of which are sheep. Bactrian (two-humped) camels are 
raised in the Kansu Corridor. 

Industry. Since 1950 strenuous efforts have been made 

Li Shengcai—Xinhua News Agency 

Bactrian (two-humped) camels grazing in the Kansu Corridor as a train passes. 
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to develop Kansu into an industrial base for northwestern 
China, with Lan-chou as its focus. A traditional regional 

centre located at the crossroads to Central Asia and the old 
Silk Road, Lan-chou has been a processing centre and en- 

trepot for centuries. Modern industrial development began 
only with the arrival of the railroad to Lan-chou in 1952 
and its penetration through the Kansu Corridor to Yu- 
men and beyond in the mid-1950s. During the mid-1950s 
emphasis was placed on establishing heavy industry in 
Lan-chou. The city became a major producer of petroleum 
and now has dozens of other large modern industrial en- 
terprises, including plants that produce petroleum drilling 
and refining equipment, locomotive equipment, chemi- 
cal fertilizers, and petrochemicals. Efforts have also been 
made to build Lan-chou into a base for nuclear industry. 
Other important industrial installations in Kansu include 
the oil refinery at Yi-men and the iron-and-steel plant at 
nearby Chiu-ch’uan. 
Transportation. The major barrier to development in 

this area has been the absence of transportation facili- 

ties. Before 1952 only the Lung-hai Railway connected 
Kansu with the coastal area; in that year an extension 
between Lan-chou and T’ien-shui to the southeast was 
completed. In addition, a railway extends northwestward 
from Lan-chou via Yu-men to Wu-lu-mu-ch’i, the capi- 
tal of Sinkiang. Railways have also been built connecting 
Lan-chou to the Inner Mongolia Autonomous Region and 
to the rich mineral area of the Tsaidam Basin in north- 
west Tsinghai. The highway system has also been greatly 
expanded. Highways radiate from Lan-chou toward Tsing- 
hai, Sinkiang, Inner Mongolia, Shensi, and Szechwan. 
Because of considerable silting and the river’s seasonal 
flow, navigation on the Huang Ho is limited to the section 
between Lan-chou and Chung-wei. 
Administration and social conditions. Government. 
From 1949 to 1954 Kansu was subject to the author- 
ity of the Northwest Military Affairs Commission. After 
1954 the province came directly under the jurisdiction 
of the central government in Peking. Lan-chou, however, 

remained a military regional headquarters. 
The provincial government has its headquarters in Lan- 

chou. Three municipalities (shih) are under the direct 
supervision of the provincial government—Lan-chou it- 
self; Chia-yii-kuan, at the western terminus of the Great 
Wall (which runs from northwest to southeast through the 
province); and Chin-ch’ang in the central sector of Kansu. 

Intermediate administrative divisions include eight prefec- 
tures (ti-ch’li) and two autonomous prefectures (tzu-chih- 
chou)—the Lin-hsia-hui-tsu Autonomous Prefecture, in- 

habited by Hui, and the Kan-nan-tsang-tsu Autonomous 
Prefecture, inhabited by Tibetans. On the third level of ad- 

ministration the province is further divided into counties 
(Asien), autonomous counties (tzu-chih hsien), and munic- 
ipalities (shih) under county jurisdiction. 
Education. The educational standard is comparatively 

lower than elsewhere in North China, and the percentage 
of people with at least a primary-level education is well 
below the national average. Since 1950 educational facil- 
ities have been greatly expanded, however. Universities 
and colleges are mostly located in Lan-chou, including 
Lan-chou University, the Northwest Normal College, and 
the Northwest Institute for Minorities. Special colleges 
providing training for railway work, the petroleum indus- 
try, animal husbandry, and veterinary medicine are also 
established in Lan-chou. 
Health and welfare. By Western standards, the area is 

backward in health and sanitation. The most common dis- 
eases are the fecal-borne intestinal diseases spread through 
the use of human waste as fertilizer. The shortage of water 
supplies and the lack of modern doctors, nurses, and phar- 

macists constitute a serious problem. The state has funded 
projects to dig wells and channel water in afflicted areas. 
Welfare is more concerned with the victims of natural 

disasters than with the poor in general. Frequent earth- 
quakes and severe droughts require the government to 
assume responsibility for relief. In the Hui community, 
a part of the public welfare is organized by the Muslims 
themselves; Muslim officials collect obligatory charity for 
this purpose. Since 1949 the government has made general 
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progress in Kansu with its welfare program for workers 
and peasants. New residential areas, for instance, have 
been built in Chiu-ch’tan for families of workers in the 
Yu-men oil fields. Medical clinics have been established 
in remote areas, where most people previously relied on 
local herb doctors. 
Cultural life. Kansu represents a colourful mixture of 

races, customs, and cultures. The land abounds with 

mosques, monasteries of lamas, and Chinese temples. 
Communal life in Han villages is marked by religious 

observances, particularly rituals connected with ancestor 
worship; seasonal celebrations, such as the New Year, the 
Dragon Boat Festival, and the Moon Festival; and cus- 
toms relating to birth, marriage, funerals, and burials. All 
of these activities are similar to those of the Han through- 
out the nation. Village theatricals provide another type of 
communal activity. 
Most of the Monguors and Tibetans have abandoned 

their nomadic way of life and have become sedentary 
villagers. They live in brick and mud houses resembling 
their former tents (yurts). Tibetans insist on simultaneous 
group actions within the village. Every year, when the first 
day of spring planting is determined by the horoscope, for 
instance, the villagers go to the fields in their best clothing. 
The fields are then plowed simultaneously, and the seeds 

are sown at the same time in each field. During the course 
of the growing season, the villagers periodically parade 
through the fields carrying holy books on their heads. 
The Hui are faithful followers of Islam and strictly ob- 

serve the month-long fast of Ramadan, during which they 
abstain from food, drink, and sexual intercourse between 
sunrise and sunset. Before darkness falls, pious, bearded 
men say their prayers in public, and one or two of the el- 
ders may preach on points of theology, quoting the Quran 
in oddly mutilated Arabic. At nightfall a communal feast 
is eaten; the community fires blaze all night, and people 
call and shout to one another. Among the Hui, the Adjjis, 
those who have completed the pilgrimage to Mecca, are 
highly respected in the community. The number of pil- 
grimages has, however, decreased considerably since 1949. 
The western part of Kansu has long been a region 

renowned for ancient and classic artistic works. Stone caves 
in Tun-huang have many kinds of religious paintings on 
their walls, dating from the T’ang dynasty (AD 618-907). 
In Wu-wei large numbers of writings on bamboo slips 
have been found on the sites of the old frontier garrisons 
of the Han Empire (206 Bc—AD 220). In 1964 a coherent 
bamboo text comprising a large part of one of the classic 
works on ritual (the J Li) came to light in western Kansu. 
In Tun-huang, within a Buddhist cave-temple, a library 

was discovered that had been immured there in the year 
1035. It consisted of voluminous rolls of texts, including 

many valuable paintings and Buddhist classics. 

HISTORY 

Kansu became a part of Chinese territory during the 
Ch’in dynasty (221-206 Bc), when Chinese power began 
to extend up to the Kansu Corridor and into the region 
of modern Ningsia and Tsinghai. In ancient times all traf- 
fic between China proper and the far west was funneled 
through the Kansu Corridor. Along the ancient Silk Road 
that began at Ch’ang-an (modern Sian) and continued 
through the corridor, camel caravans carried the tea, silk, 
and porcelain of China to bazaars in the Middle East and 
even to the markets of Byzantium and Rome. In the train 
of these caravans such travelers as the Buddhist mission- 
ary Kuméarajiva and the Venetian merchant Marco Polo 
entered China. 
The name of Kansu first came into existence in the 

Yuan, or Mongol, dynasty (1206-1368), when it com- 
prised the districts of Kan-chou and Su-chou. In the 

Ch’ing dynasty (1644-1911/12) Kansu covered the later 
provinces of Kansu, Ningsia, a part of Tsinghai, and a 
part of Sinkiang. The area was under the administration 
of a governor general of Shensi-Kansu, who was stationed 
at Lan-chou and had authority over both provinces. One 
of the most prominent governors general was Tso Tsung- 
tang (1812-85), who after 1878 brought a half century of 
peace to Kansu. A hero in the suppression of the Taiping 
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Rebellion, Tso also helped the Ch’ing court to put down 

the Muslim rebellion in Kansu, which lasted for 16 years 
(1862-78) and affected more than 10,000,000 people. 
Before Tso assumed the governorship, Kansu was an 

area without law and order. The Hui in Kansu were in 
open rebellion, committing murder, arson, and numer- 
ous other crimes. After having effectively destroyed their 
strongholds, Tso extended Chinese educational and civil 
service systems into the conquered districts for the benefit 
of Hui and non-Hui alike. As a result, the violence sub- 
sided and peace prevailed. 
Kansu remained a province of China during the period 

of the Chinese republic (1911-49). The territory, however, 
shrank substantially when Sinkiang, Tsinghai, and Ningsia 
became independent provinces in 1928. During the 1920s 
and °30s the province was controlled by Muslim war- 
lords. The provincial leader, Ma Chung-ying, of the Ma 
clan of Ho-chou, Kansu, was wooed by both the Japanese 
and Russians, but Ma came to accept nominal Nationalist 
Party (Kuomintang) authority in the region. 
Communist influence in Kansu began in 1935, after 

the Chinese Red Army withdrew from southeast China 
to Shensi, and a Communist-controlled Shensi-Kansu- 
Ningsia border government was established in the late 
1930s. In the final stages of the civil war, the People’s 
Liberation Army defeated Ma’s troops and took Lan-chou 
in August 1949. 
The area within Kansu’s jursidiction has undergone sev- 

eral changes since 1950. In 1954 Kansu annexed the 
province of Ningsia. In 1956 the A-la-shan-yu Ch’i and 
O-chi-na Ch’i banners in northwestern Kansu were de- 
tached and incorporated into the Inner Mongolia Au- 
tonomous Region. In 1958 the affixed Ningsia Province 
was separated from Kansu to become the Hui Autonomous 
Region of Ningsia. In 1969 the two aforementioned ban- 
ners were returned to Kansu again, leaving the territory of 
Kansu almost unchanged when compared with its 1950 
area. In 1979, however, the banners received a decade 
earlier from Inner Mongolia were again detached from 
Kansu and transferred to Inner Mongolia. 

(C.-y.C./V.C.F./Ed.) 

Shensi 

Shensi (Shaan-hsi in Wade-Giles romanization, Shaanxi 
in Pinyin) is a province of China, bordered by the Inner 
Mongolia Autonomous Region to the north, by the Huang 
Ho (Yellow River) and Shansi Province in the east, by 
Szechwan Province in the south, by Hupeh and Honan 
provinces in the southeast, and by the Hui Autonomous 

Region of Ningsia and Kansu Province on the west. Its 
total area is 79,400 square miles (205,600 square kilome- 
tres). The capital is Sian. 

PHYSICAL AND HUMAN GEOGRAPHY 

The land. Relief and drainage. Shensi Province com- 
prises three distinct natural regions—the mountainous 
southern region, the Wei River valley, and the northern 
upland plateau. 
The mountainous southern region forms the drainage 

area of the upper Han River, which is a northern tributary 
of the Yangtze. The Han flows between two mountain 
complexes that structurally form part of a great, single fold 
zone. These complexes are the Ta-pa Mountains, forming 
the boundary with Szechwan Province to the south, and 
the Tsinling Mountains—the major environmental divide 
between northern and central China—to the north. The 
Ta-pa Mountains range from 5,000 to 6,000 feet (1,500 
to 1,800 metres) in height, with individual peaks reaching 
altitudes of up to 8,000 feet. Its northern flank in Shensi 
is heavily dissected by the complex pattern of the Han 
River’s southern tributaries. The only major break in this 
mountain chain occurs in the far southwest of the province 
where the Chia-ling River, which rises to the north in 
the Tsinling Mountains, cuts through the Ta-pa chain to 
flow into Szechwan on its way to join the Yangtze at 
Chungking. This valley forms the major communication 
route from the Wei Valley in central Shensi to Szechwan 
and the southwest. 

The Han Valley itself broadens out near the city of Han- 
chung into a fertile and densely cultivated basin about 60 
miles (100 kilometres) long and 10 miles broad. Farther 

downstream the valley again narrows, after which the river 
flows between mountains and through deep gorges, only 
emerging into the plain once more in Hupeh Province. 
The Tsinling Mountains to the north of the Han Valley 

form an even more impressive barrier than the Ta-pa 
range. Structurally a continuation of the great Kunlun 
Mountains to the west, the range runs continuously across 
Shensi from west to east at an average height of some 8,000 
feet, with individual peaks reaching 12,300 feet. The range 
merges into the Fu-niu and the Hsiung-erh Mountains in 
Honan. The main watershed of the range is in the north; 
the southern slope of the range, draining into the Han, is 
deeply sculptured by an extremely complex drainage pat- 
tern. Three major passes cross the Tsinling Mountains: the 
San-kuan Pass south of Pao-chi, which leads to the Chia- 
ling Valley and thus into Szechwan; the Kao-kuan Pass 
south of Sian, which leads to the Han-chung Basin; and 
the Lan-t’ien Pass southeast of Sian, which affords a route 
to Nan-yang in Honan and to northern Anhwei Province. 
The second major region is the valley of the Wei River, a 

tributary of the Huang Ho, which flows from west to east 
across the province from its headwaters in Kansu to join 
the Huang Ho at the border with Shansi and Honan. This 
valley is a major geological trough, bounded on the south 
by a vast complex of faults and fractures along the base of 
the Tsinling Mountains; it is a zone of considerable seis- 
mic instability, especially vulnerable to earthquakes. The 
northern border of the Wei River trench is less abrupt, 

and the large northern tributaries of the Wei, Ching, and 
Lo rivers, have themselves formed in their lower courses 
quite extensive alluvial plains that are continuations of the 
Wei River plain. The plain consists largely of loess (which 
also mantles parts of the northern face of the Tsinling 
Mountains), as well as of redeposited loess washed off the 
plateau to the north. The rivers are heavily silted. 
The third region, to the north, is the great upland plateau 

of northern Shensi. Structurally this is a basin of largely 
undisturbed sedimentary rocks of immense thickness. Its 
raised western rim forms the Liu-p’an Mountains, which 
extends from the far west of Shensi northward into Kansu 
and Ningsia. A minor northwest-to-southeast axis forms 
the Ta-liang and Huang-lung ranges, which constitute the 
watershed between the Lo River system and the northern 
part of the province, which drains directly into the Huang 
Ho. On the eastern border of the basin the Huang Ho 
flows from north to south through a narrow, gorgelike 
trough. In this section it falls some 2,000 feet in less than 
500 miles, and it is mostly unnavigable, with frequent 
rapids, culminating in a very deep, narrow gorge and falls 
at Lung Gorge. 
The whole of this basin plateau, which is mostly above 

3,000 feet, is a peneplain (a region reduced almost to a 
plain by erosion) covered with a deep mantle of loess, 
blown from the Gobi and the Ordos Desert by the prevail- 
ing northwesterly winds of the winter season. Much of the 
area is covered to a depth of 150 or even 250 feet, and the 
loess completely masks the original relief and structure of 
the region. The loess, in turn, has been heavily eroded, 
leaving a characteristic landscape of almost vertical walls, 
cliff faces, and deep ravines. This erosion has been in- 
tensified by the effects of human occupation, which have 
destroyed the natural vegetation cover. 
Climate. The Tsinling Mountains are not only a phys- 

ical divide but also separate Shensi into two sharply dif- 
ferentiated climatic regions. The southern mountain area 
has a subtropical climate, similar to that of the Middle 
Yangtze Basin or of Szechwan. Mean temperatures in 
January are from 37° to 39° F (3° to 4° C), and the frost- 
free growing season is from 260 to 280 days, although 
the summer and autumn are not so hot as in the Middle 
Yangtze region. Total precipitation is between 30 and 40 
inches (750 and 1,000 millimetres), falling mostly between 
May and October. The driest part of the year is spring and 
early summer, when irrigation is necessary. But in general 
the climate is hot and moist. The rugged and varied to- 
pography, however, produces great local variations. 
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The Wei Valley has a much drier and somewhat colder 

climate. Average winter temperatures are about 32° F (0° 
C), and the frost-free period lasts for about 240 days. Total 
precipitation is between 20 to 25 inches, mostly falling be- 
tween May and October, with a sharp peak in September 
and October. Rainfall is generally deficient in spring and 
early summer, but the climate is not seriously dry. It is, 
however, an area subject to severe and prolonged droughts. 
On the Loess Plateau farther north and west the climate 
grows progressively drier and colder. The extreme north 
and west have only about 10 inches of annual precipita- 
tion, most of which occurs in late summer and autumn, 
when evaporation loss is at its maximum. The growing 
season and frost-free period become progressively shorter 
until in the north the former is only about 190 days. In 
this area agriculture depends on techniques for minimiz- 
ing evaporation losses and in conserving moisture in the 
soils. The northern frontier with the Inner Mongolia Au- 
tonomous Region, roughly coinciding with the line of the 
Great Wall, remains an important cultural divide. Beyond 
it conditions for agriculture become extremely precarious. 
Plant and animal life. The vegetation in the northern 

and southern zones is also sharply differentiated. The 
southern mountain area forms a part of the mixed decid- 
uous broad-leaved and evergreen forest zone that formerly 
covered the Lower Yangtze and Han river basins; this 
region is characterized by a rich variety of vegetation that 
includes more than 50 broad-leaved genera and a dozen or 
more coniferous genera. Owing to the difficulty of access, 
large areas of natural timber remain standing. 
The northern slopes of the Tsinling Mountains and the 

lower Wei Valley were originally covered with deciduous 
broad-leaved forest. The bulk of northern Shensi, except 
for the pure steppe (treeless plain) of the northern and 
western borders, was originally part of the so-called north- 
western forest-steppe area, where deciduous broad-leaved 
woodland grows only on the highest ground and around 
watercourses, most of the area being covered by grass or 
low, drought-resistant scrub. This northern area has been 

intensively cultivated since the 1st millennium Bc, and its 
natural vegetation has been virtually destroyed. 
The people. The people are nearly all Han (Chinese) 

and speak the Northwest Mandarin dialect. Some Hui 
(Chinese Muslim) communities remain in the south and 
northwest of the province. Most of the population is set- 
tled in the Wei and Han valleys; the uplands are more 
sparsely settled. The chief cities are Sian, Pao-chi, Hsien- 
yang, T’ung-ch’uan, and Han-chung. Other cities include 
An-k’ang, San-yiian, Yen-an, Wei-nan, and Yu-lin. Most 
of the province’s county seats are very small. Sian is the 
provincial metropolis and the main communication centre 
and chief industrial city. It has an important university, a 
medical college, and an institute of art and music, as well 
as libraries and museums. Pao-chi is an important road 
and rail transportation centre. San-yuan and Hsien-yang 
are both satellite cities of Sian, as well as rail and road 
transport centres. Han-chung is the main communication 
and administrative centre for the southern region. 
The economy. Resources. The basin in the north of the 

province has enormous coal reserves, second in size only 
to those of Shansi. Important modern mines are those at 
T’ung-ch’uan, on the northern slope of the Wei Valley, 
and at Han-ch’eng, near the Huang Ho. There are minor 

coal and oil-shale deposits in the Han Basin in the south, 
where there are also iron-ore deposits. The Tsinling Moun- 
tains contain some minor gold-producing areas (mostly in 
the west), as well as some minor deposits of manganese 
and other minerals. There are also significant deposits of 
molybdenum, graphite, zeolite, limestone, and barite. 
Agriculture. The southern part of the province forms 

a portion of the southwestern highland and basin area, 
which is characterized by double-cropping, wet-field agri- 
culture, and forestry production. Most of the cultivated 
land is below 3,000 feet. The Han-chung Basin grows rice 
intensively, followed by winter wheat, but in the mountain 

zones of the T’ai-pai and Tsinling ranges the main cereal 
crops are corn (maize) and winter wheat. Such subtropical 
crops as tea, tung oil, and citrus fruits are grown, as are a 
variety of other fruits. 
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The Wei Valley area is very intensively cultivated. Well 
over half of the total area is under cultivation, and it 
supports a dense agricultural population. The valley area 
produces some rice, good winter wheat, tobacco, and cot- 
ton, but millet, barley, and corn are also increasingly im- 
portant crops, as is kaoliang (a variety of grain sorghum). 
On the higher ground, millet, oats, and buckwheat are 
common. Hemp, sesame, sugar beets, and rapeseed are 
important subsidiary crops, particularly in the upper Wei 
and the Ching valleys. Normally three crops are raised 
every two years. 
The northern plateau is too cold in the winter for winter 

wheat to survive. It forms a part of the Inner Mongolia 
dry agricultural and pastoral zone. Spring-sown wheat and 

millet are the main grain crops, and these depend largely 
on the availability of irrigation water. Grazing becomes 
particularly important toward the northern and western 
borders, and the growing season is so short that only one 

crop yearly is possible. 
Shensi’s output and agricultural income remain below the 

national average, but improvements in a province known 
for famine and natural disaster have been considerable. 
Since the mid-1950s much attention has been directed to- 
ward stopping and reversing the extensive soil erosion that 
has long plagued the province north of the Tsinling Moun- 
tains. A large-scale multipurpose conservancy scheme has 
been underway on the Huang Ho, designed to reduce the 
enormous silt load discharged into the Huang by the Wei 
and its other west-bank tributaries. A great effort has been 
made to spread terraced cultivation in Shensi. The plan 
also calls for the construction of numerous dams in the 
loess uplands to retain silt before it reaches the Huang Ho. 
These small dams quickly silt up, forming new farmland. 
In addition, projects have been initiated to sow grass on 
denuded land, to plant trees for the protection of new 
terraced fields and slopes, and to prevent gullying. Even 
more ambitious is a plan to plant a belt of trees a mile or 
more wide, mostly consisting of drought-resistant poplar, 
elm, or willow, in an attempt to contain the spread of sand 
dunes from the Ordos Desert. This belt extends southwest- 
ward for about 375 miles from northeastern Shensi across 
Ningsia and into Kansu, skirting the edge of the desert. 
The irrigation system has also been greatly extended. The 
ancient irrigation systems of the Wei and Ching valleys, 
restored (after centuries of neglect) following the famine of 
1932, have been extended, while great numbers of small 
dams and wells have also been constructed to increase the 
irrigated area. 
Industry. The major industrial area in Shensi is that 

centred around Sian. Principal industries in this area 
include cotton and other textiles, electrical equipment, 
engineering and chemical manufacturing, and iron and 

Richard and Sally Greenhill—Black Star 

Young Han (Chinese) woman at work in a cotton mill in Sian, 
Shensi Province. 
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steel production. There are minor centres of industry at 
Pao-chi and at Shih-ch’tan in the Han Valley, near An- 
k’ang, and Yao-hsien, near T’ung-ch’uan, has a large and 

important cement plant. A small petroleum refinery is 
located at Yen-ch’ang. The production of consumer goods 
in Shensi has been emphasized, including bicycles, radios, 
televisions, watches, and apparel. 
Transportation. The Wei Valley since prehistoric times 

has formed part of the main east-west route running from 
the North China Plain in the east to the Kansu Corridor 
and the steppelands in the west. Sian is a natural centre, 
where the great route east to west meets the routes that 
cross the Tsinling Mountains to the south and southeast, 

an alternative route to the northwest via the Ching Val- 
ley, and routes to the Ordos region in the north and to 
Shansi in the northeast. All these routes are now followed 
by modern highways. In the south a highway crosses the 
province from east to west, joining Han-chung with Wu- 
han, in Hupeh Province to the east, and Lan-chou, in 

Kansu Province to the west. In the far southwestern corner 
of Shensi, a main highway follows the route of an ancient 

post road from Pao-chi to Ch’eng-tu in Szechwan. 
The first railway to reach Shensi was the Lung-hai line, 

the great east-west trunk line from the sea at Lien-yun- 
kang in Kiangsu, via the industrial centres of Honan. This 
line, extended in the 1930s through the Wei Valley to Pao- 
chi, was largely destroyed during the war with Japan. It 
was reconstructed in the late 1940s and extended westward 
to Kansu. A branch was also constructed from Hsien-yang 
to the coalfields at T’ung-ch’uan. Another major line now 
extends from Pao-chi to Ch’eng-tu in Szechwan, where it 
links with various lines to the southwest. Sian has become 
an important regional centre of air traffic. 
Administration and social conditions. The province has 

three prefecture-level municipalities (shih) directly subor- 
dinated to the provincial government. One of these mu- 
nicipalities includes the provincial capital, Sian. The rest 
of the province is organized into seven prefectures (ti- 
ch’ti); the northern plateau area is divided between the Yii- 
lin Prefecture in the far north and the Yen-an Prefecture 
farther south; the central and eastern Wei Valley is di- 
vided into the prefectures of Hsien-yang and Wei-nan; and 
the mountainous southern area is divided into the Han- 
chung, An-k’ang, and Shang-lo prefectures. At the next 
administrative level the province is divided into counties 
(hsien) and municipalities (shih) under the jurisdiction of 
prefectural governments. For purposes of economic plan- 
ning, the province, together with Kansu and the Uighur 
Autonomous Region of Sinkiang, forms part of the north- 
western economic region. 
Culture. Citizens of Shensi take pride in their region 

as a historic centre of Chinese civilization and in their 
distinctive traditions in art, ceramics, and folksinging. The 
Yang-ko is a local form of musical folk opera with comic 
themes. Shensi-style Ch’in-ch’iang opera is also popular, 
as are shadow plays using local leather puppets. 

HISTORY 

Northern Shensi. The early period. The northern parts 
of Shensi, particularly the Wei Valley, were some of the 
earliest settled parts of China. In the valley some remains 
of the Mesolithic Period have been found, while there 
are Neolithic Yang-shao culture sites spreading along the 
whole of the west-east corridor from Kansu to Honan, 
showing that this was already an important route. Chi- 
nese Neolithic culture was probably first developed in the 
Wei Valley. It remained an important centre of the later 
Neolithic Lung-shan culture and then became the first 
home of the Chou people, who in the late 12th century 
BC invaded the territories of their overlords, the Shang, to 
the east, and set up a dynasty in 1111 that exercised some 
degree of political authority over much of North China. 
Until 771 Bc the political centre of the Chou was at Hao, 
near modern Sian. 
For the early agriculturalists, working the ground with 

primitive stone-tipped tools, the slopes of loess and river 
terraces provided ideal farmland—light, stone-free, and 
fertile. The natural cover, too, was mostly grass and scrub 
and could be easily cleared for temporary cultivation. 

After the 8th century Bc the Chou lost much of their 
authority and moved their capital eastward to Lo-yang in 
Honan Province, after which Shensi became something of 
a backwater. Gradually, however, the predynastic Ch’in 
state, which controlled the area, began to develop into a 
strong centralized polity of a totally new kind, able to 
mobilize mass labour for vast construction projects, such 
as the part of the Great Wall of China built between 
Shensi and the Ordos Desert. One of the greatest of these 
tasks was the completion in the Wei Valley of a large and 
efficient irrigation system based on the Cheng-kuo and 
Pai-kung canals and centred around the junction of the 
Ching and Wei rivers. This system, completed in the 3rd 
century BC, watered some 450,000 acres (180,000 hectares) 
and provided the powerful economic base for the Ch’in’s 
eventual conquest of the whole of China. 
The middle period. In 221 Bc Hsien-yang, in Shensi, 

became the capital of the Ch’in dynasty, which unified 
China for the first time; it was a city of vast wealth and 
the focus of a nationwide road system. The area remained 
extremely populous and was a major centre of political 
authority for the next millennium. The Han (206 Bc-AD 
220), successors of the short-lived Ch’in dynasty, made 
their capital Ch’ang-an, near Hsien-yang. Later, in the 
6th century, when after some centuries of disunion the 
Sui (581-618) again unified the empire, their capital— 
Ta-hsing—was on the same site as Ch’ang-an, which also 

was the capital of the T’ang (618-907). Ch’ang-an, as the 
capital was now once more known, was by far the largest 
and most magnificent city in the world in its day and was 
immensely wealthy. But by this time the irrigation system 
upon which Shensi primarily depended had begun to de- 
teriorate, soil erosion and deforestation had begun to be 
problems, and the productivity of the area declined. The 
maintenance of a huge metropolis of more than 1,000,000 
people in the area consequently necessitated the difficult 
and costly transportation of vast quantities of grain’ and 
provisions from the eastern plains and‘the Yangtze Valley. 
The capital remained in Shensi largely because the area 
(known as Kuan-chung—literally “Within the Passes”) was 
easily defended and was of crucial importance, as a fron- 
tier with China’s neighbours. After the sack of Ch’ang-an 
in 882, however, no dynasty ever again had its capital in 
the northwest, and the area rapidly declined in importance 
as the economic centre of the empire gradually gravitated 
toward the Yangtze Valley and the South. During the next 
millennium Shensi became one of the poorest and most 
backward of China’s provinces. 
The early modern period. Under the Mongols in the 

13th century Shensi as a provincial unit assumed approx- 
imately its present form, incorporating the area formerly 
known as Shan-nan (literally “South of the Mountains”), 
or Li-chou. During this era, however, Shensi underwent 
many changes. In the course of the Yuan, or Mongol, 
dynasty (1206-1368) the province was devastated and 
largely depopulated as a result of the Mongol conquest. 
Subsequently there emerged a large Muslim element in the 
population. The area suffered badly from rebellion and 
disorders following the collapse of Mongol rule after about 
1340, when two independent regimes—those of Chang 
Ssu-tao in the northwest and of Li Ssu-chi around Ch’ang- 
an—controlled most of Shensi. Later it was one of the 
areas in which disaffection with Ming rule (which began in 
1368) first appeared in the late 1620s, and it was somewhat 

badly damaged in the fighting leading up to the Ch’ing 
conquest in 1644. Under Ming rule Shensi Province also 
incorporated Kansu, but under the Ch’ing dynasty (1644- 
1911/12) the two were separated once more. 
The 19th and 20th centuries. By the 19th century Shensi 

was seriously impoverished. Although only marginally af- 
fected by the Taiping Rebellion (1850-64) in its last 
Stages, eastern and southern Shensi were slightly disturbed 
by the Nien Rebellion between 1853 and 1868. It then 
suffered the terrible Muslim rebellion of 1862 to 1878, 
which affected much of the western and northern parts 
of the province. Although the effects of the rebellion and 
its savage suppression were not as terrible as in Muslim 
Kansu, about 600,000 were killed in Shensi, and the re- 
sulting destruction left the province in serious plight. 
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As this rebellion was coming to an end, Shensi was also 
affected by one of the worst drought famines of modern 
times. It had virtually no rain from 1876 to 1878, and, 
when the government tried to remedy the situation in 
1877, poor transport facilities prevented effective relief. 
Perhaps 4,000,000 or even 5,000,000 people died in Shensi 
alone, with some single counties in the fertile Wei Valley 
losing more than 100,000 people each. As a result of the 
terrible death toll in the last decades of the 19th century, 
Shensi became a haven for a wave of land-hungry immi- 
grants from Szechwan and Hopeh provinces. 
The end of the empire in 1911 brought yet further de- 

terioration in living conditions. In 1912 the governors of 
Shensi and Kansu became engaged in a destructive civil 
war of an unusually brutal and violent character; the war, 
often affecting the whole province, continued until 1921, 
after which the province became involved in a still larger 
war between Yii-hsiang Feng and the Chihli warlords. In 
1926 the capital, Sian, was besieged and badly damaged; 
the death toll numbered nearly 100,000 from starvation 
alone. 
In the earlier years of the 20th century Shensi also 

suffered badly from periodic famines, which occurred in 
1915, in 1921, and finally in 1928. This last famine was 
as severe as that of 1877-78; it is estimated that at least 
3,000,000 people died of starvation, after which a wave 
of epidemics increased the death toll still further. Whole 
counties were virtually depopulated. This time, however, 
some measures of relief were forthcoming. The Interna- 
tional Famine Relief Organization began to rehabilitate 
the derelict irrigation system of the Wei Valley, while 
the extension of the Lung-hai Railway into the province 
meant that, if in the future famine should threaten, relief 
supplies could quickly be moved into the province. 
A further political upheaval followed in 1936 when 
Communist armies, driven out of their bases in Kiangsi, 
passed through the western parts of Shensi. They then es- 
tablished themselves in Yen-an in northern Shensi, which 
was to be the base from which they conducted their war 
of resistance against the Japanese and from which, after 
the end of World War II, they successfully undertook 
the conquest of all China. In Shensi itself they controlled 
the territory of the present Yen-an and Yu-lin prefectures 
from 1937 onward. 
Southern Shensi. The history of the southern part of 

the province has been considerably more placid than that 
of the north. Until the late 17th century the area was 
very sparsely peopled, and much of it, apart from the 
Han-chung basin, is still virgin forest. In the period after 
about 1680 the introduction of corn (maize) and sweet 
potatoes, followed in the 18th century by the introduction 
of the Irish potato, made upland farming possible. A pat- 
tern emerged of growing rice in the valley bottoms, corn 
on the lower mountain slopes, and Irish potatoes on the 
higher land. Southern Shensi, with its great amounts of 
vacant land, attracted immigrants on a large scale after 
severe famines and crop failures had occurred in Hupeh 
and Szechwan provinces in the 1770s. In the early 19th 
century immigrants from central and southern China con- 
stituted as much as 90 percent of the population in some 
parts of Southern Shensi. 
Rapid and often reckless development of the uplands, 

however, often led to soil erosion, rapid loss of fertility, 

and declining crop output. Local disaffection broke out 
in the so-called White Lotus Rebellion of 1796-1804, 
which was centred in the Szechwan-Shensi-Hupeh—Ho- 
nan border regions. After its suppression, however, the 
area remained generally peaceful: in the 20th century it 
escaped the worst excesses of the northwestern warlords’ 
civil wars, as well as of the repeated famines that occurred 
in northern Shensi. (DGD. CE) 
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FRANZ SCHURMANN, /deology and Organization in Communist 
China, 2nd enlarged ed. (1968), a sociological analysis of Com- 
munist ideology and institutions on the eve of the Cultural 
Revolution; PING-TI HO and TANG TSOU (eds.), China’s Her- 

itage and the Communist Political System in China in Crisis, 
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vol. | (1968), a critical analysis of the Chinese political system 

during the early phase of the Cultural Revolution; JOHN WIL- 
SON LEwis (ed.), Party Leadership and Revolutionary Power in 
China (1970), analyses of the early impact of the Cultural Rev- 
olution on the Chinese Communist leadership and its policies; 
RICHARD H. SOLOMON, Mao’s Revolution and the Chinese Politi- 
cal Culture (1971), an examination of Mao’s thought as applied 
to the problems of political socialization of the masses; JOHN 
M.H. LINDBECK (ed.), China: Management of a Revolutionary 
Society (1971), studies of cultural, ideological, and institutional 
changes; HARRY HARDING, Organizing China: The Problem of 
Bureaucracy, 1949-1976 (1981); JAMES R. TOWNSEND, Politics 
in China, 2nd ed. (1980), a summary of works on all aspects 
of political history; BENEDICT sTAVIS, China’s Political Reforms 
(1988), an analysis of some of the reforms of the 1980s; HARVEY 
W. NELSEN, Zhe Chinese Military System, 2nd rev. ed. (1981), 
an examination of decision making in the People’s Liberation 
Army; ELLIS JOFFE, The Chinese Army Afier Mao (1987), an 
assessment of the PLA’s modernization; PI-CHAO CHEN, Pop- 
ulation and Health Policy in the People’s Republic of China 
(1976); DANIEL L. OVERMYER, Religions of China: The World 
as a Living System (1986), an introduction to religion in ev- 
eryday life; and KENNETH LIEBERTHAL and MICHEL OKSENBERG, 
Policy Making in China (1988), an analysis of the influence of 
political institutions on policy making. 
The following periodicals give current information on social, 

political, cultural, and economic affairs: The China Quarterly; 
Far Eastern Economic Review (weekly); The China Business 
Review (bimonthly); China Today (monthly); China Pictorial 
(monthly); and China News Analysis (biweekly). 

(C.-S.Ch./K.G.L./K.P.S./E.1.U./K.J.De.W.) 

History. General works: DENIS TWITCHETT and JOHN K. 
FAIRBANK (eds.), The Cambridge History of China (1978-_ ), 
will be the standard multivolume reference work for all as- 
pects of Chinese history when it is completed. The following 
are comprehensive works: JOHN K. FAIRBANK, China: A New 

History (1992), covering the span from paleolithic cultures to 
the events in Tiananmen Square in 1989, with an excellent 
bibliography; WOLFRAM EBERHARD, 4 History of China, 4th ed. 
(1977, reissued 1987; originally published in German, 1948); 
JOHN K. FAIRBANK and EDWIN O. REISCHAUER, China: Tradition 
and Transformation, rev. ed. (1989); OTTO FRANKE, Geschichte 
des chinesischen Reiches, 2nd ed., 5 vol. (1948-65); JACQUES 
GERNET, A History of Chinese Civilization (1982; originally 
published in French, 1972), a detailed survey of China’s intel- 
lectual, social, and economic history from the neolithic cultures 
up to the Cultural Revolution of 1966; CHARLES 0. HUCKER, 
China's Imperial Past: An Introduction to Chinese History and 
Culture (1975), to 1850; and JOHN MESKILL (ed.), 4n Introduc- 
tion to Chinese Civilization (1973), which includes a survey 
of Chinese history and ten essays on such aspects of Chinese 
civilization as anthropology, economy, geography, and religion, 
among others. 

Prehistory. Scholarly analyses include cu LI, The Begin- 
nings of Chinese Civilization (1957, reprinted 1968); KWANG- 
CHIH CHANG, The Archaeology of Ancient China, 4th ed., rev. 
and enlarged (1986), a pioneering, comprehensive synthesis 
based on the coverage of excavations reported to the end of 
1985; DAVID N. KEIGHTLEY (ed.), The Origins of Chinese Civi- 
lization (1983), a collection of articles about environment and 
agriculture, cultures and peoples, and the genesis of the state: 
JESSICA RAWSON, Ancient China: Art and Archeology (1980), a 
study of the artistic significance of Neolithic and Bronze Age 
artifacts; WILLIAM WATSON, Cultural Frontiers in Ancient East 
Asia (1971), an illustrated analysis of cultural interaction; and 
RUKANG WU and JOHN W. OLSEN (eds.), Palaeoanthropology 
and Palaeolithic Archaeology in the People’s Republic of China 
(1985), an account of Chinese research on early man. 

The first historical dynasty: the Shang: In addition to the 
works of Chang, Watson, and Rawson mentioned above, the fol- 
lowing works are also informative: KWANG-CHIH CHANG, Early 
Chinese Civilization: Anthropological Perspectives (1976), and 
Shang Civilization (1980), on Shang archaeology and culture; 
TSUNG-TUNG CHANG, Der Kult der Shang-Dynastie im Spiegel 
der Orakelinschriften (1970), DAVID N. KEIGHTLEY, Sources of 
Shang History: The Oracle-Bone Inscriptions of Bronze Age 
China (1978, reprinted 1985); wEN FONG (ed.), The Great 
Bronze Age of China (1980), an analytic catalog of an exhibi- 
tion from the People’s Republic of China; and PAUL WHEATLEY, 
The Pivot of the Four Quarters (1971), a comparative study of 
the origins of urban society. (D.N.K.) 

The Chou and Ch'in dynasties: This transitional period is 
examined in CHI Li, The Formation of the Chinese People (1928, 
reprinted 1967), useful for information on the ethnic history 
of ancient China; HERLEE GLESSNER CREEL, The Birth of China 
(1937, reprinted 1954), still regarded as one of the standard ref- 
erences, and The Origins of Statecraft in China, vol. 1 (1970), 

the first Western book to include extensive materials from 
bronze inscriptions—especially significant on the activities of 
non-Chou peoples; CHO-YUN Hsu, Ancient China in Transition 

(1965), a standard work on social structure and social mobility 
in the Chou period; DERK BODDE, China's First Unifier (1938, 
reprinted 1967), and Statesman, Patriot, and General in An- 

cient China (1940, reprinted 1967), works covering the effort of 
the first emperors and their courts to accomplish unification; 
ARTHUR COTTERELL, The First Emperor of China (1981), a pop- 
ular history that includes a description and historical analysis 
of 7,000 terra-cotta life-size figures buried in 210 Bc; YU-NING 
LI, The First Emperor of China (1975), YU-LAN FUNG, A History 
of Chinese Philosophy, 2nd ed., 2 vol., trans. from the Chinese 
(1952-53, reprinted 1983), coverage of the thought of different 
schools in ancient China; and XUEQIN LI, Eastern Zhou and 
Qin Civilizations (1986), an account of archaeological findings 
of the period from the 8th to the 3rd century Bc. (C.-y.H.) 

The Han dynasty: Translations of historical source material 
can be found in EDOUARD CHAVANNES (ed. and trans.), Les 
Mémoires historiques de Se-ma Tsien, new ed; 6 vol. (1967- 
69); HOMER H. DuBs (ed. and trans.), The History of the For- 
mer Han Dynasty, 3 vol. (1938-55); ESSON M. GALE (ed. and 
trans.), Discourses on Salt and Iron (1931, reprinted 1973); 
BURTON WATSON (ed. and trans.), Records of the Grand His- 
torian of China, 2 vol. (1961); HSIEN-YI YANG and GLADYS 
YANG (trans.), Selections from Records of the Historian (1979); 
and A.F.P. HULSEWE, Remnants of Ch'in Law (1985). Works on 
specific topics of Han history include HANS BIELENSTEIN, 7he 
Restoration of the Han Dynasty, 4 vol. (1953-79); MICHAEL 
LOEWE, Records of Han Administration, 2 vol. (1967), Every- 
day Life in Early Imperial China During the Han Period 202 
B.C.-A.D. 220 (1968, reissued 1973), and Crisis and Conflict 
in Han China 104 B.C. to A.D. 9 (1974); TUNG-TSU CH’U, 
Han Social Structure (1972), A.F.P. HULSEWE, Remnants of Han 
Law (1955); CHO-YUN Hsu, Han Agriculture: The Formation of 
Early Chinese Agrarian Economy, 206 B.C.-A.D. 220 (1980); 
and YING-SHIH YU, Trade and Expansion in Han China (1967). 
ZHONGSBU WANG, Han Civilization (1982), is a survey of ar- 
chaeological investigations of the Han dynasty. (Gigi DDH) 

Period of division: The most extensive modern account of 
the period of division is that found in the general history cited 
above by Franke, vol. 2, with copious notes in vol. 3; this is a 
traditional chronological history, which pays little attention to 
nonpolitical matters and absolutely none to modern historical 
writing on the period in Chinese and Japanese. Other works on 
this important period include WOLFRAM EBERHARD, Das Toba- 
Reich Nordchinas: eine soziologische Untersuchung (1949), a 
Western-language study on the T’o-pa Wei—controversial and 
interesting but highly technical; w.J.F. JENNER, Memories of 
Loyang (1981), a political history of the Wei dynasty during the 
Pei-ch’ao (Northern Dynasties) period; ETIENNE BALAZS, “Les 
Courants intellectuels en Chine au III* siécle de notre ére,” 
Etudes Asiatiques, vol. 2 (1948), the best Western-language 
study on the rise of “Neo-Taoism” and other schools of thought 
after the breakdown of the Han Empire; HENRI MASPERO, 7ao- 
ism and Chinese Religion (1983; originally published in French, 
1950), a collection of essays dealing mainly with T’ang dynasty 
Taoism, still the most important general survey of the Taoist 
religion of this period, written mainly in the 1930s and °40s by a 
great authority for the general public; HOLMES WELCH, Taoism: 
The Parting of the Way, rev. ed. (1965), a general history of the 
Taoist movement with about one-third of the book devoted to 
the development of Taoist religion in the Six Dynasties period: 
MICHEL STRICKMANN, Le Taoisme du Mao Chan: chronique 
d'une révélation (1981), a scholarly account of one of the main 
schools of medieval Taoism; ARTHUR F. WRIGHT, Buddhism in 
Chinese History (1959, reprinted 1971), a popular but author- 
itative survey of Chinese Buddhism as a whole, two chapters 
of which are devoted to the Six Dynasties period; KENNETH 
K.S. CHEN, Buddhism in China (1964, reprinted 1972), an ex- 
tensive history of Chinese Buddhism by an eminent specialist: 
ERIK ZURCHER, The Buddhist Conquest of China, 2 vol. (1959, 
reprinted 1972), a detailed, rather technical study of the for- 
mation of gentry Buddhism; and JACQUES GERNET, Les Aspects 
économiques du bouddhisme dans la société chinoise du Ve au 
X® siécle (1956), an indispensable but rather technical work on 
the economic functions of the Buddhist monasteries from the 
5th to the 10th century. (EZ. / EEC.) 

Sui and Tang periods: By far the best general history of the 
periods is in vol. 3 of The Cambridge History of China (1979). 
The most important work on the Sui period is ARTHUR F. 
WRIGHT, The Sui Dynasty (1978). See also his two studies “The 
Formation of Sui Ideology 581-604,” in JOHN K. FAIRBANK 
(ed.), Chinese Thought and Institutions (1957), and “Sui Yang- 
ti: Personality and Stereotype,” in ARTHUR F. WRIGHT (ed.), 
The Confucian Persuasion (1960). WOODBRIDGE BINGHAM, The 
Founding of the T'ang Dynasty: The Fall of Sui and Rise 



of T’ang (1941, reprinted 1970), gives a clear account of the pe- 
riod from 607 to 624. Two books by c.P. FITZGERALD, The Son 
of Heaven: A Biography of Li Shih-Min, Founder of the T'ang 
Dynasty (1933, reprinted 1971), and The Empress Wu, 2nd 
ed. (1968), give a traditional account of the political history of 
the early T'ang, without advantage of later scholarship. More 
modern analyses of the early T’ang are presented in HOWARD 
J. WECHSLER, Mirror to the Son of Heaven: Wei Cheng at the 
Court of T’ang T’ai-tsung (1974), and in his Offerings of Jade 
and Silk: Ritual and Symbol in the Legitimation of the T’ang 
Dynasty (1985). R.W.L. Guisso, Wu Tse-t’ien and the Politics of 
Legitimation in T’ang China (1978), is a comprehensive study 
of Empress Wu’s reign. On the Empress’ use of Buddhist ideol- 
ogy, see A. FORTE, Political Propaganda and Ideology in China 
at the End of the Seventh Century (1976). EDWIN G. PULLEY- 
BLANK, The Background to the Rebellion of An Lu-shan (1955, 
reprinted 1982), gives a full account of every aspect of the reign 
of Hsiian-tsung. Also interesting on the politics of the same 
period is P.A. HERBERT, Under the Brilliant Emperor: Imperial 
Authority in T’ang China as Seen in the Writings of Chang 
Chiu-ling (1978). There is no modern full-scale study of the An 
Lu-shan rebellion itself, but the two principal sources exist in 
well-annotated translations by HOWARD S. LEVy (ed. and trans.), 
Biography of An Lu-shan (1960); and by ROBERT DES ROTOURS 
(trans.), Histoire de Ngan Lou-chan (1962). There is no satisfac- 
tory book-length account of the following period. The rebellions 
of the 780s are described briefly in DENIS TWITCHETT, “Lu Chih 
(754-805),” in ARTHUR F. WRIGHT and DENIS TWITCHETT (eds.), 
Confucian Personalities (1962). The mysterious reign of Shun- 
tsung has not been subjected to a modern analytic study, but 
the principal source is translated in BERNARD S. SOLOMON (ed. 
and trans.), The Veritable Record of the T’ang Emperor Shun- 
tsung (1955). There is some account of the subsequent reigns 
in ARTHUR WALEY, The Life and Times of Po Chii-i, 772-846 
A.D. (1949), but the historical analysis is somewhat outdated. 
For the period after 847 even the Chinese primary documen- 
tation becomes very thin. The only events that have attracted 
attention of Western scholars are the rebellions; on these see 
ROBERT DES ROTOURS, “La Révolte de P’ang Hiun,” T’oung 
Pao, 56:229-240 (1970); and HOWARD S. LEvy (ed. and trans.), 
Biography of Huang Ch’ao, 2nd rev. ed. (1961). On the Huang 
Ch’ao rebellion and the subsequent disorders the best account 
is GUNGWU WANG, The Structure of Power in North China 
During the Five Dynasties (1963, reissued 1967). A number 
of important studies on T’ang political history, taking account 
of modern Japanese and Chinese scholarship, are included in 
ARTHUR F. WRIGHT and DENIS TWITCHETT (eds.), Perspectives on 
the T’ang (1973). JOHN CURTIS PERRY and BARDWELL L. SMITH 
(eds.), Essays on T’ang Society: The Interplay of Social, Politi- 
cal, and Economic Forces (1976), is also a significant collection. 
On T’ang institutions in general there is a perceptive though 
outdated (the book was actually completed in 1951) account in 
HENRI MASPERO and E£TIENNE BALAZS, Histoire et institutions de 
la Chine ancienne, pp. 160-262 (1967). The traditional sources 
on the administrative system are translated by ROBERT DES 
roTouRS, Traité des fonctionnaires, et Traité de l’'armée, 2 vol., 
2nd rev. ed. (1974), and on the examination system in his Traité 
des examens, 2nd rev. ed. (1976). On finances and general eco- 
nomic problems, see DENIS TWITCHETT, Financial Administra- 
tion Under the T’ang Dynasty, 2nd ed. (1970), which contains 
a full bibliography. On finance under the Sui, see ETIENNE 
BALAZS, Etudes sur la société et l'économie de la Chine 
médiévale, 2 vol. (1953-54). For translations of the main 
documents on T’ang law, see KARL BUNGER, Quellen zur 
Rechtsgeschichte der T’ang-Zeit (1946); and WALLACE JOHNSON 
(trans.), The T’ang Code, vol. 1 (1979). On general social his- 
tory, see DENIS TWITCHETT, Land Tenure and the Social Order 
in T’ang and Sung China (1962), “The T’ang Market System,” 
Asia Major, 12:202-248 (1966), “Merchant, Trade and Govern- 
ment in Late T’ang,” Asia Major, 14:63-95 (1968), and Birth 
of the Chinese Meritocracy: Bureaucrats and Examinations in 
T'ang China (1976); also see the relevant sections of ETIENNE 
BALAZS, Chinese Civilization and Bureaucracy, trans. from the 
French (1964, reprinted 1972). More information is to be found 
in ROBERT M. HARTWELL, “Demographic, Political, and Social 
Transformations of China, 750-1550,” Harvard Journal of Asi- 
atic Studies, 42:365-442 (December 1982); and in the eyewit- 
ness account by a contemporary Japanese monk in EDWIN O. 
REISCHAUER (trans.), Ennin’s Diary (1955), with a companion 
volume, Ennin’s Travels in T’ang China (1955). See also, on 
the very important evidence from Tun-huang, LIONEL GILES, 
Six Centuries of Tunhuang (1944); and DENIS TWITCHETT, “Chi- 
nese Social History from the Seventh to the Tenth Centuries: 
The Tunhuang Documents and Their Implications,” Past and 
Present, 35:28-53 (1966). The following are extremely impor- 
tant for the light they throw on the cosmopolitan nature of 
T’ang society: EDWARD H. SCHAFER, The Vermilion Bird: T’ang 
Images of the South (1967), The Golden Peaches of Samarkand: 
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A Study of T’ang Exotics (1963, reprinted 1985), and Shore of 
Pearls (1970), dealing with the early history of Hai-nan Island. 
The best general account of Chinese relations with its northern 
neighbours in the steppes is RENE GROUSSET, The Empire of 
the Steppes (1970; originally published in French, 1939; 4th 
French ed., 1960). On Chinese overseas trade and relations 
with Southeast Asia, see GUNGWU WANG, The Nanhai Trade: A 
Study of the Early History of Chinese Trade in the South China 
Sea (1958). (D'CT) 
Five Dynasties, Ten Kingdoms, and Sung periods: EDWARD 

H. SCHAFER, The Empire of Min (1954), has the best sinological 
summary on this kingdom in the South. On conquest dynas- 
ties in the North, see HOK-LAM CHAN, The Historiography of 
the Chin Dynasty: Three Studies (1970), his Legitimation in 
Imperial China: Discussions Under the Jurchen-Chin Dynasty, 
1115-1234 (1984); and JING-SHEN TAO, The Jurchen in Twelfth- 
Century China: A Study of Sinicization (1976). On the Sung 
period, listings of works in Western languages are available 
in YVES HERVOUET, Bibliographie des travaux en langues oc- 
cidentales sur les Song parus de 1946 a 1965 (1969). Sequels 
to it appear in various volumes of Sung Studies Newsletter 
(ceased publication in 1978), and its successor, the Bulletin of 
Sung and Ytian Studies (annual). c.P. FITZGERALD, “The Chi- 
nese Middle Ages in Communist Historiography,” 1n ALBERT 
FEUERWERKER (ed.), History in Communist China (1968), pro- 
vides information on some earlier work done by historians in 
mainland China. On the significance of the Sung and varying 
interpretations, see JAMES T.C. LIU and PETER J. GOLAS (eds.), 
Change in Sung China: Innovation or Renovation? (1969). Fur- 
ther general information is available in the following: EDWARD 
A. KRACKE, JR., Civil Service in Early Sung China, 960-1067 
(1953), a monumental work; JAMES T.c. LIU, Ou-yang Hsiu, 
an Eleventh-Century Neo-Confucianist, trans. from the Chinese 
(1967), and Reform in Sung China: Wang An-shih (1021- 
1086) and His New Policies (1959), both works attempting to 
relate general trends through. historical figures; and BRIAN E. 
MCKNIGHT, Village and Bureaucracy in Southern Sung China 
(1971), an account coming down to the later period as well as 
the local scene. JACQUES GERNET, Daily Life in China on the 
Eve of the Mongol Invasion, 1250-1276 (1962; originally pub- 
lished in French, 1959), provides vivid descriptions. See also 
PATRICIA BUCKLEY EBREY (ed. and trans.), Family and Property 
in Sung China: Ytian Ts’ai’s Precepts for Social Life (1984), 
an excellent picture of family relations as studied in the 12th- 
century work by Yiian Ts’ai; THOMAS H.S. LEE, Government Ed- 
ucation and Examinations in Sung China (1985), a description 
of education and its relationship to the civil service; and BRIAN 
E. MCKNIGHT (trans.), The Washing Away of Wrongs: Forensic 
Medicine in Thirteenth-Century China (1985), a translation of 
an early work on the topic. (J.T.C.L./B.E.McK.) 

The Ytian dynasty: The standard Chinese source is the of- 
ficial dynastic history, Yuan shih, completed in 1370. Supple- 
menting this, for the history of Genghis Khan and Ogédei Khan, 
is the Chinese rendition of the Mongolian historical literary 
narrative, Ytian ch’ao pi shih. It is known in the West through 
several translations, such as The Secret History of the Mongols, 
trans. by FRANCIS WOODMAN CLEAVES (1982); or The Secret His- 
tory of the Mongols, adapted by PAUL KAHN (1984). A partial 
listing of Western works on Yiian history is available in HENRY 
G. SCHWARZ, Bibliotheca Mongolica: Works in English, French, 
and German (1978). On the Mongol operations against China, 
see the early work of H. DESMOND MARTIN, The Rise of Chingis 
Khan and His Conquest of North China (1950, reissued 1971), 
now partially superseded by IGOR DE RACHEWILTZ, “Personnel 
and Personalities in North China in the Early Mongol Period,” 
Journal of the Economic and Social History of the Orient, 9:88- 
144 (1966), a study of the Mongol conquest. On the political 
history of the later Yuan, see JOHN W. DARDESS, Conquerors and 
Confucians: Aspects of Political Change in Late Yiian China 
(1973). For works on governmental institutions and legal and 
military systems, see PAUL RATCHNEVSKY (ed.), Un Code des 
Yuan, 2 vol. (1937-72); FRANZ SCHURMAN (ed. and trans.), 
Economic Structure of the Ytian Dynasty (1956, reissued 1967); 
HOK-LAM CHAN, “Liu Ping-chung (1216-74): A Buddhist-Taoist 
Statesman at the Court of Khubilai Khan,” T’oung Pao, 53:98- 
146 (1967); HERBERT FRANKE, From Tribal Chieftain to Univer- 
sal Emperor and God: The Legitimation of the Ytian Dynasty 
(1978); CH’I-CH’ING HSIAO, The Military Establishment of the 
Yuian Dynasty (1978); PAUL HENG-CHAO CH’EN, Chinese Legal 
Tradition Under the Mongols: The Code of 1291 as Recon- 
structed (1979); and JOHN D. LANGLOIS, JR. (ed.), China Under 
Mongol Rule (1981). For religious and intellectual life of the 
period, see ARTHUR WALEY (trans.), The Travels of an Alchemist 
(1931, reprinted 1963), on Ch’ang-ch’un; FREDERICK W. MOTE, 
“Confucian Eremitism in the Yiian period,” in ARTHUR F. 
WRIGHT, The Confucian Persuasion (1960); CH’EN YUAN, West- 
ern and Central Asians in China Under the Mongols (1966), an 
annotated translation of an authoritative Chinese work; wm. 
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THEODORE DE BARY, “The Rise of Neo-Confucian Orthodoxy in 
Yuan China,” in his Neo-Confucian Orthodoxy and the Learn- 
ing of the Mind-and-Heart (1981); and HOK-LAM CHAN and WM. 
THEODORE DE BARY (eds.), Yiian Thought: Chinese Thought 

and Religion Under the Mongols (1982). For works on art and 
literature of the Yuan dynasty, see SHERMAN E. LEE and WAI- 
KAM HO, Chinese Art Under the Mongols: The Ytian Dynasty, 
1279-1368 (1968); WAYNE SCHLEPP, San-ch'ti: Its Technique 
and Imagery (1970); CHUNG-WEN SHIH, The Golden Age of 
Chinese Drama: Ytian Tsa-chti (1976); JAMES CAHILL, Hills 
Beyond a River: Chinese Painting of the Ytian Dynasty, 1279- 
1368 (1976); RICHARD JOHN LYNN, Kuan Yiin-shih (1980), a 
biography of the poet; and J.1. CRUMP, Chinese Theater in the 
Days of Khublai Khan (1980), and Songs from Xanadu: Studies 
in Mongol-Dynasty Song-Poetry (San-ch’u) (1983). On Chinese 
contacts with Asia and the West, see E. BRETSCHNEIDER, Me- 
diaeval Research from Eastern Asiatic Sources: Fragments To- 
wards the Knowledge of the Geography and History of Central 
and Western Asia from the 13th to the 17th Century, 2 vol. 
(1888, reprinted 1967); HERBERT FRANKE, “Sino-Western Con- 
tacts Under the Mongol Empire,” Journal of the Hong Kong 
Branch of the Royal Asiatic Society, 6:49-72 (1966); LEONARD 
OLscHKI, Marco Polo’s Asia: An Introduction to His “Descrip- 
tion of the World” called “Il Milione” (1960; originally published 
in Italian, 1957); and IGOR DE RACHEWILTZ, Papal Envoys to 
the Great Khans (1971). (H.Fr./H.Ch.) 

Ming dynasty: The standard reference guide to traditional 
Chinese-language materials is WOLFGANG FRANKE, An Intro- 
duction to the Sources of Ming History (1968). Essential infor- 
mation is contained in L. CARRINGTON GOODRICH and CHAO- 
YING FANG (eds.), Dictionary of Ming Biography (1976). Re- 
views and articles regularly appear in the journal Ming Studies 
(semiannual). ALBERT CHAN, The Glory and Fall of the Ming 
Dynasty (1982), is a book-length survey of the whole period, 
but it does not make use of recent critical scholarship. The early 
Ming years are described and analyzed in EDWARD L. DREYER, 
Early Ming China: A Political History, 1355-1435 (1982); and 
CHARLES 0. HUCKER, The Ming Dynasty: Its Origins and Evoly- 
ing Institutions (1978). Additional light is shed on early Ming 
life, thought, and institutions in EDWARD L. FARMER, Early 
Ming Government: The Evolution of Dual Capitals (1976); 
FREDERICK W. MOTE, The Poet Kao Ch’i (1962); and JOHN w. 
DARDESS, Confucianism and Autocracy: Professional Elites in 
the Founding of the Ming Dynasty (1983). Early Ming over- 
seas expeditions and foreign relations are dealt with in J.J.L. 
DUYVENDAK, China’s Discovery of Africa (1949); and y1-T’UNG 
WANG, Official Relations Between China and Japan, 1368-1549 
(1953). Specialized studies of mature Ming include CHARLES 
O. HUCKER, The Traditional Chinese State in Ming, 1368- 
1644 (1961), The Censorial System of Ming China (1966), and 
CHARLES O. HUCKER (ed.), Chinese Government in Ming Times: 
Seven Studies (1969); RAY HUANG, Taxation and Governmental 
Finance in Sixteenth-Century Ming China (1974); KWAN-WAI 
so, Japanese Piracy in Ming China During the 16th Century 
(1975); PING-TI HO, Studies on the Population of China, 1368- 
1953 (1959, reprinted 1967), and The Ladder of Success in 
Imperial China: Aspects of Social Mobility, 1368-1911 (1962, 
reprinted 1976); and AYAO HOsHI The Ming Tribute Grain 
System, trans. from the Chinese by MARK ELVIN (1969). RAY 
HUANG, 1587, A Year of No Significance: The Ming Dynasty 
in Decline (1981), is a wide-ranging critical discussion of Ming 
governance and the ruling class; a somewhat more approving 
view of Ming China of the same period is China in the Six- 
teenth Century: The Journals of Matthew Ricci, 1583-1610, 
trans. from the Latin by LOUIS J. GALLAGHER (1953). Mod- 
ern studies of China’s contacts with Europeans in Ming times 
notably include T’IEN-TSE CHANG, Sino-Portuguese Trade from 
1514 to 1644 (1934, reprinted 1973); CHARLES R. BOXER (ed. and 
trans.), South China in the Sixteenth Century (1953, reprinted 
1967); and GEORGE H. DUNNE, Generations of Giants: The Story 
of the Jesuits in China in the Last Decades of the Ming Dynasty 
(1962). The last Ming years and the struggles of post-Ming 
loyalists are dealt with in JAMES B. PARSONS, The Peasant Re- 
bellions of the.Late Ming Dynasty (1970); LYNN A. STRUVE, The 
Southern Ming, 1644-1662 (1984); and JONATHAN D. SPENCE 
and JOHN E. WILLS, JR. (eds.), From Ming to Ch’ing: Conquest, 
Region, and Continuity in Seventeenth-Century China (1979). 
Studies in Ming intellectual and religious history are found in 
WM. THEODORE DE BARY ef al., Self and Society in Ming Thought 
(1970), and The Unfolding of Neo-Confucianism (1975). 

(C.O.Hu.) 

The Ch’ing period: (The rise of the Ch’ing dynasty): 1M- 
MANUEL C.yY. HSU, The Rise of Modern China, 3rd ed. (1983); 
ROBERT H.G. LEE, The Manchurian Frontier in Ch’ing History 
(1970); SILAS H.L. WU, Communication and Imperial Control in 
China: Evolution of the Palace Memorial System, 1693-1735 
(1970); and FREDERIC WAKEMAN, JR., The Great Enterprise: The 

Manchu Reconstruction of the Imperial Order in Seventeenth- 
Century China (1985). (Early foreign relations): LUCIANO PE- 
TECH, China and Tibet in the Early 18th Century, 2nd rev. 
ed. (1972); CHUSEI SUZUKI, “China’s Relations with Inner Asia: 
The Hsiung-nu, Tibet,” pp. 180-197 in JOHN kK. FAIRBANK 
(ed.), The Chinese World Order (1968); EARL H. PRITCHARD, 
Anglo-Chinese Relations During the Seventeenth and Eigh- 
teenth Centuries (1929, reissued 1970), and The Crucial Years 
of Early Anglo-Chinese Relations, 1750-1800 (1936, reissued 
1970); ANTONIO s. ROSSO, Apostolic Legations to China of the 
Eighteenth Century (1948); and MARC MANCALL, Russia and 
China: Their Diplomatic Relations to 1728 (1971). (Mid-Ch’‘ing 
society and economy): CHUNG-LI CHANG, The Chinese Gentry 
(1955, reprinted 1974); T’UNG-TsU CHU, Local Government in 
China Under the Ch’ing (1962, reissued 1969); MADELEINE 
ZELIN, The Magistrate's Tael: Rationalizing Fiscal Reform 
in Eighteenth-Century Ch’ing China (1984); and YEH-CHIEN 
WANG, Land Taxation in Imperial China, 1750-1911 (1973). 
(Untellectual and cultural aspects): L. CARRINGTON GOODRICH, 
The Literary Inquisition of Ch’ien-lung, 2nd ed. (1966); JosEPH 
R, LEVENSON, Confucian China and Its Modern Fate, 3 vol. 
(1958-65, reissued in | vol., 1968), and “The Abortiveness of 
Empiricism in Early Ch’ing Thought,” Far Eastern Quarterly, 
13:155-165 (1954); cH’I-cH’AO LIANG, Intellectual Trends in 
the Ch’ing Period, trans. by IMMANUEL C.Y. HSU (1959); and 
EVELYN SAKAKIDA RAWSKI, Education and Popular Literacy 
in Ch’ing China (1979). (Dynastic degeneration): JEAN CHES- 
NEAUX (comp.), Secret Societies in China in the Nineteenth 
and Twentieth Centuries (1971; originally published in French, 
1965); KUNG-CHUAN HSIAO, Rural China: Imperial Control in 
the Nineteenth Century (1960, reprinted 1967); GILBERT ROZ- 
MAN (ed.), The Modernization of China (1981), an interdisci- 
plinary study of China’s modernization between the Opium 
Wars and 1980; PHILIP A. KUHN, Rebellion and Its Enemies in 
Late Imperial China: Militarization and Social Structure, 1794- 
1864 (1970, reprinted 1980); and sUSAN NAQUIN, Millenarian 
Rebellion in China: The Eight Trigrams Uprising of 1813 
(1976). (Western challenges): MASATAKA BANNO, China and the 
West, 1858-1861: The Origins of the Tsungli Yamen (1964); 
HSIN-PAO CHANG, Commissioner Lin and the Opium War (1964, 
reprinted 1970); w.c. cosTIN, Great Britain and China, 1833- 
1860 (1937, reprinted 1968); JOHN K. FAIRBANK, Trade and 
Diplomacy on the China Coast, 2 vol. 1953, reissued in 1 vol., 
1969); MICHAEL GREENBERG, British Trade and the Opening of 
China, 1800-42 (1951, reprinted 1979); IMMANUEL C.Y. HSU, 
China's Entrance into the Family of Nations: The Diplomatic 
Phase, 1858-1880 (1960); and PETER WARD FAY, The Opium 
War, 1840-1842 (1975). 

(The Taipings): VINCENT Y.C. SHIH, The Taiping Ideology: 
Its Sources, Interpretations, and Influences (1967, reprinted 
1972); FRANZ H. MICHAEL and CHANG CHUNG-LI, The Taiping 
Rebellion: History and Documents, 3 vol. (1966-71); and AL- 
BERT FEUERWERKER, Rebellion in Nineteenth-Century China 
(1975). (Nien Rebellion): SIANG-TSEH CHIANG, The Nien Rebel- 
lion (1954, reprinted 1967); s.y. TENG, The Nien Army and 
Their Guerrilla Warfare, 1851-1868 (1961, reprinted 1984); 
and ELIZABETH J. PERRY, Rebels and Revolutionaries in North 
China, 1845-1945 (1980). (Chinese response); ALBERT FEUER- 
WERKER, China’s Early Industrialization: Sheng Hstian-huai 
(1844-1916) and Mandarin Enterprise (1958, reissued 1970); 
YEN-P'ING HAO, The Comprador in Nineteenth Century China: 
Bridge Between East and West (1970); PAUL A. COHEN, Between 
Tradition and Modernity: Wang T’ao and Reform in Late 
Ch’ing China (1974); WILLIAM T. ROWE, Hankow: Commerce 
and Society in a Chinese City, 1796-1889 (1984); LUKE s.k. 
KWONG, A Mosaic of the Hundred Days: Personalities, Politics, 
and Ideas of 1898 (1984); and KUNG-CH’UAN HSIAO, 4 Modern 
China and a New World: K’ang Yu-wei, Reformer and Utopian, 
1858-1927 (1975). (Boxer Rebellion): PAUL A. COHEN, China 
and Christianity: The Missionary Movement and the Growth 
of Chinese Antiforeignism, 1860-1870 (1963); and vicror PUR- 
CELL, The Boxer Uprising (1963, reprinted 1974). 
For a comprehensive survey of the development of state 

power, see JOHN K. FAIRBANK, The Great Chinese Revolution, 
1800-1985 (1986). (Revolutionary movements at the end of the 
Ch’ing): MICHAEL GASSTER, Chinese Intellectuals and the Revo- 
lution of 1911: The Birth of Modern Chinese Radicalism (1969): 
ROBERT A. SCALAPINO and GEORGE T. YU, The Chinese Anar- 
chist Movement (1961, reprinted 1980); HAROLD z, SCHIFFRIN, 
Sun Yat-sen and the Origins of the Chinese Revolution (1968); 
JOHN H. FINCHER, Chinese Democracy, the Self-Government 
Movement in Local, Provincial, and National Politics, 1905- 
1914 (1981); MARY B. RANKIN, Early Chinese Revolutionaries: 
Radical Intellectuals in Shanghai and Chekiang, 1902-1911 
(1971); EDWARD J.M. RHOADS, China’s Republican Revolution: 
The Case of Kwangtung, 1895-1913 (1975); JOSEPH W. ESHER- 
ick, Reform and Revolution in China: The 1911 Revolution in 
Hunan and Hubei (1976); and EDMUND s.k. FUNG, The Military 



Dimension of the Chinese Revolution: The New Army and Its 
Role in the Revolution of 1911 (1980). (C.Su./A.Fe.) 

Twentieth-century China: (Republican China): An accom- 
plished text on this period is JAMES E. SHERIDAN, China in 
Disintegration: The Republican Era in Chinese History, 1912- 
1949 (1975); more detailed and politically centred is 0. EDMUND 
cLuBB, 20th Century China, 3rd ed. (1978). There are two 
excellent collections of biographies of the leading figures of the 
period: HOWARD L. BOORMAN and RICHARD C. HOWARD (eds.), 
Biographical Dictionary of Republican China, 5 vol. (1967- 
79); and DONALD W. KLEIN and ANNE B. CLARKE, Biographic 
Dictionary of Chinese Communism, 1921-65, 2 vol. (1971). 
For the revolution of 1911-12 and the early republican period, 
scholarly essays offering fresh interpretations are found in MARY 
C. WRIGHT (ed.), China in Revolution: The First Phase, 1900- 
1913 (1968). The immediate consequences of the revolution of 
1911-12 and the search for an appropriate political form for 
China are analyzed in EDWARD FRIEDMAN, Backward Toward 
Revolution: The Chinese Revolutionary Party (1974, reprinted 
1977); and ERNEST P. YOUNG, The Presidency of Yuan Shih- 
Kai: Liberalism and Dictatorship in Early Republican China 
(1977). The dimensions of the ebullient intellectual and political 
movements in China in the late teens are still best presented in 
a classic work, TSE-TUNG CHOW, The May Fourth Movement: 
Intellectual Revolution in Modern China (1960, reissued 1967). 
For a more critical view of some of the leading participants, see 
YU-SHENG LIN, The Crisis of Chinese Consciousness: Radical 
Antitraditionalism in the May Fourth Era (1979). 
The period of warlordism has been comprehensively treated by 

HSI-SHENG CH’l, Warlord Politics in China, 1916-1928 (1976). 
Among studies of particular warlord formations, especially no- 
table are JAMES E. SHERIDAN, Chinese Warlord: The Career 
of Feng Yii-hsiang (1966); and DONALD E. SUTTON, Provincial 
Militarism and the Chinese Republic: The Yunnan Army, 1905- 
25 (1980). Economic conditions are discussed in R.H. TAWNEY’S 
prophetic and still valuable study, Land and Labour in China 
(1932, reprinted 1966). Essays in DWIGHT H. PERKINS (ed.), 
China’s Modern Economy in Historical Perspective (1975), are 
relevant. A penetrating analysis of a critical sector of China’s 
rural social order is PHILIP C.c. HUANG, The Peasant Economy 
and Social Change in North China (1985). On the Nationalist 
revolution, see C. MARTIN WILBUR and JULIE LIEN-YING HOW 
(eds.), Documents on Communism, Nationalism, and Soviet 
Advisers in China, 1918-1927 (1956, reissued with corrections, 
1972). The struggles that displaced warlords from centre stage 
are set forth in C. MARTIN WILBUR, The Nationalist Revolution 
in China, 1923-1928 (1984). RICHARD wW. RIGBY, The May 30 
Movement: Events and Themes (1980), is a study of one of 
the most energizing of these struggles. The new national gov- 
ernment that emerged has been brilliantly portrayed in LLOYD 
E. EASTMAN, The Abortive Revolution: China Under Nationalist 
Rule, 1927-1937 (1974). Among the interesting rebuttals to 
some of Eastman’s arguments is JOSEPH FEWSMITH, Party, State, 
and Local Elites in Republican China: Merchant Organizations 
and Politics in Shanghai, 1890-1930 (1985). 
Events of the war with Japan are discussed in HSI-SHENG 

cH’1, Nationalist China at War: Military Defeats and Political 
Collapse, 1937-45 (1982); and LLOYD E. EASTMAN, Seeds of 
Destruction: Nationalist China in War and Revolution, 1937- 
1949 (1984). Works dealing with wartime conditions in Na- 
tionalist areas are CHIA-AO CHANG, The Inflationary Spiral: 
The Experience in China, 1939-1950 (1958); and CHARLES F. 
ROMANUS and RILEY SUNDERLAND, The United States Army in 
World War II: China—Burma-India Theatre, 3 vol. (1952-58), 
which is carefully documented and well illustrated. 

(Communist China): The emergence and growth of the Com- 
munist opposition to Nationalist rule can be traced in BEN- 
JAMIN I. SCHWARTZ, Chinese Communism and the Rise of Mao 
(1951, reprinted 1979); JOHN E. RUE, Mao Tse-tung in Opposi- 
tion, 1927-1935 (1966); JEROME CH’EN, Mao and the Chinese 
Revolution (1965); STUART R. SCHRAM, Mao Tse-tung (1967); 
TRYGVE LOTYEIT, Chinese Communism 1931-1934: Experience 
in Civil Government, 2nd ed. (1979); and MARK SELDEN, The 
Yenan Way in Revolutionary China (1971). The broadest work 
treating the history of the Communist movement is CONRAD 
BRANDT, BENJAMIN I. SCHWARTZ, and JOHN K. FAIRBANK, A 
Documentary History of Chinese Communism (1952, reprinted 
1966). A stimulating reportorial work is EDGAR SNOW, Red Star 
over China, rev. ed. (1968, reprinted 1973); while a broad survey 
is presented by LYMAN P. VAN SLYKE, Enemies and Friends: 
The United Front in Chinese Communist History (1967). The 
particular role of women and the consequences of the limits 
placed on their full participation have been the topic of DELIA 
DAVIN, Woman-Work: Women and the Party in Revolutionary 
China (1976); and supITH sTACEY, Patriarchy and Socialist 
Revolution in China (1983). The final phase of contest between 
the two parties is interpreted in SUSANNE PEPPER, Civil War in 
China: The Political Struggle, 1945-1949 (1978). 
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On China’s relations with foreign powers, see AKIRA IRIYE, 
After Imperialism: The Search for a New Order in the Far 
East, 1921-1931 (1965, reprinted 1978). 0. EDMUND CLUBB, 
China and Russia: The “Great Game” (1971), is a general work 
on Sino-Soviet relations; while a fine study of American pol- 
icy toward China during a limited period between the world 
wars is given in DOROTHY BORG, The United States and the 
Far Eastern Crisis of 1933-1938 (1964). See also MICHAEL 
SCHALLER, The U.S. Crusade in China, 1938-1945 (1979); and 
DOROTHY BORG and WALDO HEINRICHS (eds.), Uncertain Years: 
Chinese-American Relations, 1947-1950 (1980). F.C. JONES, 
Japan’s New Order in Asia: Its Rise and Fall, 1937-45 (1954, 
reprinted 1978); and F.F. Liu, A Military History of Modern 
China, 1924-1949 (1956, reprinted 1981), provide information 
on the military aspects of Sino-Japanese relations. Also see 
AKIRA IRIYE (ed.), The Chinese and the Japanese: Essays in 
Political and Cultural Interactions (1980). A scholarly study of 
foreign assistance to China during the Sino-Japanese War is 
ARTHUR N. YOUNG, China and the Helping Hand, 1937-1945 
(1963). JONATHAN R. ADELMAN, The Revolutionary Armies: 
The Historical Development of the Soviet and Chinese People’s 
Liberation Armies (1980), is a comparative study. Other treat- 
ments include WILLIAM C. KIRBY, Germany and Republican 
China (1984); and JAMES REARDON-ANDERSON, Yenan and the 
Great Powers; The Origins of Chinese Communist Foreign Pol- 
icy, 1944-1946 (1980). 
For developments in the Communist regions during the Sino- 

Japanese War, in addition to the general works on the Com- 
munist movement cited above, see LYMAN P. VAN SLYKE (ed.), 
The Chinese Communist Movement: A Report of the United 
States War Department, July 1945 (1968), a close factual ac- 
count based on intelligence studies. CHALMERS A. JOHNSON, 
Peasant Nationalism and Communist Power: The Emergence of 
Revolutionary China (1962), provides a scholarly interpretation 
of Communist successes behind Japanese lines. The final civil 
war period is covered by LIONEL MAX CHASSIN, The Commu- 
nist Conquest of China: A History of the Civil War, 1945-1949 
(1965; originally published in French, 1952). 
The most influential work of Sun Yat-sen has been translated 

under the title San Min Chu I; The Three Principles of the Peo- 
ple, trans. by FRANK W. PRICE (1927). The most revealing work 
of Chiang Kai-shek is his China’s Destiny and Chinese Eco- 
nomic Theory, published in English with comments by PHILIP 
JAFFE (1947). The official translation of Mao Zedong’s (Mao 
Tse-tung’s) Selected Works, 4 vol., is that published by the For- 
eign Languages Press, Peking (1961-65). STUART R. SCHRAM, 
The Political Thought of Mao Tse-tung, rev. ed. (1969), is the 
best introduction to Chinese Communist ideology. 
The bibliography on contemporary Chinese history is vast and 

growing rapidly. Although publications on modern China are 
uneven in coverage and quality, most subjects of interest have 
been discussed in the writings of scholars and visitors to China 
and Taiwan. A comprehensive bibliography of these writings is 
compiled annually by the Journal of Asian Studies. See also 
GEORGE GINSBURGS and MICHAEL MATHOS, Communist China 
and Tibet: The First Dozen Years (1964); EDGAR SNOW, Red 
China Today (1971); JOHN WILSON LEwIs, Leadership in Com- 
munist China (1963, reprinted 1978), and (ed.), The City in 
Communist China (1971); BENJAMIN I. SCHWARTZ, Commu- 
nism and China: Ideology in Flux (1968); C.K. YANG, The Chi- 
nese Communist Society: The Family and the Village (1965); 
BYUNG-JOON AHN, Chinese Politics and the Cultural Revolution: 
Dynamics of Policy Processes (1976); LOWELL DITTMER, Liu 
Shao-Ch’i and the Chinese Cultural Revolution: The Politics of 
Mass Criticism (1974); KENNETH LIEBERTHAL, Revolution and 
Tradition in Tientsin, 1949-1952 (1980); MAURICE MIESNER, 
Mao’s China: History of the People’s Republic (1977); WILLIAM 
E. GRIFFITH, The Sino-Soviet Rift, Analysed and Documented 
(1964), and Sino-Soviet Relations, 1964-1965 (1967); RICHARD 
BAUM, Prelude to Revolution: Mao, the Party, and the Peasant 
Question, 1962-66 (1975); RODERICK MacFARQUHAR, The Ori- 
gins of the Cultural Revolution, 2 vol. (1974-83); FREDERICK 
Cc. TEIWES, Politics and Purges in China: Rectifications and the 
Decline of Party Norms, 1950-1965 (1979); TANG Tsou, The 
Cultural Revolution and Post-Mao Reforms (1986); EDWARD E. 
RICE, Mao’s Way (1972); ROBERT A. SCALAPINO (ed.), Elites in 
the People’s Republic of China (1972); STUART SCHRAM (ed.), 
Mao Tse-tung Unrehearsed: Talks and Letters; 1956-71 (1974, 
U.S. title, Chairman Mao Talks to the People: Talks and Let- 
ters, 1956-1971); FREDERIC WAKEMAN, JR., History and Will: 
Philosophical Perspectives of Mao Tse-tung’s Thought (1973); 
WILLIAM W. WHITSON and CHEN-HSIA HUANG, The Chinese High 
Command: A History of Communist Military Politics, 1927- 
71 (1973); MARTIN KING WHYTE, Small Groups and Political 
Rituals in China (1974); MARGERY WOLF and ROXANE WITKE 
(eds.), Women in Chinese Society (1975); and MARGERY WOLF, 
Revolution Postponed: Women in Contemporary China (1985). 

(C.M.Wi./E.P.Y./K.G.L.) 
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Provinces. General works: For the study of provinces, two 
map collections are helpful: UNITED STATES. CENTRAL INTEL- 
LIGENCE AGENCY, Communist China Map Folio (1967), and 

Communist China Administrative Atlas (1969). In addition to 
materials listed in the geographical section at the beginning 
of this bibliography, the following studies contain information 
on the provinces: CHIAO-MIN HSIEH, China; Ageless Land and 
Countless People (1967); LEO J. MOSER, The Chinese Mosaic: 
The Peoples and Provinces of China (1985); GEORGE BABCOCK 
CRESSEY, Asia's Lands and Peoples, 3rd ed. (1963); yI-FU 
TUAN, China (1969); ALBERT HERRMANN, 4n Historical Atlas 
of China, new ed. (1966); AUREL STEIN, Jnnermost Asia, 5 vol. 
(1928, reprinted 1981); PING-HAI CHU, Climate of China, trans. 
from the Chinese (1967); JAMES Ss. LEE, The Geology of China 
(1939); UNITED STATES DEPARTMENT OF THE INTERIOR, Foreign 
Minerals Survey: Regional Review, vol. 2, Mineral Resources 
of China (1948); RONALD HSIA, Steel in China (1971); YUAN- 
LI wu, The Steel Industry in Communist China (1965); FRED- 
ERICK C. TEIWES, Provincial Leadership in China: The Cultural 
Revolution and Its Aftermath (1974); PARRIS H. CHANG, Power 
and Policy in China, 2nd ed. (1978); and CH’ANG-TU HU, The 
Education of National Minorities in Communist China (1970). 

Northeast and North China: WASHINGTON (STATE) UNIVER- 
SITY, FAR EASTERN AND RUSSIAN INSTITUTE, A Regional Hana- 
book on Northeast China (1956); NAI-RUENN CHEN, Chinese 
Economic Statistics: A Handbook for Mainland China (1967): 
and DONALD G. GILLIN, Warlord: Yen Hsi-shan in Shansi 
Province, 1911-1949 (1967). 

Lower Yangtze Valley: CHING-CHIH SUN (ed.), Economic Ge- 
ography of Central China (1960), and Economic Geography of 
the East China Region (1961); JONATHAN K. OCKO, Bureaucratic 
Reform in Provincial China: Ting Jih-Ch’ang in Restoration 
Kiangsu, 1867-1870 (1983); ANDREA LEE MCELDERRY, Shang- 
hai Old-Style Banks (ch’ien-chuang), 1800-1935: A Traditional 
Institution in a Changing Society (1976); PARKS M. COBLE, 
Jr., The Shanghai Capitalists and the Nationalist Government, 
1927-1937 (1980); NICHOLAS R. CLIFFORD, Shanghai, 1925: Ur- 
ban Nationalism and the Defense of Foreign Privilege (1979): 
and “Hubei, Anatomy of a Province,” China Business Review, 
7(5):39-47 (September—October 1980). 

South China: R. KEITH sCHOPPA, Chinese Elites and Politi- 
cal Change: Zhejiang Province in the Early Twentieth Century 
(1982); KEITH FORSTER, “The Reform of Provincial Party Com- 
mittees in China: The Case of Zhejiang,” Asian Survey, 24:618- 
636 (June 1984); MICHEL OKSENBERG and SAI-CHEUNG YEUNG, 
“Hua Kuo-feng’s Pre-Cultural Revolution Hunan Years, 1949- 

66,” China Quarterly, 69:3-53 (March 1977); REWI ALLEY, Land 
and Folk in Kiangsi: A Chinese Province in 1961 (1962); DIANA 
LARY, Religion and Nation: The Kwangsi Clique in Chinese 
Politics, 1925-1937 (1974); and EZRA F. VOGEL, Canton Under 
Communism: Programs and Politics in a Provincial Capital, 
1949-1968 (1969, reprinted 1980), 

Southwest China: HAN-SHENG CH’EN, Frontier Land Systems 
in Southernmost China (1949); ERNEST HENRY WILSON, A Natu- 
ralist in Western China, 2 vol. (1913, reprinted 1977); DOROTHY 
J. SOLINGER, Regional Government and Political Integration 
in Southwest China, 1949-1954: A Case Study (1977); HENRY 
R. DAVIES, Yunnan, the Link Between India and the Yangtze 
(1909, reissued 1970); and ROBERT A. KAPP, Szechwan and the 
Chinese Republic: Provincial Militarism and Central Power, 
1911-1938 (1973). 

Western China: JACK CHEN, The Sinkiang Story (1977); 
DONALD H. MCMILLEN, Chinese Communist Power and Pol- 
icy in Xinjiang, 1949-1977 (1979); COLIN MacKERRAS, “Uygur 
Performing Arts in Contemporary China,” China Quarterly, 
101:58-77 (March 1985); CHARLES BELL, Tibet Past and Present 
(1924, reprinted 1968); TIEH-TSENG LI, Tibet, Today and Yester- 
day, rev. ed. (1960); w.D. SHAKABPA, Tibet, a Political History 
(1967, reissued 1984); DAVID SNELLGROVE and HUGH RICHARD- 
son, A Cultural History of Tibet, rev. ed. (1980); ALASTAIR 
LAMB, Britain and Chinese Central Asia: The Road to Lhasa, 
1767 to 1905 (1960); GEORGE GINSBURGS and MICHAEL MATHOS, 
Communist China and Tibet (1964); DALAI LAMA (XIV) OF 
TIBET, My Land and My People (1962, reissued 1977); SARAT 
CHANDRA DAs, Journey to Lhasa and Central Tibet (1902, reis- 
sued 1970); HUGH RICHARDSON, Tibet and Its History, 2nd rev. 
ed. (1984); and JOHN F. AVEDON, In Exile from the Land of 
Snows (1984). 

Northwest China: WASHINGTON (STATE) UNIVERSITY. FAR 
EASTERN AND RUSSIAN INSTITUTE, A Regional Handbook on 
Northwest China, 2 vol. (1956), and A Regional Handbook on 
the Inner Mongolia Autonomous Region (1956); WEN-DIANG 
cuu, The Moslem Rebellion in Northwest China, 1862-1878: A 
Study of Government Minority Policy (1966), ROBERT J. MILLER, 
Monasteries and Culture Change in Inner Mongolia (1959), 
OWEN LATTIMORE, Mongol Journeys (1941, reprinted 1975), 
and Nomads and Commissars: Mongolia Revisited (1962); and 
SECHIN JAGCHID and PAUL HYER, Mongolia’s Culture and Soci- 
ety (1979). 
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itages of the world, with an uninterrupted history 
of more than 3,000 years, dating back at least to 

the 14th century Bc. Its medium, the Chinese language, 
has retained its unmistakable identity in both its spoken 
and written aspects in spite of generally gradual changes 
in pronunciation, the existence of regional and local di- 
alects, and several stages in the structural representation 
of the written graphs, or “characters.” Even the partial 
or total conquests of China for considerable periods by 
non-Chinese ethnic groups from outside the Great Wall 
failed to disrupt this continuity, for the conquerors were 
forced to adopt the written Chinese language as their of- 
ficial medium of communication because they had none 
of their own. Since the Chinese graphs were inherently 
nonphonetic, they were at best unsatisfactory tools for the 
transcription of a non-Chinese language; and attempts at 
creating a new alphabetic—phonetic written language for 
empire building proved unsuccessful on three separate 
occasions. The result was that after a period of alien dom- 
ination, the conquerors were culturally assimilated (except 
the Mongols, who retreated en masse to their original 
homeland after the collapse of the Yuan [or Mongol] dy- 
nasty in 1368). Thus, there was no disruption in China’s 
literary development. 
This article is divided into the following sections: 

Cis literature is one of the major literary her- 

General characteristics 231 
History 232 

Origins: c. 1400-221 Bc 232 
Ch’in and Han dynasties: 221 Bc-Ap 220 233 
The Six Dynasties and Sui dynasty: aD 220-618 
T’ang and Five Dynasties: 618-960 234 
Sung dynasty: 960-1279 235 
Yuan dynasty: 1206-1368 236 
Ming dynasty: 1368-1644 237 
Ch’ing dynasty: 1644-1911/12 
Modern Chinese literature 238 

Bibliography 240 
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GENERAL CHARACTERISTICS 

Through cultural contacts, Chinese literature has pro- 
foundly influenced the literary traditions of other Asian 
countries, particularly Korea, Japan, and Vietnam. Not 
only was the Chinese script adopted for the written lan- 
guage in these countries but some writers adopted the 
Chinese language as their chief literary medium. 
The graphic nature of the written aspect of the Chinese 

language has produced a number of noteworthy effects 
upon Chinese literature and its diffusion: (1) Chinese lit- 
erature, especially poetry, is recorded in handwriting or 
in print and purports to make an aesthetic appeal to the 
reader that is visual as well as aural. (2) This visual appeal 
of the graphs has in fact given rise to the elevated status 
of calligraphy in China, where it has been regarded for 
at least the last 16 centuries as a fine art comparable 
to painting. Scrolls of calligraphic renderings of poems 
and prose selections have continued to be hung alongside 
paintings in the homes of the common people as well as 
the elite, converting these literary gems into something 
to be enjoyed in everyday living. (3) On the negative 
side, such a writing system has been an impediment to 
education and the spread of literacy, thus reducing the 
number of readers of literature; for even a rudimentary 
level of reading and writing requires knowledge of more 
than 1,000 graphs, together with their pronunciation. (4) 
On the other hand, the Chinese written language, even 
with its obvious disadvantages, has been a potent factor 
in perpetuating the cultural unity of the growing millions 
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of the Chinese people, including assimilated groups in far- 
flung peripheral areas. Different in function from record- 
ing words in an alphabetic—phonetic language, the graphs 
are not primarily indicators of sounds and can therefore be 
pronounced in variant ways to accommodate geographical 
diversities in speech and historical phonological changes 
without damage to the meaning of the written page. As 
a result, the major dialects in China never developed into 
separate written languages as did the Romance languages, 

and, although the reader of a Confucian Classic in south- 
ern China might not understand the everyday speech of 
someone from the far north, Chinese literature has contin- 
ued to be the common asset of the whole Chinese people. 
By the same token, the graphs of China could be utilized 
by speakers of other languages as their literary mediums. 
The pronunciation of the Chinese graphs has also influ- 

enced the development of Chinese literature. The fact that 
each graph had a monophonic pronunciation in a given 
context created a large number of homonyms, which led 
to misunderstanding and confusion when spoken or read 
aloud without the aid of the graphs. One corrective was 
the introduction of tones or pitches in pronunciation. As 
a result, metre in Chinese prosody is not concerned with 
the combination of syllabic stresses, as in English, but 
with those of syllabic tones, which produce a different but 
equally pleasing cadence. This tonal feature of the Chi- 
nese language has brought about an intimate relationship 
between poetry and music in China. All major types of 
Chinese poetry were originally sung to the accompani- 
ment of music. Even after the musical scores were lost, 
the poems were, as they still are, more often chanted—in 
order to approximate singing—than merely read. 
Chinese poetry, besides depending on end rhyme and 

tonal metre for its cadence, is characterized by its com- 

pactness and brevity. There are no epics of either folk 
or literary variety and hardly any narrative or descriptive 
poems that are long by the standards of world literature. 
Stressing the lyrical, as has often been pointed out, the 
Chinese poet refrains from being exhaustive, marking in- 
stead the heights of his ecstasies and inspiration or the 
depths of sorrow and sympathy. A short poem in Chinese 
sometimes resembles a cablegram, wherein verbal econ- 

omy is highly desirable. Generally, pronouns and conjunc- 
tions are omitted, and one or two words often allude to 
highly complex thoughts or situations. This explains why 
many poems have been differently interpreted by learned 
commentators and competent translators. 
The line of demarcation between prose and poetry is 
much less distinctly drawn in Chinese literature than in 
other national literatures. This is clearly reflected in three 
genres. The fu, for example, is on the borderline between 
poetry and prose, containing elements of both. It uses 
rhyme and metre and not infrequently also antithetic 
structure, but, despite occasional flights into the realm of 
the poetic, it retains the features of prose without being 
necessarily prosaic. This accounts for the variety of labels 
given to the fu in English by writers on Chinese litera- 
ture—poetic prose, rhyme prose, prose poem, rhapsody, 
and prose poetry. 
Another genre belonging to this category is p’ien-wen 

(“parallel prose”), characterized by antithetic construction 

and balanced tonal patterns without the use of rhyme; 
the term is suggestive of “a team of paired horses,” as is 
implied in the Chinese word p’ien. Despite the polyphonic 
effect thus produced, which approximates that of poetry, 
it has often been made the vehicle of proselike exposition 
and argumentation. Another genre, a peculiar mutation 
in this borderland, is the pa-ku wen-chang (“eight-legged 
essay”). Now generally regarded as unworthy of classifi- 
cation as literature, for centuries (from 1487 to 1901) it 
dominated the field of Chinese writing as the principal 
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yardstick in grading candidates in the official civil-service 
examinations. It exploited antithetical construction and 
contrasting tonal patterns to the limit by requiring pairs 
of columns consisting of long paragraphs, one responding 
to the other, word for word, phrase for phrase, sentence 
for sentence. 

Chinese prose writing has been diverted into two streams, 
separated at least for the last 1,000 years by a gap much 
wider than the one between folk songs and _ so-called 
literary poems. Classical, or literary, prose (ku-wen, or 
wen-yen) aims at the standards and styles set by ancient 
writers and their distinguished followers of subsequent 
ages, with the Confucian Classics and the early philoso- 
phers as supreme models. While the styles may vary with 
individual writers, the language is always far removed from 
their spoken tongues. Sanctioned by official requirement 
for the competitive examinations and dignified by tradi- 
tional respect for the cultural accomplishments of past 
ages, this medium became the linguistic tool of practically 
all Chinese prose writers. Vernacular prose (pai-hua), in 

contrast, consists of writings in the living tongue, the ev- 
eryday language of the authors. Traditionally considered 
inferior, the medium was piously avoided for creative 
writing until it was adopted by novelists and playwrights 
from the 13th century on. 

HISTORY 

Origins: c. 1400-221 BC. The oldest specimens of Chi- 
nese writing extant are inscriptions on bones and tortoise 
shells dating back to the last three centuries of the Shang 
dynasty (18th-12th centuries Bc) and recording divina- 
tions performed at the royal capital. These inscriptions, 
like those engraved on ceremonial bronze vessels toward 
the end of the Shang period, are usually brief and factual 
and cannot be considered literature. Nonetheless, they are 
significant in that their sizable vocabulary (about 3,400 
characters, of which nearly 2,000 have been reliably deci- 
phered) has proved to be the direct ancestor of the mod- 
ern Chinese script. Moreover, the syntactical structure of 
the language bears a striking resemblance to later usages. 
From the frequent occurrences in the bone inscriptions 
of such characters as “dance” and “music,” “drum” and 
“chimes” (of stone), “words” and “southern” (airs), it can 
safely be inferred that, by the Shang dynasty, songs were 
sung to the accompaniment of dance and music: but these 
songs are now lost. (T.-y.L./W.H.N.) 
Literary use of myths. Early Chinese literature does not 

present, as the literatures of certain other world cultures 
do, great epics embodying mythological lore. What in- 
formation exists is sketchy and fragmentary and provides 
no clear evidence that an organic mythology ever existed: 
if it did, all traces have been lost. Attempts by scholars, 
Eastern and Western alike, to reconstruct the mythol- 
ogy of antiquity have consequently not advanced beyond 
probable theses. Shang dynasty material is limited. Chou 
dynasty (c. 1111-255 Bc) sources are more plentiful, but 
even these must at times be supplemented by writings of 
the Han period (206 Bc-ap 220), which, however, must 
be read with great caution. This is the case because Han 
scholars reworked the ancient texts to such an extent that 
no one is quite sure, aside from evident forgeries, how 
much was deliberately reinterpreted and how much was 
changed in good faith in an attempt to clarify ambiguities 
or reconcile contradictions. 
The early state of Chinese mythology was also molded 

by the religious situation that prevailed in China at least 
since the Chou conquest (12th century BC), when reli- 
gious observance connected with the cult of the dominant 
deities was proclaimed a royal prerogative. Because of his 
temporal position, the king alone was considered qualified 
to offer sacrifice and to pray to these deities, Shang-ti 
(“Supreme Ruler”), for example, one of the prime dis- 
pensers of change and fate, was inaccessible to persons of 
lower rank. The princes, the aristocracy, and the common- 
ers were thus compelled, in descending order, to worship 
lesser gods and ancestors. Though this situation was greatly 
modified about the time of Confucius in the early part of 
the 5th century Bc, institutional inertia and a trend toward 
rationalism precluded the revival of a mythological world. 

Confucius prayed to Heaven (T’ien) and was concerned 
about the great sacrifices, but he and his school had little 
use for genuine myths. 
Nevertheless, during the latter centuries of the Chou, 

Chinese mythology began to undergo a profound transfor- 
mation. The old gods, to a great extent already forgotten, 
were gradually supplanted by a multitude of new ones, 
some of whom were imported from India with Buddhism 
or gained popular acceptance as Taoism spread through- 
out the empire. In the process, many early myths were 
totally reinterpreted to the extent that some deities and 
mythological figures were rationalized into abstract con- 
cepts and others were euhemerized into historical figures. 
Above all, a hierarchical order, resembling in many ways 
the institutional order of the empire, was imposed upon 
the world of the supernatural. Many of the archaic myths 
were lost; others survived only as fragments, and, in effect, 
an entirely new mythological world was created. 
These new gods generally had clearly defined functions 

and definite personal characteristics and became promi- 
nent in literature and the other arts. The myth of the 
battles between Huang-ti (“The Yellow Emperor”) and 
Chih Yu (“The Wormy Transgressor”), for example, be- 
came a part of Taoist lore and eventually provided models 
for chapters of two works of vernacular fiction, Shui-hu 
chuan (The Water Margin, also translated as All Men Are 
Brothers) and Hsi-yu chi (1592; Journey to the West, also 
partially translated as Monkey). Other mythological fig- 
ures such as K°ua-fu and the Hsi-wang-mu subsequently 
provided motifs for numerous poems and stories. 
Historical personages were also commonly taken into 

the pantheon, for Chinese popular imagination has been 
quick to endow the biography of a beloved hero with 
legendary and eventually mythological traits. Ch’ii Yuan, 
the ill-fated minister of the state of Ch’u (771-221 BC), 
is the most notable example. Mythmaking consequently 
became a constant, living process in China. It was also 
true that historical heroes and woyld-be heroes arranged 
their biographies in a way that lent themselves to mythol- 
ogizing. (He.W./W.H.N.) 
Poetry. The first anthology of Chinese poetry, known 

as the Shih Ching (“Classic of Poetry”) and consisting of 
temple, court, and folk songs, was given definitive form 
somewhere around the time of Confucius (551-479 BC). 
But its 305 songs are believed to range in date from 
the beginning of the Chou dynasty to the time of their 
compiling. 
The Shih Ching is generally accounted the third of the 

Five Classics (Wu Ching) of Confucian literature, the other 
four of which are: the J Ching (“Classic of Changes”), a 
book of divination and cosmology; the Shu C, hing (“Classic 
of History”), a collection of official documents: the Li chi 
(“Record of Rites”), a book of rituals with accompanying 
anecdotes; and the Ch’un-ch’iu (“Spring and Autumn”) 
annals, a chronological history of the feudal state of Lu, 
where Confucius was born, consisting of topical entries of 
major events from 722 to 481 Bc. The Five Classics have 
been held in high esteem by Chinese scholars since the 
2nd century sc. (For a discussion of the / Ching and Shu 
Ching, see below Prose.) 
The poems of the Shih Ching were originally sung to the 

accompaniment of music; and some of them, especially 
temple songs, were accompanied also by dancing. (In all 
subsequent periods of Chinese literary history, new trends 
in poetry were profoundly influenced by music.) Most 
of the poems of the Shih Ching have a preponderantly 
lyrical strain whether the subject is hardship in military 
service or seasonal festivities, agricultural chores or rural 
scenes, love or sports, aspirations or disappointments of 
the common folk and of the declining aristocracy. Appar- 
ently, the language of the poems was relatively close to the 
daily speech of the common people, and even repeated 
attempts at refinement during the long process of trans- 
mission have not spoiled their freshness and spontaneity. 
In spite of this, however, when the songs are read aloud 
and not sung to music their prevailing four-syllable lines 
conduce to monotony, hardly redeemed by the occasional 
interspersion of shorter or longer lines, 
If there ever was an epic tradition in ancient China 
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comparable to that of early India or the West, only dim 
traces of it persist in the written records. The Shih Ching 
has a few narrative poems celebrating heroic deeds of 
the royal ancestors, but these are rearranged in cycles 
and only faintly approximate the national epics of other 
peoples. One cycle, for example, records the major stages 
in the rise of the Chou kingdom, from the supernatural 
birth of its remote founder to its conquest of the Shang 
kingdom. These episodes, which, according to traditional 
history, cover a period of more than 1,000 years, are 
dealt with in only about 400 lines. Other cycles, which 
celebrate later military exploits of the royal Chou armies, 
are even briefer. 
The Shih Ching exerted a profound influence on Chinese 

poetry that, generally speaking, has stressed the lyrical 
rather than the narrative element; a dependence more on 

end rhymes for musical effect than on other rhetorical 
devices; regular lines, consisting of a standard number of 
syllables; and the utilization of intonation that is inherent 
in the language for rhythm, instead of the alternation of 
stressed and unstressed syllables as is the norm in Western 
poetry. The high regard in which this anthology has been 
held in China results both from its antiquity and from the 
legend that Confucius himself edited it. It was elevated 
in 136 Bc to the position of a major classic in the Con- 

fucian canon. 
Meanwhile, another type of poetry, also originating in 

music and dance, had developed in the south, in the basin 
of the Yangtze River, an area dominated by the principal- 
ity of Ch’u—hence the generic appellation Ch’u tz’u, or 
“songs of Ch’u.” These southern songs, though adorned 
with end rhymes like the songs of the Shih Ching, follow a 
different metrical pattern: the lines are usually longer and 
more irregular and are commonly (though not always) 
marked by a strong caesura in the middle. Their effect is 
thus rather plaintive, and they lend themselves to chant- 
ing instead of singing. The beginning of this tradition is 
obscure because most of the early samples were eclipsed 
by the brilliant 4th/3rd-century-Bc compositions of the 
towering genius Ch’ Yuan, China’s first known poet. 

Among some 25 elegies that are attributed to Chu Yuan, 
the most important and longest is Li sao (“On Encounter- 
ing Sorrow”), which has been described as a politico-erotic 
ode, relating by means of a love allegory the poet’s disap- 
pointment with his royal master and describing his imag- 
inary travels in distant regions and the realms of heaven, 
in an attempt to rid himself of his sorrow. Chu Yuan 
committed suicide by drowning in the Mi-lo River; and his 
tragic death, no less than his beautiful elegies, helped to 
perpetuate the new literary genre. In contrast to the poems 
of the Shih Ching, which had few successful imitators, the 
genre created by Ch’ Yuian was cultivated for more than 
five centuries, and it also experienced later revivals. 
Prose. Prior to the rise of the philosophers in the 

6th century Bc, brief prose writings were reported to be 
numerous; but of these only two collections have been 

transmitted: the Shu, or Shu Ching (“Classic of History”), 
consisting of diverse kinds of primitive state papers, such 
as declarations, portions of charges to feudal lords, and 
orations; and the J, or J Ching (“Classic of Changes”), 
a fortune-telling manual. Both grew by accretion and, 
according to a very doubtful tradition, were edited by 
Confucius himself. Neither can be considered literature, 
but both have exerted influence on Chinese writers for 
more than 2,000 years as a result of their inclusion in the 
Confucian canon. 
The earliest writings that can be assigned to individual 

“authorship,” in the loose sense of the term, are the 
Lao-tzu, or Tao-te Ching (“Classic of the Way of Power”), 
which is attributed to Lao-tzu, who is credited with being 
the founder of Taoism and who might have been an older 
contemporary of Confucius; and the Lun yii (“Conversa- 
tions”), or Analects (selected miscellaneous passages), of 
Confucius. Neither of the philosophers wrote extensively, 
and their teachings were recorded by their followers. Thus, 
the Lao-tzu consists of brief summaries of Lao-tzu’s say- 
ings, many of which are in rhyme and others in polished 
prose to facilitate memorization. Likewise, the Analects is 
composed of collections of the sage’s sayings, mostly as 
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answers to questions or as a result of discussions because 

writing implements and materials were expensive and 
scarce. The circumstances of the conversations, however, 
were usually omitted; and as a consequence the master’s 

words often sound cryptic and disjointed, despite the pro- 
fundity of the wisdom. 
By about 400 Bc, writing materials had improved, and 

a change in prose style resulted. The records of the dis- 
courses became longer, the narrative portions more de- 
tailed; jokes, stories, anecdotes, and parables, interspersed 
in the conversations, were included. Thus, the Mencius, 
or Meng-tzu, the teachings of Mencius, not only is three 
times longer than the Analects of Confucius but also is 
topically and more coherently arranged. The same char- 
acteristic may be noticed in the authentic chapters of 
the Chuang-tzu, attributed to the Taoist sage Chuang-tzu, 
who “in paradoxical language, in bold words, and with 
subtle profundity, gave free play to his imagination 
and thought... . Although his writings are inimitable and 
unique, they seem circuitous and innocuous. Although 
his utterances are irregular and formless, they are un- 
conventional and readable...” (from the epilogue of the 

Chuang-tzu). 
The first example of the well-developed essay, however, 

is found neither in the Mencius nor in the Chuang-tzu but 
in the Mo-tzu, attributed to Mo Ti, or Mo-tzu, a prede- 
cessor of Mencius and Chuang-tzu, whose singular attain- 
ments in logic made him a forceful preacher. His recorded 
sermons are characterized by simplicity of style, clarity of 
exposition, depth of conviction, and directness of appeal. 
The prose style continued to be developed by such out- 

standing philosopher-essayists as Hstin-tzu and his pupil, 
the Legalist Han-fei-tzu. The peak of this development, 
however, was not reached until the appearance of the 
first expertly arranged full-length book, Lii-shih Ch’un- 
ch’iu (“The Spring and Autumn [Annals] of Mr. Lu”), 
completed in 240 Be under the general direction of Lu 
Pu-wei. The work, 60 essays in 26 sections, summarizes 
the teachings of the several schools of philosophy as well 
as the folklore of the various regions of China. 
Ch’in and Han dynasties: 221 BC-AD 220. Poetry. Fol- 

lowing the unification of the empire by the Ch’in dynasty 
(221-206 Bc) and the continuation of the unified empire 
under the Han, literary activities took new directions. At 
the Imperial and feudal courts, the fu genre, a combi- 
nation of rhyme and prose, began to flourish. Long and 
elaborate descriptive poetic compositions, the fu were in 
form a continuation of the Ch’u elegies, now made to 
serve a different purpose—the amusement of the new aris- 
tocracy and the glorification of the empire—by dwelling 
on such topics as the low table and the folding screen 
or on descriptions of the capital cities. But even the best 
fu writing, by such masters of the art as Mei Sheng and 
Ssu-ma Hsiang-ju, bordered on the frivolous and bombas- 
tic. Another major fw writer, Yang Hsiung, in the prime 
of his career remorsefully realized that the genre was a 
minor craft not worthy of a true poet. Nonetheless, the fu 
was almost universally accepted as the norm of creative 
writing, and nearly 1,000 pieces were produced. 
A more important contribution to literature by the Han 

government was the reactivation in 125 Bc of the Yueh 
Fu, or Music Bureau, which had been established. at least 
a century earlier to collect songs and their musical scores. 
Besides temple and court compositions of ceremonial 
verse, this office succeeded in preserving a number of 
songs sung or chanted by the ordinary people, including 
songs from the border areas, which reveal alien influences. 
This category—called yiieh-fu, for the Music Bureau—in- 
cludes not only touching lyrics but also charming ballads. 
One such ballad, “The Orphan,” tells of an orphan’s 

hardships and disappointments; the form of the poem— 
lines of irregular length, varying from three to six syllables 
(or graphs)—represents the singer’s attempt to simulate 
the choking voice of the sufferers. Lo-fu hsing (“The Song 
of Lo-fu”; also called Mo-shang sang, “Roadside Mulberry 
Tree”), recounts how a pretty young lady declined a car- 
riage ride offered her by a government commissioner. The 
most outstanding folk ballad of this period is K ung-ch'tieh 
tung-nan fei (“Southeast the Peacock Flies”). The longest 
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poem of early Chinese literature (353 lines), it relates the 
tragedy of a young married couple who had committed 
suicide as the result of the cruelty of the husband’s mother. 
The ballad was probably first sung shortly after AD 200 
and grew by accretion and refinement in oral transmis- 
sion until it was recorded in final form for the first time 
in about 550. Ytieh-fu songs, most of which are made 
up mainly of five-syllable lines, became the fountainhead 
of a new type of poetry, ku-shih (“ancient-style poems”); 
contemporary Han dynasty poets at first merely refined 

the originals of the folk songs without claiming credit and 
later imitated their fresh and lively metre. 
Prose. Prose literature was further developed during the 

Ch’in and Han dynasties. In addition to a prolific output 
of philosophers and political thinkers—a brilliant repre- 
sentative of whom is Liu An, prince of Huai-nan, whose 
work is called Huai-nan-tzu (c. 140 Bc; “The Master of 

Huai-nan”)—an important and monumental category of 
Han dynasty literature consists of historical works. Out- 
standing among these is the Shih-chi (c. 85 Bc; “Historical 
Records,” Eng. trans., The Records of the Grand Historian 
of China, 2 vol.) by Ssu-ma Ch’ien. A masterpiece that 
took 18 years to produce, it deals with major events and 
personalities of about 2,000 years (down to the author’s 
time), comprising 130 chapters and totaling more than 
520,000 words. The Shih-chi was not only the first general 
history of its kind attempted in China, it also set a pattern 
in organization for dynastic histories of subsequent ages. 
An artist as well as a historian, Ssu-ma Chien succeeded 
in making events and personalities of the past into living 
realities for his readers; his biographies subsequently be- 
came models for authors of both fiction and history. Ssu- 
ma’s great successor, the poet-historian-soldier Pan Ku, 
author of the Han shu (“Han Documents”), a history of 
the Former Han dynasty containing more than 800,000 
words, performed a similar tour de force but did not equal 
Ssu-ma Ch’ien in either scope or style. 
Pan Ku’s prose style, though not necessarily archaic, was 

more consciously literary—a result of the ever-widening 
gap between the spoken and written aspects of the lan- 
guage. This anomaly was more evident in China than 
elsewhere, and it was to have far-reaching effects on the 
evolution of Chinese literary tradition. In an attempt to 
resolve the difficulties of communication among speak- 
ers of many dialects in the empire, a standard literary 
language, wen-yen, was promoted from the Han dynasty 
on. Perpetuated for more than 2,000 years, the literary 
language failed to keep pace with changes in the spoken 
tongue, and eventually it became almost unintelligible to 
the illiterate masses. 
The Six Dynasties and Sui dynasty: AD 220-618. After 

the fall of the Han dynasty, there was a long period of po- 
litical division (AD 220-589), with barely four decades of 
precarious unification (AD 280-316/17). Despite the social 
and political confusion and military losses, however, the 
cultural scene was by no means dismal. Several influences 
on the development of literature are noteworthy. First, 
Buddhism, introduced earlier, had brought with it religious 
chants and Indian music, which helped to attune Chinese 
ears to the finer distinctions of tonal qualities in their own 
language. Second, aggressive northern tribes, who invaded 
and dominated the northern half of the country from 316, 
were being culturally absorbed and converted. Third, the 
political division of the empire between the South and the 
North (as a result of the domination of non-Chinese in the 
north) led to an increase in cultural differences and to a 
subsequent rivalry to uphold what was regarded as cultural 
orthodoxy, frequently resulting in literary antiquarianism. 
Poetry. Folk songs flourished in both regions. In the 

South, popular love songs, originating in the coastal areas, 
which now came increasingly under Chinese political and 
cultural domination, attracted the attention of poets and 
critics. The songs of the North were more militant. Re- 
flecting this spirit most fully is the Mu-lan shih (“Ballad 
of Mu Lan”), which sings of a girl who disguised herself 
as a warrior and won glory on the battlefield. 
Soon the number of writers of “literary” poetry greatly in- 

creased. Among them, two poets deserve special mention. 
Ts’ao Chih (3rd century), noted for his ethereal lyricism, 

gave definite artistic form to the poetry of the five-syllable 
line, already popularized in folk song. T’ao Ch’ien (4th— 
5th centuries), also known as T’ao Yuan-ming, is one of 
China’s major poets and was the greatest of this period. A 

recluse, he retired from a post in the bureaucracy of the 
Chin dynasty at the age of 33 to farm, contemplate nature, 
and write poetry. His verse, written in a plain style, was 
echoed by many poets who came after him. Using several 
verse forms with seemingly effortless ease—including the 
Ju, for Kuei-ch'ti-lai tz’u (“Homeward Bound”)—he was 
representative of the trend of the age to explore various 
genres for lyrical expression. One of his best loved poems 
is the following ku-shih, translated by Arthur Waley; it 
is one of 12 he wrote at different times after he had 
been drinking. 

I built my hut in a zone of human habitation, 
Yet near me there sounds no noise of horse or coach. 
Would you know how this is possible? 
A heart that is distant creates a wilderness round it. 
I pluck chrysanthemums under the eastern hedge, 
Then gaze long at the distant hills. 
The mountain air is fresh at the dusk of day; 
The flying birds two by two return. 
In these things there lies a deep meaning; 
Yet when we would express it, words suddenly fail us. 

Prose. As orthodox Confucianism gradually yielded to 
Taoism and later to Buddhism, nearly all of the major 
writers began to cultivate an uninhibited individuality. Lu 
Chi, 3rd-century poet and critic, in particular emphasized 
the importance of originality in creative writing and dis- 
credited the long-established practice of imitating the great 
masters of the past. Still, his celebrated essay on litera- 
ture (Wen fu), in which he enunciated this principle, was 
written as a fu, showing after all that he was a child of 

his own age. The 3rd/4th-century Taoist philosopher Ko 
Hung insisted that technique is no less essential to a writer 
than moral integrity. The revolt of the age against con- 
ventionality was revealed in the new vogue of ch’ing-t’an 
(“pure conversation”), intellectual discussions on lofty and 

nonmundane matters, recorded in a Sth-century collection 
of anecdotes entitled Shih-shuo hsin-yii (“A New Account 
of Tales of the World”) by Liu Yi-ch’ing. Though prose 
writers as a whole continued to be most concerned with 
lyrical expression and rhetorical devices for artistic effect, 
there were notable deviations from the prevailing usage in 
the polyphonic p’ien-wen (“parallel prose”). In this form, 
parallel construction of pairs of sentences and counterbal- 
ancing of tonal patterns were the chief requirements. Pien- 
wen was used especially in works concerned with philo- 
sophical disputes and in religious controversies; but it was 
also used in the first book-length work of literary criticism, 
Wen-hsin tiao-lung (“The Literary Mind and the Carving 
of the Dragon”), by the 6th-century writer Liu Hsieh. 
Among prose masters of the 6th century, two northern- 

ers deserve special mention: Yang Hsien-chih, author of 
Lo-yang Chia-lan chi (“Record of Buddhist Temples in 
Lo-yang”), and Li Tao-yiian, author of Shui Ching chu 
(“Commentary on the Water Classic”). Although both of 
these works seem to have been planned to serve a prac- 
tical, utilitarian purpose, they are magnificent records of 
contemporary developments and charming storehouses of 
accumulated folklore, written with great spontaneity and 
artistry. This age also witnessed the first impact of Bud- 
dhist literature in Chinese translation, which had been 
growing in size and variety since the 2nd century. 
T’ang and Five Dynasties: 618-960. During the T’ang 

dynasty (618-907), Chinese literature reached its golden 
age. 
Poetry. In poetry, the greatest glory of the period, all 

the verse forms of the past were freely adopted and re- 
fined, and new forms were crystallized. One new form 
was perfected early in the dynasty and given the definitive 
name /ti-shih (“regulated verse”). A poem of this kind 
consists of eight lines of five or seven syllables—each 
line set down in accordance with strict tonal patterns— 
calling for parallel structure in the middle, or second and 
third, couplets. 
Another verse form much in vogue was the chiieh-chii 

(“truncated verse”). An outgrowth and a shortened ver- 

Develop- 
ment of 

poly- 
phonic 
prose: 
Dp ien-wen 

Chiieh-chii 
verse form 



The works 

of Tu Fu 

Develop- 
ment of 
(zu 

sion of the /ii-shih, it omitted either the first four lines, 
the last four lines, the first two and the last two lines, or 

the middle four lines. Thus, the tonal quality of the /ii- 
shih was retained, whereas antithetic structure was made 
optional. These poems of four lines, each consisting of five 
or seven words (syllables or characters), had to depend for 
their artistry on suggestiveness and economy comparable 
to the robd@iyat (“quatrains”) of Omar Khayyam and the 
Japanese haiku. 
The fine distinctions of tonal variations in the spoken 

language had reached their height during this period, with 
eight tones; and rules and regulations concerning the se- 
quence of lighter and heavier tones had been formulated. 
But since the observance of strict rules of prosody was 
not mandatory in the ku-shih (“ancient style”) form still 
in use, it was possible for an individual poet to enjoy 
conformity or freedom as he saw fit. 
Of the more than 2,200 T’ang poets whose works— 

totaling more than 48,900 pieces—have been preserved, 
only a few can be mentioned. Wang Wei, a musician and 
the traditional father of monochrome landscape painting, 
was also a great poet. Influenced by Buddhism, he wrote 
exquisite meditative verse of man’s relation to nature that 
exemplified his own dictum that poetry should have the 
beauty of painting and vice versa. Li Po, one of the two 
major poets of the T’ang dynasty, a lover of detachment 
and freedom, deliberately avoided the /ii-shih and chose 
the less formal verse forms to sing of friendship or wine. 
An example is the poem “To Tan-Ch’iu,” translated by 

Arthur Waley. 

My friend is lodging high in the Eastern Range, 
Dearly loving the beauty of valleys and hills. 
At green Spring he lies in the empty woods, 
And is still asleep when the sun shines on high. 
A pine-tree wind dusts his sleeves and coat; 
A pebbly stream cleans his heart and ears. 
I envy you, who far from strife and talk 
Are high-propped on a pillow of blue cloud. 

Generally considered the greatest poet of China was Tu 
Fu, a keen observer of the political and social scene who 

criticized injustice wherever he found it and who clearly 
understood the nature of the great upheaval following the 
rebellion of dissatisfied generals in 755, which was a turn- 
ing point in the fortunes of the T’ang. As an artist, Tu 
Fu excelled in all verse forms, transcending all rules and 
regulations in prosody while conforming to and exploiting 
them. His power and passion can perhaps be suggested 
by a single line (translated by Robert Payne): “Blue is the 
smoke of war, white the bones of men.” 
One of the admirers of Tu Fu as a poet-historian was 

Po Chit-i who, like his great predecessor, was deeply 
concerned with the social problems of his age. Po Chi-i 
sought to learn from ordinary folk not only naturalness of 
language but also their feelings and reactions, especially at 
the height of his career when he wrote what he called the 
Hsin ytieh-fu shih (“New Yueh-fu Poems”). 
At the end of the T’ang and during the Five Dynasties, 

another new verse form developed. Composed normally 
of lines of irregular length and written as lyrics to musical 
tunes, this form came to be known as /z’u, in contrast 
with shih, which includes all the verse forms mentioned 
above. Since the lines in a tz’u might vary from one to 
nine or even 11 syllables, they were comparable to the 
natural rhythm of speech and therefore easily understood 
when sung. 
First sung by ordinary folk, they were popularized by 

professional women singers and, during the T’ang, at- 
tracted the attention of poets. It was not, however, until 
the transitional period of the Five Dynasties (907-960), a 
time of division and strife, that tz’u became the major ve- 
hicle of lyrical expression. Of tz’u poets in this period, the 
greatest was Li Yu, last monarch of the Southern T’ang, 
who was seized in 976 as the new Sung dynasty consol- 
idated its power. Li Yii’s tz’u poetry is saturated with a 
tragic nostalgia for better days in the South; it is suffused 
with sadness—a new depth of feeling notably absent from 
earlier fz’u, which had been sung at parties and banquets. 
The following is typical, translated by Jerome Ch’en and 
Michael Bullock: 
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Lin hua hsieh liao ch’un hung 
T'ai ch’ung ch’ung 
Wu nai chao lai han yti wan lai feng 
Yen chih lei 
Hsiang liu tsut 
Chi shih ch’ung 
Tzu shih jen sheng ch’ang hen shui ch'ang tung 

The red of the spring orchard has faded. 

Far too soon! 
The blame is often laid 

on the chilling rain at dawn 
and the wind at dusk. 

The rouged tears 
That intoxicate and hold in thrall— 
When will they fall again? 
As a river drifts toward the east 
So painful life passes to its bitter end. 

Folk literature. Besides the early tz’u, the end of the 
T’ang saw the evolution of another new folk form: pien-wen 
(“popularizations,” not to be confused with p‘ien-wen, or 
parallel prose), utilizing both prose and verse to retell 
episodes from the Buddha’s life and, later, non-Buddhist 
stories from Chinese history and folklore. 
Prose. In prose writing a major reform was led by Han 

Yii against the peculiarly artificial prose style of p'ien- 
wen, which, cultivated for almost 1,000 years, had become 
so burdened with restrictive rules as to make forthright 
expression virtually impossible. Han Yu boldly advocated 
the use of Chou philosophers and early Han writers as 
models for prose writing. This seemingly conservative re- 
form had, in fact, a liberalizing effect; for the sentence unit 
in prose writing was now given perfect freedom to seek 
its own length and structural pattern as logic and content 
might dictate, instead of slavishly conforming to the rules 
of p'ien-wen. This new freedom enabled Liu Tsung-yuan, 
Han Yi’s chief associate in the literary reform, to write 
charming travel and landscape pieces. It also accelerated 
the development of a new genre in prose: well-made tales 
of love and romance, of heroic feats and adventures, of 
the mysterious and supernatural, and of imaginary inci- 
dents and fictionalized history. Among the 9th-century 
writers of such prose romances were Han Yu’s pupil Shen 
Ya-chih and Po Hsing-chien, younger brother of the poet 
Po Chii-i. These prose romances, generally short, were 
written in the classical prose style for the amusement of 
the literati and did not reach the masses until some of the 
popular ones were adapted by playwrights in later ages. 
Sung dynasty: 960-1279. The Sung dynasty was marked 

by cultural advancement and military weakness. During 
this period, literary output was spectacularly increased, 
thanks mainly to the improvement of printing (invented 
in the 8th century) and to the establishment of public 
schools throughout the empire (from 1044). Nearly all the 
literary genres in verse and prose were continued; and 
some trends, begun in T’ang times, were accelerated. 

Prose. In prose, the reform initiated by Han Yu in the 
name of ancient, more straightforward style (ku-wen) was 
reemphasized by such 11th-century writers as Ou-yang 
Hsiu and Su Tung-p’o. Both men held high rank in the 
civil service and were great painters as well as leading 
poets. Nevertheless, their contribution to prose writing in 
ku-wen style was as important as their poetry. The ku-wen 
movement was further supported by men whose primary 
interest was not belles lettres, such as Ssu-ma Kuang, the 
statesman-historian, and Chu Hsi, the scholar-philosopher 
and principal formulator of Neo-Confucianism. 
In prose fiction there were two distinct trends. Short tales 

in ku-wen were written in ever greater bulk but failed to 
maintain the level achieved in the T’ang dynasty. The sub- 
ject matter became more fragmentary and anecdotal and 
the style duller. In sharp contrast to the ku-wen school, 
which was still a literary language despite the movement 
toward naturalness of expression, there arose a school of 
storytelling in the vernacular. Almost purely oral in origin, 
these tales reflected the style of the storyteller who en- 
tertained audiences gathered in marketplaces, fairgrounds, 
or temple yards. In the 12th century they became fairly 
lengthy, connected stories, especially those dealing with 
fictionalized history. This elevation of the everyday speech 
of the common people as a medium of story writing of 
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the hua-pen (“vernacular story”) type was to open up new 
vistas in prose fiction in later periods. 

Poetry. Poetry of the conventional type (shih) was cul- 
tivated by numerous rival schools, each claiming many 
illustrious members. On the whole, the rival literary move- 
ments were significant as steps toward greater naturalness 
in syntax, and a few outstanding writers approximated the 
spoken vernacular language. Among the many shih poets 
of the Sung dynasty, Lu Yu, who flourished in the 12th 
century, was a towering figure. A traveler and patriot, he 
wrote throughout his long career no fewer than 20,000 
poems, of which more than 9,000 have been preserved. 
But it was in their utilization of the newer verse form, ¢z’t, 

that Sung poets achieved their greatest distinction, making 
tzu the major genre of the dynasty. As noted above, the 

tz’u form had been popularized at first orally by women 

singers; and the first generation of tz’u writers had been 
inspired and guided by them in sentiment, theme, and 
diction; their lyrics were thus redolent with the fragrance 
of these women. Later in the 12th century, as men (and 
one great woman) of letters began to take over, the fz’u 
form reached the heights of great art. Ou-yang Hsiu and 
Li Ch’ing-chao, the latter generally considered the greatest 
woman poet of China, may be considered representatives 
of this trend. Li Ch’ing-chao’s poems, paralleling her life, 
are intensely personal. They at first dealt with the joys of 
love, but gradually their tone darkened to one of despair, 
caused first by frequent and lengthy separations from her 
husband, who was in government service, and then by his 
untimely death. 

Other masters of the ¢z’” were Su Tung-p’o and Hsin 
Ch’i-chi, the latter a soldier turned recluse. It was Hsin 
Ch’i-chi who imbued the writing of tz’u with new char- 
acteristics by rising above rules without breaking them, 
surpassing in this respect his contemporaries as well as 
those who came after him. 
Yiian dynasty: 1206-1368. Fleeing from the Chin (Ju- 

chen) Tatars, who captured their capital in 1127, the Sung 
officials and courtiers retreated southward. For almost a 
century and a half, China was again divided. And in spite 
of political reunification by Kublai Khan, founder of the 
Yuan, or Mongol, dynasty (beginning in 1206 in the North 
and comprising the whole of China by 1280), the cul- 
tural split persisted. In the South, where China’s historic 
traditions found asylum, racial and cultural homogeneity 
persisted. In fact, the centre of Chinese philosophy and 
traditional literature never again returned north of the 
Yangtze Delta. But in the North new developments arose, 
which led to wholly new departures. First, the migration 
and fusion of the various ethnic groups gave birth to a 
common spoken language with fewer tones, which later 
was to become the basis of a national language; second, 
with the southward shift of the centre of traditional cul- 
ture, the prestige of the old literature began to decline in 
the North, especially in the eyes of the conquerors. Thus, 
in contrast to the South, North China under the Yiian 
dynasty provided a unique milieu for unconventional lit- 
erary activities. 
Drama. In this period, dramatic literature came into a 

belated full flowering. The skits and vaudeville acts, the 
puppet shows and shadow plays of previous ages had laid 
the foundation for a full-fledged drama; but the availabil- 
ity of Indian and Iranian models during the Yuan dynasty 
may have been a more immediate cause for its accelerated 
growth. Many Chinese men of letters refused to cooperate 
with the alien government, seeking refuge in painting and 
writing. As the new literary type developed—the drama 
of four or five acts, complete with prologue and epilogue 
and including songs and dialogue in language fairly close 
to the daily speech of the people—many men of letters 
turned to playwriting. Between 1234 and 1368, more than 
1,700 musical plays were written and staged, and 105 
dramatists were recorded; moreover, there is an undeter- 
mined number of anonymous playwrights whose unsigned 
works have been preserved but discovered only in the 
20th century. This remarkable burst of literary innova- 
tion, however, failed to win the respect of the orthodox 
critics and official historians. No mention of it was made 
in the copious dynastic history, Yiian shih; and casual 

references in the collected works of contemporary writers 
were few. Many plays were allowed to fall into oblivion. 
It was not until 1615 that a bibliophile undertook to 
reprint, as a collection, 100 of the 200 plays he had seen. 
Even after ardent searches by 20th-century librarians and 
specialists, the number of extant Yuan dramas has been 

increased to only 167, hardly 10 percent of the number 
produced. Moreover, since the musical scores have been 
lost, the plays cannot be produced on the stage in the 
original manner. 
Among the Yuan dramatists, the following deserve spe- 

cial mention. Kuan Han-ch’ing, the author of some 60 
plays, was the first to achieve distinction. His Tou-o ytian 
(“Injustice Suffered by Tou-o”) deals with the deprivations 
and injustices suffered by the heroine, Tou-o, which begin 
when she is widowed shortly after her marriage to a poor 
scholar and culminate in her execution for a crime she 
has not committed. Wang Shih-fu, Kuan’s contemporary, 
wrote Hsi-hsiang chi (Romance of the Western Cham- 
ber), based on a popular T’ang prose romance about the 

amorous exploits of the poet Yuan Chen, renamed Chang 
Chun-jui in the play. Besides its literary merits and its 
influence on later drama, it is notable for its length, two or 
three times that of the average Yuan play. Ma Chih-yiian, 
another contemporary, wrote 14 plays, of which the most 
celebrated is Han-kung ch ‘iu (“Sorrow of the Han Court”). 
It deals with the tragedy of a Han dynasty court lady, 
Wang Chao-chiin, who, through the intrigue ofa vicious 
portrait painter, was picked by mistake to be sent away to 
Central Asia as a chieftain’s consort. Like the Romance of 
the Western Chamber, this play has been translated into 
western European languages. 

This new literary genre acquired certain distinct charac- 
teristics: (1) All extant compositions may be described as 
operas; (2) each play normally consists of four acts fol- 
lowing a prologue; (3) the language of both the dialogue 
(for the most part in prose) and the arias—which alternate 
throughout the play—are fairly close to the daily speech 
of ordinary people; (4) all of the arias are in rhymed verse, 
and only one end rhyme is used throughout an act; (5) all 
of the arias in an act are sung by only one actor; (6) nearly 
all of the plays have a happy ending; (7) the characters 
in most of the plays are people of the middle and un- 
derprivileged classes—poor scholars, bankrupt merchants, 
Buddhist nuns, peasants, thieves, kidnappers, abductors, 
and women entertainers—antedating a similar trend in 
European drama by nearly four centuries. 

At least 12 of the playwrights thus far identified were Si- 
nicized members of originally non-Chinese ethnic groups— 
Mongols, Juchens, Uighurs, and other Central Asians. 
Poetry. Another literary innovation, preceding but later 

interacting with the rise of the drama, was a new verse 
form known as san-ch'ti (*nondramatic songs”), a liberal- 
ization of the /z’u, which utilized the spoken language of 
the people as fully as possible. Although line length and 
tonal pattern were still governed by a given tune, extra 
words could be inserted to make the lyrics livelier and to 
clarify the relationship between phrases and clauses of the 
poem. The major dramatists were all masters of this genre. 
Vernacular fiction. Similarly, fiction writers who wrote 

in a semivernacular style began to emerge, continuing the 
tradition of storytellers of the past or composing lengthy 
works of fiction written almost entirely in the vernacular. 
All of the early pieces of this type of book-length fiction 
were poorly printed and anonymously or pseudonymously 
published. Although many early works were attributed to 
such authors as Lo Kuan-chung, there is little reliable ev- 
idence of his authorship in any extant work. These novels 
exist in numerous, vastly different versions that can best 
be described as the products of long evolutionary cycles 
involving several authors and editors. The best known of 
the works attributed to Lo are San-kuo chih yen-i (Ro- 
mance of the Three Kingdoms), Shui-hu chuan (The Water 
Margin), and P’ing-yao chuan (“The Subjugation of the 
Evil Phantoms”). The best of the three from a literary 
standpoint is the Shui-hu chuan, which gives full imagina- 
tive treatment to a long accretion of stories and anecdotes 
woven around a number of enlightened bandits—armed 
social and political dissenters. 
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Ming dynasty: 1368-1644. The Yuan dynasty was suc- 
ceeded by the Ming dynasty, under which cultural influ- 
ences from the South—expressed in movements toward 
cultural orthodoxy—again became important. Nearly all 

the major poets and prose writers in traditional litera- 
ture were southerners, who enthusiastically launched and 
supported antiquarian movements based on a return to 
models of various ages of the past. With the restoration of 
competitive literary examinations, which had been virtu- 
ally discontinued under the Mongols, the highly schematic 
pa-ku wen-chang (“eight-legged essay”) was adopted as the 
chief yardstick in measuring a candidate’s literary attain- 
ments. Despite occasional protests, it continued to engage 
the attention of aspirants to official literary honours from 
1487 to 1901. 
Classical literature. Although Ming poets wrote both 

shih and tz’u and their output was prodigious, poetry on 
the whole was imitative rather than freshly creative. Tire- 
lessly, the poets produced verses imitating past masters, 
with few individually outstanding attainments. 
Prose writers in the classical style were also advocates 

of antiquarianism and conscious imitators of the great 
masters of past ages. Rival schools were formed, but few 
writers were able to rise above the ruts of conventionalism. 
The Ch’in-Han school tried to underrate the achievements 
of Han Yui and Liu Tsung-yuan, along with the Sung es- 
sayists, and proudly declared that post-Han prose was not 
worth reading. The T’ang-Sung school, on the other hand, 

accused its opponents of limited vision and reemphasized 
Han Yii’s dictum that literature should be the vehicle of 
Tao, equated with the way of life taught by orthodox 
Confucianism. These continuous squabbles ultimately led 
nowhere, and the literary products were only exquisite 
imitations of their respective models. 
The first voice of protest against antiquarianism was not 

heard until the end of the 16th century; it came from 
the Kung-an school, named for the birthplace of three 
brothers, of whom the middle one was the best known. 

Yuan Hung-tao challenged all of the prevailing literary 
trends, advocating that literature should change with each 
age and that any attempt at erasing the special stamp of 
an era could result only in slavish imitation. Declaring 
that he could not smile and weep with the multitude, he 
singled out “substantiality” and “honesty with oneself” as 
the chief prerequisites of a good writer. 
This same spirit of revolt was shared by Chung Hsing 

and T’an Yuan-ch’un, of a later school, who were so un- 
conventional that they explored the possibilities of writing 
intelligibly without observing Chinese grammatical usages. 
Although their influence was not long lasting, these two 
schools set the first examples of a new subgenre in prose— 
the familiar essay. 
Vernacular literature. It was in vernacular literature 

that the writers of this period made a real contribution. 
In drama, a tradition started in the Sung dynasty and 
maintained in southern China during the period of Mon- 
gol domination was revitalized. This southern drama, also 
musical and known as ch’uan-ch i (“tales of marvels”), had 
certain special traits: (1) a ch’uan-ch’i play contains from 
30 to 40 changes of scene; (2) the change of end rhymes 
in the arias is free and frequent; (3) the singing is done 
by many actors instead of by the hero or heroine alone; 
(4) many plots, instead of being extracted from history or 
folklore, are taken from contemporary life. 
Since there were no rules regulating the structure of the 

ch’uan-ch’i, playlets approaching the one-act variety were 
also written. This southern theatre movement, at first 
largely carried on by anonymous amateurs, won support 
gradually from the literati until finally, in the 16th cen- 
tury, a new and influential school was formed under the 
leadership of the poet-singer Liang Ch’en-yii and his friend 
the great actor Wei Liang-fu. The K’un school, initiating 
a style of soft singing and subtle music, was to dominate 
the theatre to the end of the 18th century. 
Aside from drama and ‘ta-ch'ti (a suite of melodies sung 

in narration of stories), which in the South were noticeably 
modified in spirit and structure, becoming more ornate 
and bookish—it was prose fiction that made the greatest 
progress in the 16th century. Two important novels took 
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shape at that time. Wu Ch’eng-en’s Hsi-yu chi is a fic- 

tionalized account of the pilgrimage of the Chinese monk 
Hsiian-tsang to India in the 7th century. The subject 

matter was not new; it had been used in early hua-pen, 
or “vernacular story,” books and Yuan drama; but it 
had never been presented at length in such a lively and 
rapid-moving narration. Of all of the 81 episodes of trial 
and tribulation experienced by the pilgrim, no two are 
alike. Among the large number of monsters introduced, 
each has unique individuality. Like the Shui-hu chuan, it 
reveals the influence of the style of the oral storytellers, 
for each chapter ends with the sentence “in case you 

are interested in what is to follow, please listen to the 
next installment, which will reveal it.” Unlike the Shui-hu 
chuan, which was written in a kind of semivernacular, 
the language used was the vernacular of the living tongue. 
For the author the choice must have been a deliberate but 
difficult one, for he had the novel first published anony- 
mously to avoid disapproval. Besides eliciting numerous 

commentaries and “continuations” in China, it has two 
English translations. 
The title of the second novel (the author of which is 
unknown), Chin P’ing Mei, is composed of graphs from 
the names of three female characters. Written in an ex- 
tremely charming vernacular prose style, the novel is a 
well-knit, long narrative of the awful debaucheries of the 
villain Ch’ing Hsi-men. The details of the different facets 
of life in 16th-century China are so faithfully portrayed 
that it can be read almost as a documentary social history 
of that age. The sexual perversions of the characters are so 
elaborately depicted that several Western translators have 
rendered a number of indelicate passages in Latin. The 
novel has been banned in China more than once, and all 
copies of the first edition of 1610 were destroyed. 
Ch’ing dynasty: 1644-1911/12. The conquest of China 

by the Manchus, a Mongol people from the region north 
of China who set up the Ch’ing dynasty in 1644, did not 
disrupt the continuation of major trends in traditional 
literature. (During the literary inquisition of the 18th 
century, however, many books suspected of anti-Manchu 
sentiments were destroyed; and numerous literati were 
imprisoned, exiled, or executed.) Antiquarianism domi- 
nated literature as before, and excellent poetry and prose 
in imitation of ancient and medieval masters continued 
to be written, many works rivaling the originals in archaic 
beauty and cadence. Although the literary craftsmanship 
was superb, genuine creativity was rare. 
Poetry and prose nonfiction. 1n the field of tz’u writing, 

the 17th-century Manchu poet Nara Singde (Sinicized 
name, Na-lan Hsing-te) was outstanding; but even he 
lapsed into conscious imitation of Southern T’ang models 
except when inspired by the vastness of open space and 
the beauties of nature. In nonfictional prose, Chin Jen-jui 
continued the familiar essay form. 
Prose fiction. P’u Sung-ling continued the prose ro- 

mance tradition by writing in ku-wen (“classical language”) 
a series of 431 charming stories of the uncanny and 
the supernatural entitled Liao-chai chih-i (1766; “Strange 
Stories from the Liao-chai Studio”; Eng. trans., Strange 
Stories from a Chinese Studio). This collection, completed 
in 1679, was reminiscent of the early literary tale tradition, 
for it contained several T’ang stories retold with embellish- 
ments and minor changes to delineate the characters more 
realistically and to make the plots more probable. Such 
traditional supernatural beings as fox spirits, assuming in 
these stories temporary human form in the guise of pretty 
women, became for the first time in Chinese fiction hu- 
manized and likable. Despite the seeming success of these 
tales, the author soon became aware of the limitations 
of the ku-wen style for fiction writing and proceeded to 
produce a vernacular novel of some 1,000,000 words, the 

Hsing-shih yin-ytian chuan (“A Marriage to Awaken the 
World”). This long story of a shrew and her henpecked 
husband was told without any suggestion of a solution to 
the problems of unhappy marriages. Unsure of the reac- 
tion of his colleagues to his use of the vernacular as a 
literary medium, P’u Sung-ling had this longest Chinese 
novel of the old school published under a pseudonym. 
Wu Ching-tzu satirized the 18th-century literati in a re- 
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alistic masterpiece, Ju-lin wai-shih (c. 1750; “Unofficial 
History of the Literati”; Eng. trans., The Scholars), 55 
chapters loosely strung together in the manner of a pi- 
caresque romance. Unlike P’u Sung-ling, whom he far sur- 
passed in both narration and characterization, he adopted 
the vernacular as his sole medium for fiction writing. 
Better known and more widely read was Ts’ao Chan’s 

Hung-lou meng (Dream of the Red Chamber), a novel of a 

love triangle and the fall of a great family, also written in 
the vernacular and the first outstanding piece of Chinese 
fiction with a tragic ending. Because its lengthy descrip- 
tions of poetry contests, which interrupt the narrative, 
may seem tiresome, especially to non-Chinese readers, 
they have been largely deleted in Western translations. 
Nevertheless, some Western critics have considered it one 
of the world’s finest novels. 
Drama. In drama, the Ming tradition of ch’wan-ch’i 

was worthily continued by several leading poets of the 
conventional school, though as a whole their dramatic 
writings failed to appeal to the masses. Toward the end 
of the 18th century, folk dramas of numerous localities 
began to gain popularity, converging finally at the theatres 
of Peking and giving rise to what came to be designated as 
Peking drama—a composite product that has continued 

to delight large audiences in China. 
19th-century translations of Western literature. By the 

early 19th century, China could no longer ward off the 
West and, after the first Opium War (1839-42), China’s 
port cities were forcibly opened to increased foreign con- 
tacts. In due course, many Western works on diverse sub- 
jects were translated into Chinese. The quality of some of 
these was so outstanding that they deserve a place in the 
history of Chinese literature. One distinguished translator 
was Yen Fu, who had studied in Great Britain and whose 

renderings of Western philosophical works into classical 
Chinese were acclaimed as worthy of comparison, in lit- 
erary merit, with the Chou philosophers. Another great 
translator was Lin Shu, who, knowing no foreign language 
himself but depending on oral interpreters, made available 
to Chinese readers more than 170 Western novels, trans- 

lated into the literary style of Ssu-ma Ch’ien. 
19th-century native prose and poetry. Meanwhile, writ- 

ers of native fiction, especially in central and southern 
China, began to be seriously influenced by Western models. 
Using the vernacular and mostly following the picaresque 
romance structure of the Ju-lin wai-shih, they wrote fic- 
tion usually intended for serial publication and satirizing 
Chinese society and culture. One of these writers was Liu 
E, whose Lao Ts’an yu-chi (1904-07; The Travels of Lao 
Ts’an), a fictional account of contemporary life, pointed 
to the problems confronting the tottering Ch’ing dynasty. 
Poetry, long stagnant, at last began to free itself from 

the shackles of traditionalism. The most prominent poet, 
Huang Tsun-hsien, inspired by folk songs and foreign 
travel, tried to write poetry in the spoken language and 
experimented with new themes, new diction, and new 
rhythm. His young friend Liang Ch’i-ch’ao not only fer- 
vently supported Huang and his associates in what they 
called “the revolution in Chinese poetry” but also ven- 
tured forth in new directions in prose. Liang’s periodical 
publications, especially, exerted an extensive influence on 
the Chinese people in the early years of the 20th cen- 
tury. Fusing all the unique and attractive features of the 
various schools of prose writing of the past into a new 
compound, Liang achieved a vibrant and widely imitated 
style of his own, distinguished by several characteristics: 
flexibility in sentence structure so that new terms, translit- 
erations of foreign words and phrases, and even colloquial 
expressions could be accommodated; a natural liveliness; 
a touch of infectious emotionalism, which the majority of 
his readers enjoyed. Although he was too cautious to use 
the vernacular, except in fiction and plays, he did attempt 
to approximate the living speech of the people, as Huang 
Tsun-hsien had done in poetry. 
As part of a westernization movement, the competitive 

literary examination system, which had been directly re- 
sponsible for excessive conservatism and conventionality 
in thought as well as in literature, was abolished in 1905. 

(T.-y.L./W.H.N.) 

Modern Chinese literature. May Fourth period. Follow- 

ing the overthrow of the Manchu dynasty and the estab- 
lishment of the Republic in 1912, many young intellectuals 
turned their attention to the overhauling of literary tradi- 
tions, beginning with the language itself. In January 1917 
an article by Hu Shih, a student of philosophy at Columbia 
University, entitled “Wen-hsiieh kai-liang ch’u-i” (“Ten- 
tative Proposal for Literary Reform”) was published in 
the Peking magazine Hsin ch’ing-nien (New Youth). In 
it Hu called for a new national literature written not in 
the classical language but in the vernacular, the living 
“national language” (kuo-yzi). Ch’en Tu-hsiu, the editor of 
Hsin ch’ing-nien, supported Hu’s views in his own article 
“Wen-hsiieh ko-ming lun” (“On Literary Revolution”), 
which emboldened Hu to hone his arguments further in 
a second article (1918), entitled “Chien-she te wen-hsiieh 
ko-ming” (“Constructive Literary Revolution”), in which 
he spelled out his formula for a “literary renaissance.” 
The literary reform movement that began with these and 
other “calls to arms” was a part of the larger May Fourth 
Movement for cultural and sociopolitical reform, whose 
name commemorates a 1919 student protest against the 
intellectual performance of the Chinese delegates to the 
Paris Peace Conference formally terminating World War I. 
At the outset, the literary reformers met with impassioned 
but mostly futile opposition from classical literati such as 
the renowned translator Lin Shu, who would largely give 
up the battle within a few years. 
The first fruits of this movement were seen in 1918 and 
1919 with the appearance in Hsin ch’ing-nien of such sto- 
ries as “K’uang-jen jih-chi” (“The Diary of a Madman”), 
a Gogol-inspired piece about a “madman” who suspects 
that he alone is sane and the rest of the world is mad, and 
“Yao” (“Medicine”), both by Chou Shu-jen. Known by 
the pseudonym Lu Hsin, Chou had studied in Japan and, 
with his younger brother, the noted essayist Chou Tso-jen, 
had become a leader of the literary revolution soon after 
returning to China. Lu Hsiin’s acerbic, somewhat west- 
ernized, and often satirical attacks On China’s feudalistic 
traditions established him as China’s foremost critic and 
writer. His “Ah Q cheng-chuan” (1921; “The True Story 
of Ah Q”), a damning critique of early 20th-century con- 
servatism in China, is the representative work of the May 
Fourth period and has become an international classic. 
These early writings provided the impetus for a num- 

ber of youthful intellectuals to pool their resources and 
promote shared ideals by forming literary associations. 
The Wen-hsiieh yen-chiu hui (“Literary Research Asso- 
ciation”), generally referred to as the “realist” or “art-for- 
life’s-sake” school, assumed the editorship of the estab- 
lished literary magazine Hsiao-shuo ytieh-pao (Short Story 
Monthly), in which most major fiction writers published 
their works throughout the 1920s, until the magazine’s 
headquarters was destroyed by Japanese bombs in 1932. 
The socially reflective, critical-realist writing that charac- 
terized this group held sway in China well into the 1940s, 
when it was gradually eclipsed by more didactic, propagan- 
distic literature. Members of the smaller Ch’uang-tsao she 
(“Creation Society”), on the other hand, were followers of 
the “Romantic” tradition who eschewed any expressions 
of social responsibility by writers, referring to their work 
as “art for art’s sake.” In 1924, however, the society’s 
leading figure, Kuo Mo-jo, converted to Marxism, and the 
Creation Society evolved into China’s first Marxist literary 
society. Much of the energy of members of both associa- 
tions was expended in translating literature of other cul- 
tures, which largely replaced traditional Chinese literature 
as the foundation upon which the new writing was built. 
This was particularly true in drama and poetry, in which 
figures such as Henrik Ibsen and Rabindranath Tagore, 
respectively, were as well known to Chinese readers as 
indigenous playwrights and poets. In drama, the Nan-kuo 
she (“South China Society”), founded by the former Cre- 
ationist T’ien Han, produced and performed several short 
plays that were a mixture of critical realism and melo- 
drama, while poets of the Hsin-yiieh she (“Crescent Moon 
Society”) such as the British-educated Hsii Chih-mo and 
the American-educated Wen I-to were creating new forms 
based on Western models, introducing the beauty of mu- 
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sic and colour into their extremely popular lyrical verse. 
1927-37. Political events of the mid-1920s, in which 

Nationalist, Communist, and warlord forces clashed fre- 
quently, initiated a shift to the left in Chinese letters, 
culminating in 1930 in the founding of the Tso-i tso-chia 
lien-meng (“League of Leftist Writers”), whose mem- 

bership included most influential writers. Lu Hsiin, the 
prime organizer and titular head throughout the league’s 
half-decade of activities, had stopped writing fiction in 
late 1925 and, after moving from Peking to Shanghai in 
1927, directed most of his creative energies to translating 
Russian literature and writing the bitingly satirical random 
essays (tsa-wen) that became his trademark. Among the 
many active prewar novelists, the most successful were 
Mao Tun, Lao She, and Pa Chin. 
Mao Tun, a founder of the Literary Research Associ- 

ation, was the prototypical Realist. The subjects of his 
socially mimetic tableaux included pre-May Fourth ur- 
ban intellectual circles, bankrupt rural villages, and, in 
perhaps his best known work, Tzu-yeh (1933; Midnight), 
metropolitan Shanghai in all its financial and social chaos 
during the post-Depression era. 
Lao She, modern China’s foremost humorist, whose 

early novels were written while he was teaching Chinese 
in London, was deeply influenced by traditional Chinese 
storytellers and the novels of Charles Dickens. His works 
are known for their episodic structure, racy northern di- 
alect, vivid characterizations, and abundant humour. Yet 

it was left to him to write modern China’s classic novel, 
the moving tale of the gradual degeneration of a seemingly 
incorruptible denizen of China’s “lower depths”—Lo-t’o 
hsiang-tzu (1936; “Camel Hsiang-tzu,” published in En- 
glish in a bowdlerized translation as Rickshaw Boy, 1945). 
Pa Chin, a prominent Anarchist, was the most popular 

novelist of the period. A prolific writer, he is known 
primarily for his autobiographical novel Chia (1931; The 
Family), which traces the lives and varied fortunes of the 

three sons of a wealthy, powerful family. The book is a 
revealing portrait of China’s oppressive patriarchal society, 
as well as of the awakening of China’s youth to the urgent 
need for social revolution. 
The 1930s also witnessed the meteoric rise of a group 

of novelists from Northeast China (Manchuria) who were 
driven south by the Japanese annexation of their home- 
land in 1932. The sometimes rousing, sometimes nostalgic 
novels of Hsiao Chin and Hsiao Hung and the power- 
ful short stories of Tuan-mu Hung-liang became rallying 
cries for anti-Japanese youth as signs of impending war 

mounted. 
Poetry of the 1930s underwent a similar politicization, 

as more and more students returned from overseas to 
place their pens in the service of the “people’s resistance 
against feudalism and imperialism.” The lyrical verse of 
the early Crescent Moon poets was replaced by a more 
socially conscious poetry by the likes of Ai Ch’ing, T’ien 
Chien, and Tsang K’o-chia that appealed to the readers’ 
patriotic fervour. Others, particularly those who had at 
first gravitated toward the Crescent Moon Society, began 
striking out in various directions: notable works of these 
authors include the contemplative sonnets of Feng Chih, 
the urbane songs of Peking by Pien Chih-lin, and the 
romantic verses of Ho Ch’i-fang. Less popular, but more 
daring, were Tai Wang-shu and Li Chin-fa, poets of the 
Hsien-tai (“Contemporary Age”) group, who wrote very 
sophisticated, if frequently baffling, poetry in the manner 
of the French Symbolists. 
While fiction reigned supreme in the 1930s, as the art of 

the short story was mastered by growing numbers of May 
Fourth writers, and novels were coming into their own, 
the most spectacular advances were made in drama, ow- 
ing largely to the efforts of a single playwright. Although 
realistic social drama written in the vernacular had made 
its appearance in China long before the 1930s, primarily 
as translations or adaptations of Western works, it did not 
gain a foothold on the popular stage until the arrival of 
Ts’ao Yu, whose first play, Lei-yii (1934; Thunderstorm), 
a tale of fatalism, retribution, and incestual relations 
among members of a rich industrialist’s family, met with 
phenomenal success. It was followed over the next several 

Chinese Literature 

years by other critically and popularly acclaimed plays, 

including Jih-ch’u (1936; Sunrise) and Ytian-yeh (1937, 

Wilderness), all of which examined pressing social issues 
and universal human frailties with gripping tension and 
innovative dramaturgy. Political realities in future decades 
would force a steady decline in dramatic art, so that 
Ts’ao Yii’s half-dozen major productions still stand as the 
high-water mark of modern Chinese theatre. Yet, even 
though movies, television, and other popular entertain- 
ments would weaken the resiliency of this literary form, 
it would still serve the nation as an effective propaganda 
medium, particularly during the war of resistance. 
The war years: 1937-45. During the Sino-Japanese 

War, most writers fled to the interior, where they con- 
tributed to the war effort by writing patriotic literature un- 
der the banner of the Chung-hua ch’ian-kuo wen-i chieh 
k’ang-ti hsieh-hui (“All-China Anti-Japanese Federation 
of Writers and Artists”), founded in 1938 and directed by 
Lao She. All genres were represented, including reportage 
(pao-kao wen-hstieh), an enormously influential type of 
writing that was a natural outgrowth of the federation’s 
call for writers to go to the countryside and the front lines. 
Literary magazines were filled with short, easily produced 
and adaptable plays, topical patriotic verse, and war-zone 
dispatches. Among the major writers who continued to 
produce work of high quality during this period were Pa 
Chin, Ts’ao Yu, Mao Tun, and Ting Ling. The latter’s 
fictional explorations of the female psyche and the social 
condition of women had caught the public’s imagination 
in the 1920s, and in the late 1930s she established herself 
as the major literary figure in the Communist stronghold 

of Yen-an. 
The growing dissatisfaction of intellectuals with the Na- 

tionalist government in Chungking surfaced dramatically 
during the civil war that raged throughout China following 
Japan’s surrender, ending with the Nationalists’ retreat to 
Taiwan and the establishment, in October 1949, of the 
People’s Republic of China. Most writers, feeling intense 
pride and welcoming the challenge, chose to remain on 
the mainland and serve the new government. 
1949 to the present. Literature on the China mainland 

since 1949 has largely been a reflection of political cam- 
paigns and ideological battles. This state of affairs can 
be traced to Mao Tse-tung’s 1942 “Tsai Yen-an wen-i 
tso-t’an-hui shang te chiang-hua” (“Talks at the Yenan 
Forum on Literature and Art”), in which he articulated 

his position that literature, which existed to serve politics, 
was to be popularized while the people’s level of literary 
appreciation was gradually being elevated. Mao’s call for 
a truly proletarian literature—written by and for workers, 
peasants, and soldiers—gave rise to a series of rectification 
campaigns that further defined and consolidated party 
control over literary activities. In 1949, the First National 
Congress of Writers and Artists was convened, and the 

All-China Federation of Literature and Art Circles was 
founded, with Kuo Mo-jo elected as its first chairman. 
Mao’s literary ideals had first been realized in the 1940s 

by Chao Shu-li, whose early stories, such as “Li Yu-ts’ai 
pan-hua” (“The Rhymes of Li Yu-ts’ai”), were models 
of proletarian literature, both in form and in content. 
As the civil war neared its conclusion, novels of land 

reform, such as Ting Ling’s prizewinning T’ai-yang chao 
tsai Sang-kan-ho shang (1949; The Sun Shines over the 
Sangkan River) and Pao-feng tsou-yii (1949; The Hurri- 
cane) by Chou Li-po, became quite popular. Few of the 
established May Fourth writers continued to produce fic- 
tion after 1949, for their experience as social critics did 
not prepare them for Socialist Realism, a method of com- 
position, borrowed from the Soviet Union, according to 
which society is described as it should be, not necessarily 
as it is. Many of the older poets, however, were successful 
during the early postliberation years, writing poetry in 
praise of land reform, modernization, and Chinese heroes 
of the Korean War. Playwrights were also active, intro- 
ducing more proletarian themes into their works, some 
of which incorporated music. By this time, Lao She had 
begun writing plays, such as Lung-hsti kou (1951; Dragon 
Beard Ditch), which earned him the prestigious title of 
People’s Artist. Another very popular play, Pai-mao ni 
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(1953; White-Haired Girl) by Ho Ching-chih, was taken 
from a contemporary folk legend. 
During the mid-1950s, an experiment in liberalization— 

the Hundred Flowers Campaign—was abruptly terminated 
as criticism of the party went beyond all expectations; it 
was followed by an anti-rightist movement that purged 
the cultural ranks of most preliberation writers and artists. 
The literary nadir, however, was not reached until the 
Cultural Revolution (1966-76), when the only literature 
available were a few carefully screened works by Lu Hsiin, 
a handful of model revolutionary Peking operas, and the 
revolutionary-romantic novels of Hao Jan. After the death 
of Mao and the fall of the Gang of Four, literature made 
a comeback and most surviving writers were rehabilitated, 
although the progress was as rocky as the political scene 
Chinese literature continued to reflect. 
The accusatory “scar literature,” a sort of national cathar- 

sis that immediately followed the 10-year “holocaust,” 
gave way to more professional and more daring writing, as 
exemplified in the stories of Wang Meng, with their stylis- 
tic experiments in stream of consciousness; the symbolic 
“obscure” poetry of Pei Tao and others; the relatively bold 
dramas, both for the stage and for the screen, of several 
playwrights; and the innovative investigative reportage of 
Liu Pin-yen. In addition to translated literature from the 
West, literature from Taiwan also began to reach main- 
land writers and readers as literary restrictions continued 
to fall gradually. 
Taiwanese literature after 1949. The first decade of 

literary activities in Taiwan after 1949 was characterized 
by stereotypical anti-Communist fiction and drippingly 
sentimental essays and poetry, producing little memorable 
literature other than novels such as Yang-ko (1954; The 
Rice-Sprout Song) by Chang Ai-ling, a story of peasant 
life under Communist rule, and Hsiian-feng (1959; The 
Whirlwind), Chiang Kuei’s novel of power struggles in 

Shantung. In the 1960s, however, a group of Taiwan 
University students ushered in the modernist era by pub- 
lishing their own craftsmanlike stories, which were heavily 
indebted to such Western masters as Franz Kafka, James 
Joyce, and Virginia Woolf. Many of these writers, such 
as Pai Hsien-yung, author of Yu-ytian ching-meng (1982; 
Wandering in the Garden, Waking from a Dream), re- 
mained active and influential in the mid-1980s. Vernac- 
ular poetry in Taiwan developed around several societies 
in which modernist, even surrealist, verse was in vogue. 

These poets, while not widely accepted by the reading 
public, strongly influenced the more accessible poets who 
followed. The late 1960s witnessed the rise of regional 
(hsiang-t’u) writing, in which the Taiwanese countryside 
served as the setting for fiction and poetry that effectively 
captured the dramatic social and psychological effects of 
transition from a rural to an urban-based society. Huang 
Ch’un-ming’s Ni-szu i-chih lao-mao (1980; The Drowning 
of an Old Cat) is representative of this nativist school, 
which in later years gave way to a more nationalistic lit- 
erature that reflected Taiwan’s current political situation. 
Mainland literature occasionally appears in Taiwanese pe- 
riodicals, while firsthand experiences and observations by 
mainland émigrés and overseas Chinese, such as the col- 

lection of stories Yin hsien-chang (1976; The Execution of 
Mayor Yin) by Ch’en Jo-hsi, are given broad exposure. 
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Chordates 
Ts phylum Chordata (chordates) consists of three 

subphyla: Tunicata (also called Urochordata), 
Cephalochordata (also called Acrania), and Verte- 

brata (also called Craniata). As the name implies, at some 
time in the life cycle a chordate possesses a stiff, dorsal 
supporting rod (the notochord). Also characteristic of the 
chordates are a tail that extends behind and above the 
anus, a hollow nerve cord above (or dorsal to) the gut, 
gill slits opening from the pharynx to the exterior, and 

Chordates: the phylum Chordata 241 
General features 
Natural history 

Reproduction and life cycle 
Ecology and habitats 
Locomotion 
Associations 

Form and function 
General features 
External features 
Internal features 

Evolution and paleontology 
Classification 

Annotated classification 
Critical appraisal 

Major chordate groups 243 
Tunicates 243 
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Chordates 

an endostyle (a mucus-secreting structure) or its deriva- 
tive between the gill slits. (A characteristic feature may be 
present only in the developing embryo and may disappear 
as the embryo matures into the adult form.) A somewhat 

similar body plan can be found in the closely related phy- 
lum Hemichordata. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, section 313, and the Index. 
This article is divided into the following sections: 

Natural history 
Form and function 
Evolution and paleontology 
Classification 
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CHORDATES: THE PHYLUM CHORDATA 

GENERAL FEATURES 

Tunicates are small animals, typically one to five centime- 
tres (0.4 to 2.0 inches) long, with a minimum length of 
about one millimetre (0.04 inch) and a maximum length 
slightly more than 20 centimetres; colonies may grow to 
18 metres (59 feet) in length. Cephalochordates range from 
one to three centimetres. Vertebrates range in size from 
tiny fish to the whales, which include the largest animals 
ever to have existed. 
Tunicates are marine animals, either benthic (bottom 

dwellers) or pelagic (inhabitants of open water), that often 
form colonies by asexual reproduction. They feed by tak- 
ing water in through the mouth, using the gill slits as a 
kind of filter. The feeding apparatus in cephalochordates is 
similar. They have a well-developed musculature and can 
swim rapidly by undulating the body. Cephalochordates 
usually live partially buried in marine sand and gravel. 
Vertebrates retain traces of a feeding apparatus like that 

of tunicates and cephalochordates. The gill slits, however, 
ceased to function as feeding structures, and then later as 
respiratory devices, as the vertebrate structure underwent 
evolutionary changes. Except in some early branches of the 
vertebrate lineage (i.e., agnathans) a pair of gill arches has 
become modified so as to form jaws. The fishlike habitus 
that evidently began with cephalochordates became modi- 
fied by the development of fins that were later transformed 
into limbs. With the invasion of the vertebrates into fresh 
water and then onto land, there was a shift in means of 
breathing—from gills to lungs. Other modifications, such 
as an egg that could develop on land, also emancipated the 
vertebrates from water. Elaboration of the locomotory ap- 
paratus and other developments allowed a diversification 
of structure and function that produced the amphibians, 
reptiles, birds, and mammals. 

NATURAL HISTORY 

Reproduction and life cycle. The chordate life cycle be- 
gins with fertilization (the union of sperm and egg). In its 

primitive form, fertilization occurs externally, in the water. 
Asexual reproduction takes place in tunicates and in some 
vertebrates (females of some fish and lizards can repro- 
duce without fertilization). Hermaphroditism (possessing 
both male and female reproductive organs) is found in 
tunicates and some fishes, but otherwise the sexes are sep- 
arate. Larvae (very young forms that differ considerably 
from the juveniles and adults), when they do occur, dif- 
fer in structure from the larvae of nonchordates. Internal 
fertilization, viviparity (giving birth to young that have 
undergone embryological development), and parental care 

are common in tunicates and vertebrates. 
Ecology and habitats. Chordates are common in all 

major habitats. Tunicate larvae either seek out a place 
where they can attach and metamorphose into an adult or 
develop into adults that float in the open water. Cephalo- 
chordates develop in the open water, but as adults they lie 
partially or entirely buried in sand and gravel. In either 
case, they are filter feeders with simple behaviour. Verte- 
brates are much more complex and, in keeping with their 
more active manner of obtaining food, highly varied in 

their ecology and habits. 
Locomotion. Chordates are capable of locomotion by 

means of muscular movements at some stage in life. In tu- 
nicate larvae, this is accomplished using a tail; in cephalo- 
chordates, by undulations of the body; and in vertebrates, 

by general body movements (as in eels and snakes) and 
by the action of fins and limbs, which in birds and some 
mammals are modified into wings. 
Associations. Chordates enter into a wide variety of 

symbiotic relationships and are especially noteworthy as 
hosts for parasites. Family groups and societal relation- 
ships, in both a broad and narrow sense, are particularly 
well developed in vertebrates, due primarily to their elabo- 
rate nervous systems. This phenomenon is seen in schools 
of fish, flocks of birds, and herds of mammals, as well as 
in the primate associations that suggest the beginnings of 
human society. 
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FORM AND FUNCTION 

General features. Chordates have many distinctive fea- 
tures, suggesting that there has been extensive modifica- 
tion from simple beginnings. The early stages of chordate 
development show features shared with some invertebrate 
phyla, especially the mouth that forms separately from the 
anus, as it does in the phyla Hemichordata, Echinoder- 
mata, and Chaetognatha. Likewise, as in these phyla, the 

coelom, or secondary body cavity around the viscera, de- 
velops as outpouchings of the gut. A coelom also is present 
in some more distantly related phyla, including Annelida, 
Arthropoda, and Mollusca, but the main organs of the 
body are arranged differently in these phyla. In chordates 
the main nerve cord is single and lies above the alimentary 
tract, while in other phyla it is paired and lies below the 
gut. Cephalochordates and vertebrates are segmented, as 
are the annelids and their relatives; however, segmentation 
in the two groups probably evolved independently. The 

gill slits and some other features that are common among 
the hemichordates and the chordates originated before the 
chordates became a separate group. Hemichordates have 
no tail above the gut and no mucus-secreting endostyle 
between the gill slits. 
External features. An ancestral chordate, as suggested 

by the adult lancelet and the tadpole larva of tunicates, 
had a distinct front and hind end, an anterior mouth, a 
posterior tail above an anus, unpaired fins, and gill slits 
that opened directly to the exterior. A free-swimming tu- 
nicate larva metamorphoses into an attached, sessile adult 

with an atrium that surrounds the gills. The atrium of 
lancelets probably evolved independently. 

Internal features. Skeleton and support. The chordate 
notochord is a stiff rod with a turgid core and fibrous 
sheath. It keeps the animal from shortening when locomo- 
tory waves are produced through muscular contraction. 
The chordate body is supported by fluid in the body cav- 
ities. In tunicates, added support is provided by the tunic. 
Cartilaginous material supports the gills and other body 
parts of tunicates and cephalochordates. Immature verte- 
brate skeletons generally consist largely of cartilage, which 
becomes increasingly bony with age. The cartilaginous 
skeletons of sharks and some other vertebrates are thought 
to have evolved from more highly mineralized ones. 
Tissues and muscles. In both cephalochordates and ver- 

tebrates, muscles used in locomotion are well developed 

and organized segmentally. The tail musculature of tuni- 
cates is simpler and without clear indications of segmen- 
tation. There is at least a small amount of musculature 
throughout the body of all chordates. As jaws, limbs, and 
other body parts have evolved in vertebrates, so have the 
muscles that operate them. 

Nervous system and sense organs. The anterior end of 
the main nerve cord in chordates is enlarged to form at 
least the suggestion of a brain, but a brain is well de- 
veloped only in vertebrates. Tunicate larvae have visual 
organs sensitive to light and sense organs responsive to the 
direction of gravity. Pigment spots and light receptors in 
the nerve cord of lancelets detect sudden changes in light 
intensity. The eyes and other sense organs of vertebrates 
are more elaborate and complex. 
The presence in cephalochordates and vertebrates of a 

nervous system with segmentally repeated nerves arising 
from the dorsal hollow nerve cord is suggestive of a 
common ancestry. The tunicate nervous system does not 
have the segmentally repeated nerves. The brains of all 
vertebrates are greatly enlarged and subdivided into func- 
tionally specialized regions. 
Digestion and nutrition. Both tunicates and cephalo- 

chordates are filter feeders of small particles of food 
suspended in the water. Beating cilia (hairlike cellular ex- 
tensions) on the gill slits draw a current of water into the 
mouth and through the pharynx, where a sheet of mucus, 
secreted by the endostyle (a glandular organ lying below 
the two rows of gill slits), filters suspended food particles 
from the water. Cilia lining the pharynx move the food- 
rich sheet of mucus upward over the gill slits, and it is 
then rolled up and transported to the posterior part of the 
gut. The water current passes into the atrium and exits 
through the atrial opening. 

Something similar to this arrangement occurs in the ver- 
tebrates in the “ammocoetes” larva stage of the primitive 
jawless fish called the lamprey. The difference is that 
the food consists of somewhat larger particles that have 
been deposited on the bottom (detritus), and, instead of 

the feeding current being driven by cilia, the pharyngeal 
musculature pumps water and food particles across the 
gill slits. The earliest fishes probably fed on detritus, and 
a sucking action is retained by their extant representatives 
(lampreys and hagfishes). With the development of jaws, 
it became possible for the vertebrates to capture and seize 
larger food items. 

The lower digestive tract of the primitive chordate is a 
simple tube with a saclike stomach. There are only indica- 
tions of the specialized areas and of glandlike structures, 
such as the liver and pancreas, that occur in vertebrates. 
Excretion. The excretion of wastes and the control of 

the chemical composition of the internal environment are 
largely effected by kidneys, although other parts of the 
body, including the gills, may play an important role. 
Tunicates and cephalochordates have a salt content essen- 
tially the same as seawater, but vertebrates, even marine 

species, have body fluids of low salt content, with the 
exception of hagfishes. A possible explanation is that the 
vertebrates evolved in fresh water, but it seems reasonable 
that hagfishes branched off while still marine and that the 
freshwater form evolved later. 

Respiration. A primitive chordate gill is present in tu- 
nicates and cephalochordates, where it serves in both res- 

piration and feeding. The vertebrate gill may retain some 
role in feeding, although the current is now produced by 
the action of muscles, not cilia. The gills became reduced 
in number in various lineages, and they were strengthened 
by supporting elements, some of which evolved into jaws. 
Lungs, already present in fishes, became the main respira- 
tory organs of terrestrial vertebrates. 
Circulatory system. The circulatory system in chordates 

has a characteristic pattern. In tunicates and vertebrates 

the blood is propelled by a distinct heart; in cephalochor- 
dates, by contraction of the blood vessels. Unoxygenated 
blood is driven forward via a vessel called the ventral aorta. 
It then passes through a series of branchial arteries in the 
gills, where gas exchange takes place, and the oxygenated 
blood flows to the body, much of it returning to its origin 
via a dorsal aorta. The blood of vertebrates passes through 
the tissues via tiny vessels called capillaries. In tunicates 
and cephalochordates, capillaries are absent and the blood 

passes through spaces in the tissues instead. 
Hormones. In vertebrates, endocrine glands (those of 

internal secretion) produce hormones that regulate many 
physiological activities. In tunicates and cephalochordates, 
organs have been identified that correspond in anatomical 
position to the pituitary gland of vertebrates, but which 
hormones, if any, they secrete is uncertain. In vertebrates, 
the thyroid gland produces thyroxine, an iodine-contain- 
ing hormone that helps regulate metabolism. The thyroid 
is a modified endostyle, as can be illustrated by larval 
lampreys in which the thyroid still secretes mucus for use 
in feeding. The endostyles of lancelets take up iodine and 
form thyroxine, but the thyroxine formed may not func- 
tion as a hormone in the lancelets themselves. 
Features of defense and aggression. Tunicates largely 

rely upon the passive defense afforded by their heavy 
tunic. Lancelets move rapidly through the substrate, and 
their well-developed locomotory apparatus evolved largely 
to provide a means of escaping predators. Vertebrates 
have ceased to feed on detritus brought to them by water 
currents. They have shifted to consuming larger foodstuffs 
and to actively locating, pursuing, and subduing what they 
eat. 

EVOLUTION AND PALEONTOLOGY 

Chordates originated sometime earlier than 590 million 
years ago; that is, they predate the fossil record. Early 
representatives were soft-bodied, and they therefore left a 
poor fossil record. Fossils dubiously attributed to all three 
chordate subphyla have been found in Cambrian rocks 
(more than 505 million years old), and an extensive ver- 
tebrate fossil record begins around 400 million years ago. 

Evolution 
in gill 
structure 
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Embryological evidence places the phylum Chordata 
within the deuterostomes (bilaterally symmetrical animals 
with undeterminate cleavage and whose mouth does not 
arise from the blastopore), which also includes the phyla 
Hemichordata, Echinodermata, and Chaetognatha. The 
closest relatives of the chordates are probably the hemi- 
chordates, since these animals possess gill slits and other 
features not found in other animal phyla. A slightly more 
remote relationship to the echinoderms is inferred on the 
basis of resemblances between the larvae in some groups 
of hemichordates and echinoderms. The derivation of 
chordates from certain fossil echinoderms has been argued 
on the basis of features such as what appear to be gill slits. 
Theories that derive them from other phyla (e.g., Annel- 
ida, Nemertea, Arthropoda) have been proposed, but such 
theories have few contemporary advocates. 
Whether the ancestral chordate was more like a tunicate 

or a cephalochordate has been extensively debated. The 
classical theory is that the ancestor was like a cephalo- 
chordate, and that one lineage became attached to hard 

surfaces and evolved into tunicates, whereas another re- 
mained unattached and evolved into vertebrates. An al- 
ternative theory is that the ancestor was like a tunicate 
and that the other two subphyla arose by modification of 
the tadpole larva. There is some preference for the clas- 
sical theory because it provides the most satisfactory way 
of accounting for the similarities between chordates and 
hemichordates of the subphylum Enteropneusta. Within 
the chordates the tunicates probably branched off before 
the common ancestor of cephalochordates and vertebrates 
arose, for the latter resemble each other in some details of 
neuroanatomy and biochemistry. 

CLASSIFICATION 

Annotated classification. 

PHYLUM CHORDATA 

Deuterostomatous eucoelomates; gill clefts; endostyle or its 
derivative in pharynx; notochord; hollow dorsal nerve cord; 
tail posterior and dorsal to anus. 

Subphylum Tunicata (or Urochordata; tunicates) 
Notochord, when present, restricted to tail; body covered with 

tunic, but sometimes only cuticle; atrium, absent in Appen- 
dicularia, dorsal and often paired in embryonic development; 
heart present; generally sessile (attached) as adults; see below 

Tunicates. 

Class Ascidiacea (sea squirts) 

Sessile; benthic; solitary or colonial within a common tunic. 

Class Appendicularia (larvacea) 
Free-swimming; pelagic; resembles tadpole larvae of ascidians; 

1 pair of gill slits; no distinct atrium. 
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Pelagic; forms aggregations or colonies. 

Subphylum Cephalochordata (or Acrania; lancelets) 
Notochord extends entire body length, with tip anterior to 

nerve cord; atrium a single cavity with single, ventral opening; 
segments well developed; head poorly developed; no paired 
fins; no heart; see below Cephalochordates. 

Subphylum Vertebrata (or Craniata; vertebrates) 
Notochord extends to the back of a well-developed head; no 

atrium; segments well developed; paired fins or limbs usually 
present; heart present; see below Vertebrates. 

Critical appraisal. This outline gives the major groups 
of chordates; for lesser units see the sections below on 
Tunicates, Cephalochordates, and Vertebrates. Modern 
systematic biology attempts to arrange groups of organ- 
isms in a way that suggests the genealogical relationships 
(branching sequences) and therefore presents an epitome 

of evolutionary history. It also may attempt to show 
where there are important differences among the various 
groups. These goals often conflict. In a purely genealogical 
system, each group must correspond to a single lineage 
(clade) composed of the common ancestor and all of its 
descendants. A group that does not meet both of these 
requirements is called a grade and may be used as an 
informal group. Groups that do not contain the common 
ancestor, and therefore had two separate origins, are said 
to be polyphyletic. Such polyphyletic grades, which would 
put whales together with fish or birds together with bats, 
have generally been abandoned as soon as they were rec- 
ognized. Another kind of grade, which does not include 
all the descendants of the common ancestor, is said to 

be paraphyletic and is retained in more conservative sys- 
tems. Within the vertebrates the class Aves is a clade, but 
the class Reptilia is a grade, for the birds are modified 
dinosaurs. Some systems do not recognize Reptilia as a 
formal group. Likewise, birds, mammals, reptiles, and am- 

phibians are all modified fish, and the old class of fishes 
(Pisces) is now rarely used. Vertebrata is a single clade, 
but “invertebrate” is a grade consisting of all animals ex- 
cept vertebrates. Therefore there is no formal group called 
Invertebrata. 
Many differences among systems are quite subjective. 

This is often the case when a group may be ranked either 
as a class or as a subphylum. The organizational limits of 
some groups are also largely a matter of opinion. Some 
authors have placed the phylum Hemichordata within the 
Chordata, expressing the close genealogical relationship. 
Others prefer to keep them as a separate phylum because 
hemichordates lack what are considered important chor- 
date features. 

MAJOR CHORDATE GROUPS 

Tunicates 

Adult members of the subphylum Tunicata (also called 
Urochordata) commonly are embedded in a tough, se- 
creted tunic containing cellulose (a glucose polysaccharide 
not normally found in animals). All tunicates are marine; 
the less modified forms are benthic (bottom-dwelling and 
sessile), while the more advanced forms are pelagic (float- 
ing and swimming in open water). A characteristic tadpole 
larva develops in the life cycle, and in one group the adult 
closely resembles this larva, which has many features in 
common with other chordates. 

GENERAL FEATURES 

Size range and diversity of structure. The tunicates 
are divided into three classes: Ascidiacea (ascidians, or 
sea squirts), Appendicularia, and Thaliacea. Ascidians are 

largely benthic animals. They often form colonies, com- 
prising a few to many individuals (zooids), which reach up 
to two metres in length. Solitary (noncolonial) forms range 
from one millimetre to over 20 centimetres in length. 
The adult appendicularian resembles the tadpole larva 
of other tunicates. The body is enveloped in a “house,” 
with which the animal nets food. Small (usually around 

five millimetres in length, including the tail) and simple, 
appendicularians do not form colonies. They spend their 
entire lives in the open sea. The thaliaceans (pyrosomes, 
dolioloids, and salps) are also pelagic. Their structure sug- 
gests that they are ascidians modified in adaptation to 
conditions in open water. They have specialized modes 
of reproduction, sometimes with a complicated alteration 
of sexual and asexual generations. Pyrosomes form long, 
tubular colonies. Dolioloids and salps occur both as soli- 
tary individuals and as chains. 
Distribution and abundance. Tunicates are distributed 

in ocean waters from the polar regions to the tropics. Free- 
swimming tunicates are found throughout the oceans as 
plankton, while sessile forms grow mainly on solid sur- 
faces such as wharf piles, ship hulls, rocks, and the shells 

of various sea creatures. 
Importance. Although rarely eaten by humans, tuni- 

cates are an important link in the food chain and thus 
indirectly provide humans with a source of food. Tuni- 
cates contain some unusual chemicals, and some of these 
may prove useful as drugs. Some tunicates are fouling 
organisms that grow on ships’ hulls. Their main interest 
to humans is in providing clues to the possible ancestry 
of vertebrates. 
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NATURAL HISTORY 

Reproduction and life cycle. With rare exceptions, tuni- 
cates are hermaphrodites, but reproduction may be by sex- 
ual or asexual (budding) means. In general, hermaphroditic 
animals do not self-fertilize (/.e., provide both the male 

and female gametes) if they can avoid doing so, a rule 
that seems also to be true of tunicates. In primitive forms 
the eggs are fertilized, and development takes place, in the 
surrounding water, but often embryos are retained in the 
female’s atrium or elsewhere until the larva is developed. 
The larval stage is brief; the larva does not feed, but con- 

centrates on finding an appropriate place for the adult to 
live. In keeping with this motile phase, the muscular tail 
comprises two-thirds of the larval body; it is supported by 
a notochord and contains a nerve cord. Gravity- and light- 
sensitive sensory vesicles along the dorsal surface of the 
larval body orient the animal as it swims. After a period of 
up to a few days, the larva will settle and attach itself to a 
surface using three anterior adhesive papillae. As the larva 
metamorphoses into an adult, the tail resorbs, providing 

food reserves for the developing animal. Free-swimming 
tunicates metamorphose without attachment. 
Colonies are formed by asexual reproduction, with zooids 

usually being formed by budding. In thaliaceans, two 
groups (dolioloids and salps) have a complex system of 
alternating generations; the first generation reproduces by 
budding, and the products of this budding release sperm 
and eggs. 

Locomotion. Tadpole larvae and appendicularians swim 
by undulating the tail. Despite their sessile life-styles, some 
adult ascidians can move by attaching with one area of the 
body and letting go with another. Movement of colonies 
up to 1.5 centimetres per day has been recorded. In thali- 
aceans an exhalant current of water, which in dolioloids 
and salps is combined with a strong muscular contraction, 
creates a jet stream that propels the animal forward. 
Food and feeding. An internal mucous sheet, secreted 

by the endostyle, allows ascidians and thaliaceans to uti- 
lize a variety of organisms, especially small plants (phyto- 
plankton) as their food source (see below Internal features: 
Digestion, nutrition, and excretion). Some trap small ani- 
mals. The feeding mechanism is different in appendicular- 
ians. Glands on the surface of the body secrete a complex 
house made up of mucus, which surrounds the animal. 

Undulations of the tail produce a feeding current that 
draws water into the house and through a fine sheet of 
mucus, which serves as a net to filter the food. Appendic- 
ularians feed on microscopic organisms (nannoplankton). 
Associations. Tunicates often are hosts for various par- 

asitic animals. Some tunicates, especially in the tropics, 
live symbiotically with unicellular plants and blue-green 
algae that may provide them with a supply of food. 

FORM AND FUNCTION 

General features. A tunicate tadpole larva contains sev- 
eral chordate features, such as the notochord, dorsal nerve 
cord, and tail. These features are lost, however, as the 
larva metamorphoses into the adult form (Figure 1). The 
tunicate larva has special organs of sense and attachment, 
which it uses to find and occupy a suitable habitat. Once 
settled, the larval features regress and considerable changes 
in size and proportion of parts take place. Larvae attach 
at the anterior end (under the mouth) and, by differential 
growth, the larva loses most of the chordate features. For 
example, the notochord, nerve cord, and most of the tail 
are resorbed. The area between the mouth and the point 
of attachment grows rapidly until the mouth comes to be 
directed away from the point of attachment, which now 
becomes the posterior end of the animal. The atrium usu- 
ally forms from a pair of pouches that grow inward and 
fuse into a single cavity that opens near the mouth on 
what is technically the dorsal area of the body. 
External features. A solitary tunicate has two major 

openings, or siphons, on the surface away from the area 
of attachment: a branchial aperture, through which water 
enters the body, and an atrial aperture, through which wa- 
ter, wastes, and gametes leave. The animal is covered with 
a thick tunic, which consists of some cells, blood vessels, 
and a secretion of a variety of proteins and carbohydrates, 
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Figure 1: Anatomy of Ascidia, a solitary tunicate. 
After a drawing by W.A. Herdman, 1882 

including cellulose, which, although abundant in plants, is 
unusual in animals. 

Some solitary, sessile ascidians are stalked, and budding 

commonly occurs by growth at the base of the animal. 
In “social” colonial ascidians the zooids are relatively 
independent, whereas in “compound” colonial ascidians 
budding gives rise to a colony in which the zooids are 
embedded in a common tunic. Several zooids may share a 
single, common cloacal aperture through which water ex- 
its, but each zooid has its own branchial aperture through 
which water enters. 

Internal features. Skeleton, tissues, and muscles. The 
tunic functions to some extent as an external skeleton 
that supports and protects the body. Additional support is 
provided by body fluids and connective tissue. Firm pro- 
teinaceous rods also may support the branchial apparatus. 
Although musculature is poorly developed in tunicates, 

there are muscles that retract the body and constrict the 
atrial cavity, allowing it to eject water. In dolioloids and 
salps, these muscles have become modified so as to pro- 
duce the characteristic jet propulsion. 
Nervous system and organs of sensation. In the tadpole 

larvae and appendicularians, the dorsal nerve cord is well 
developed. At the anterior end there are usually sensory 
structures, which detect light and orient the animal to 
gravity. Similar sensory structures can be found in adult 
thaliaceans. Special organs of sense are otherwise poorly 
developed. When the larva metamorphoses into an adult, 
the original nervous system and sensory organs degener- 
ate, leaving a single ganglion between the oral and atrial 
openings. Nerves grow to the various organs of the body 
from this ganglion. 
Digestion, nutrition, and excretion. In ascidians and 

thaliaceans the beating action of cilia creates a water cur-' 
rent. As the water is driven from the branchial sac into the 
atrial cavity, a sheet of mucus, secreted by the endostyle, 
traps a variety of very small organisms suspended in 
the water current, especially small plants (phytoplankton). 
The mucus is rolled into a cord and then conveyed to the 
intestine, where it is digested and absorbed. A’ stomach 
and glands may be present. The intestine ends as an anus 
in the atrium below the atrial aperture. Wastes are ejected 
through this aperture in a stream of water. : 
Metabolic wastes, such as the breakdown products of 

protein, are excreted at various parts of the body, including 
the surfaces of the gills and the intestine, and sometimes 
by a discrete kidney. In many cases wastes are stored as 
solid deposits rather than being excreted from the body as 
they are produced. 

Sensory 
structures 



Respiration. Gas exchange occurs in the gill and also 
across various other body surfaces, such as the lining 
of the atrium. 
Water/vascular system. Tunicates do not have the well- 

developed secondary body cavity (coelom) of other chor- 

dates, but traces of one perhaps are represented by cavities 

around the heart and by an extension of the gut called 
the epicardium around some of the internal organs. The 
body cavities are considered to be a part of the circulatory 
system. There are a heart and some large blood vessels but 
no tiny capillaries. The tunicate heart is unusual in that it 
periodically reverses the direction in which it pumps the 
blood, but the reasons for this are unknown. There are 

many different cell types in the blood. 
Hormones. A variety of possible endocrine organs help 

to coordinate feeding and reproduction. Various chemical 
substances are known to act as hormones in vertebrates; 
however, their exact role in the tunicates themselves is 
uncertain. 
Features of defense and aggression. The tunic provides 

ascidians with some defense. They also may be protected 
by chemicals that make them distasteful to predators. Ap- 
pendicularians are small and therefore difficult to see. If 
attacked, they can escape from the house and form a new 
one. Thaliaceans are protected somewhat by transparency 
and can evade some predators by quickly ejecting a jet 
stream of water. They have well-developed light-producing 
organs, which may help to deter predators. 

EVOLUTION AND PALEONTOLOGY 

Because they are soft-bodied animals, tunicates have left 

little fossil record apart from the hard mineral particles, 
called spicules, that are found in the tunics of some 
species. A single lineage within the class Ascidiacea, or per- 
haps a lineage of ascidian-like tunicates that branched off 
prior to the common ancestor of the Ascidiacea, probably 
gave rise to the other two classes. Embryonic thaliaceans 
show indications of having been derived from attached 
colonies. The pyrosomes, which resemble the colonies of 
some ascidians, evidently branched off first within the 

class Thaliacea and may not even be related to the do- 
lioloids and salps. Appendicularians may have evolved 
from a more typical tunicate after early attainment of 
sexual maturity and the loss of the adult stage (i.e. by 
paedomorphosis, retention of some juvenile features in the 
adult). There is some evidence that appendicularians are 
an early branch whose features are ancestral rather than 
specialized. Within the Ascidiacea, the common ancestor 
is generally thought to have been a solitary animal that 
did not reproduce by budding. The basis for this theory is 
that many ascidians do not bud, and the different patterns 
of budding that characterize distinct groups suggest inde- 
pendent origins. Evolution within the group has involved 
considerable elaboration of complex colonies, with the 
zooids themselves tending to become smaller and simpler 
in structure. There is a distinct trend toward parental care, 
especially in the colonial forms. 

CLASSIFICATION 

Annotated classification. 

SUBPHYLUM TUNICATA (or UROCHORDATA) 

Chordates with notochord restricted to the tail and, except 
in Appendicularia, only in tadpole larva; body covered with 
a tunic containing cellulose; atrium, except in Appendicularia, 
present and opening dorsally; heart present; coelom reduced; 
no clear traces of segmentation; about 1,300 species. 

Class Ascidiacea (sea squirts) 
Fixed as adults, solitary or colonial, oral and atrial apertures 

usually directed away from substrate. 

Subclass Enterogona 

Gonads unpaired, either within or behind intestinal loop; 
body may be divided into thorax and abdomen. 

Order Aplousobranchia. Gills simple, unfolded and without 
longitudinal vessels or bars; digestive tract and genital organs 
in posterior part of body. 

Order Phlebobranchia. Gills with longitudinal vessels and 
bars, without folds; gonads on one side, near digestive tract. 

Subclass Pleurogona 

Gonads and digestive tract by side of gill. 

Chordates 

Order Stolidobranchia. Gill with longitudinal vessels, folded. 

Class Appendicularia (or Larvacea) 

Adult small, pelagic, retaining larval notochord and tail; phar- 
ynx simple with two gill openings; no distinct atrium. 

Class Thaliacea 
Pelagic forms; atrial aperture directed toward the rear of each 

zooid; asexual buds form from a ventral stolon. 

Order Pyrosomida. 
end. 

Order Doliolida. Complex alternation of generations between 
a solitary, asexually and sexually reproducing gonozooid and 
colonial, asexually reproducing oozooids; gill with several to 
many stigmata. 

Order Salpida. Complex alternation of generations between 
solitary, asexually reproducing oozooids and aggregated, sex- 
ually reproducing gonozooids. Pharynx leads to atrium by a 
single pair of slitlike openings. 

Zooids embedded in a tube open at one 

Critical appraisal. The above classification only approx- 
imates a natural, or genealogical, system. It is ambiguous 
with respect to the relationships of the three classes. Some 
authors put the class Appendicularia together with the 
class Thaliacea as Pelagotunicata, suggesting one possible 
relationship. Within the class Ascidiacea the system sug- 
gests that the original condition was that of the order 
Phelebobranchia and that the gill became simplified in 
a second group (order Aplousobranchia) and more com- 
plicated in a third (order Stolidobranchia). The Phlebo- 
branchia, therefore, are not a single lineage but a grade, 
with some lineages close relatives of Aplousobranchia, 
others close relatives of Stolidobranchia, and others per- 
haps early branches. A change from simple to complex 
gills is also possible. Within the class Thaliacea the orders 
Doliolida and Salpida perhaps have a closer common an- 
cestry with each other than with the order Pyrosomida, 
but this is not clear from the arrangement. Older systems 
were artificial rather than genealogical and often put all 
of the colonial forms together, even though it was known 
that colonial structure evolved more than once. 

Cephalochordates 

The cephalochordates, or lancelets, are small, fishlike 

marine invertebrates that probably are the closest living 
relatives of the vertebrates. There are about 20 species 
in two families, each with a single genus. Branchiostoma 
was formerly called Amphioxus, a name that is retained 
as an informal term (Figure 2). The other genus is Epigo- 
nichthys, also called Asymmetron. The genus Asymmetron 
is sometimes retained for some species. 

GENERAL FEATURES 

Size and range of diversity of structure. Adult lancelets 
reach a length of about six to seven centimetres (2.5 
inches). There is little structural diversity within the group, 
the main difference between the two families being the 
restriction of the gonads to one side of the body in 
Epigonichthys. 
Importance. Although edible, lancelets are never suf- 

ficiently abundant to constitute a significant source of 
food to humans or an important part of the food chain 
in nature. Rather, their significance has to do with their 
place in evolution, as invertebrates transitional to verte- 
brates providing clues for the history of human lineage. 
This connection was first shown by the Russian zoologist 
Aleksandr Kowalevsky in 1867 in embryological evidence 
that was influential in establishing that evolution has in 
fact occurred. Lancelets have a structure that illustrates 
the characteristic features of chordates in simple form. 

NATURAL HISTORY 

Reproduction and life cycle. Lancelet sexes are separate, 
and asexual reproduction does not occur. Eggs and sperm 
are shed directly into the water, where fertilization occurs. 
The early stages of development strikingly resemble those 
of both tunicates and vertebrates. A larva is produced 
that is similar in structure to the adult but is peculiarly 
asymmetrical (the gill slits on one side develop first), 
smaller, and simpler, with fewer gill slits and no atrium. 
The larvae spend much of their time feeding in the open 
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Figure 2: (A) Left lateral and (B) ventral views of the 
Amphioxus (Branchiostoma /anceolatum). 

From P. Grasse, Traite de Zoologie, vol. 11 (1948); Masson & Cie, Paris 

water but can be found on the bottom. After growing and 
developing, they metamorphose into the adult form and 
complete their life history in the substrate. 
Ecology and habitats. Lancelets are distributed through- 

out the world along tropical and temperate coasts. They 
inhabit soft bottoms ranging from sand to coarse shelly 
sand or gravel in shallow coastal water. Lancelets lie buried 
beneath this substrate, often with their mouths protruding 
above the surface, allowing them to take in water laden 
with food. In China, lancelets are sometimes eaten and 
even support a small fishing industry. 
Food, feeding, and movement. Lancelets can swim both 

forward and backward and can move rapidly through 
the gravel in which they live. Their behaviour is simple, 
largely being a matter of locating the proper habitat and 
escaping from predators. Larvae filter small organisms out 
of the water; at the time when they metamorphose into 
the adult, they also feed upon coarser materials deposited 
on the bottom. The adults filter small organisms from the 
overlying water by drawing a current into the mouth. The 
tentacle-like cirri around the mouth form a grid that keeps 
out sand and other large particles. 

FORM AND FUNCTION 

General features. The lancelets are also called cephalo- 
chordates (Greek: kephale, “head”) because the notochord 
extends from near the tip of the tail to well into the 
anterior of the body. Because they do not have the brain- 
case, or cranium, of a vertebrate, lancelets are often called 
acraniates. The pharynx, with its many gill slits, is sur- 
rounded by the atrium, a large cavity with a single exit 
(the atriopore) on the lower surface of the body. The 
atrium protects the gills. Tunicates also have an atrium, 
but its evolution is probably independent of that of the 
cephalochordrate atrium. 
The bodies of lancelets, like those of fishes and other ver- 

tebrates, are largely made up of serially repeated units (seg- 
ments) that include blocks of muscles called metameres. 
This segmentation also extends to the nerves that supply 
the myotomes and to some body cavities, excretory struc- 
tures, and other parts. Segmentation is thought to provide 
more effective body coordination during locomotion. The 
segments of vertebrates and cephalochordates are so simi- 
lar that they were almost certainly present in the common 
ancestor of the two groups. Tunicates and hemichordates 
have no clear indications of ever having possessed seg- 

ments. Segments occur in other animals, including annelid 
worms and arthropods, but these segments have a different 
composition and probably a separate evolutionary origin. 
A distinct “secondary” body cavity (coelom), like that 

which contains the internal organs in vertebrates and 
many other animals, is well developed and forms a system 
of cavities and spaces. Like the coelom of hemichordates, 
echinoderms, and a few other animals, it develops as out- 
pouchings in the gut of the embryo. 
External features. Lancelets are steamlined animals. A 

dorsal fin extends along the upper surface of the body 
and continues as a caudal fin around a tail and as a 
ventral fin to an atrium on the lower surface. Paired fins 
are absent, but metapleural folds along the sides of the 
body suggest precursors of paired fins. The tip of the body 
projects slightly above and in front of the mouth, which is 
surrounded by a funnellike oral hood that bears the cirri. 
The anus opens well behind the atriopore, on the left side 
of the ventral fin. The general body surface is covered by 
a smooth cuticle layer. 
Internal features. Skeleton, tissues, and muscles. The 

notochord extends virtually the entire length of the body 
and provides much of its support. It has a firm sheath 
and a core made up of a single series of cells that contains 
muscle fibres. These fibres probably maintain the stiffness 
of the notochord, the main role of which is keeping the 
body from shortening when the animal swims. The gills, 
fins, and cirri also contain stiff, supportive rods. 
The main body musculature occurs in horizontal chevron- 

shaped blocks of muscle (myotomes) like those of fishes. 
This arrangement allows the muscles to pull more effec- 
tively in producing a side-to-side movement of the body 
in swimming. The remaining muscles are quite small and 
associated largely with feeding and the movement of in- 
ternal organs. 
Nervous system and organs of sensation. The cephalo- 

chordate nervous system is simple. The main nerve cord, 
which is single and hollow as in all chordates, has a slight 
swelling at the front that barely qualifies as a brain. Nerves 
from the main nerve cord occur in groups that roughly 
compare to those of vertebrates in arrangement and in 
the regions supplied. There are small eyelike organs in 
the nerve cord that can detect the direction of light and 
changes in its intensity. Various areas of the body surface, 
including some near the mouth, detect chemicals in the 
water and thereby aid in feeding. 
Digestion and excretion. Lancelets are filter feeders that 

extract small particles suspended in the water. The mouth 
is covered by an oral hood, the edges of which form the 
buccal cirri. The cephalochordate commonly is buried in 
the substrate and positions its mouth above the surface 
of the sand. During feeding, the cirri form a kind of 
grid that keeps out large particles. Water is drawn into 
the mouth by the beating action of cilia on the gills. 
The pharynx is a large section of the gut just behind the 
mouth, extending about two-thirds the length of the body, 
with many narrow gill slits. The water current enters the 
pharynx, passes through the gill basket to the atrium, and 
leaves the body through the atriopore. On the floor of the 
pharynx, between the left and right series of gill slits, an 
endostyle secretes a sheet of mucus that moves upward 
along the gills and traps food particles suspended in the 
water current. The mucus is rolled up and transported to 
the intestine, where food is digested and absorbed. There 
is no distinct stomach. The intestine is straight, except for 
a blind outpouching called the caecum, which has, on the 

basis of position, been compared to the liver and pancreas 
of vertebrates. It extends forward along the right side of 
the pharynx. 

Lancelets have unique excretory structures called soleno- 
cytes, which occur only in some distantly related animals, 
such as annelids. 
Respiration. The gill is largely a feeding organ, but it 

also serves for the exchange of gases in respiration. Af- 
ter the water has passed through the gill slits, it reaches 
the atrium and exits through the atriopore. Excretory 
products and eggs and sperm also exit the body through 
this opening. 
Circulatory system. The general pattern of blood circu- 
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lation through vessels and tissues in cephalochordates is 
strikingly like that of vertebrates, although simpler. The 
most notable difference is that cephalochordates lack a 
heart. Blood is forced through the closed system by contrac- 
tile blood vessels (especially one called the ventral aorta) 
and by blood vessels of the gills. Blood passes forward 
from the rear of the body to the ventral aorta, which is 
located beneath the endostyle, and then branches upward 
through vessels in the gills. Most of the blood then passes 
toward the rear of the animal, some of it moving through 
capillaries in the intestine and taking up food. From the 
posterior end of the body, blood passes forward and then 
makes a detour through capillaries in the caecum, much 
as it does through the liver of lower vertebrates, back to 
the ventral aorta. There are no corpuscles in the blood. 

Hormones. The endostyle takes up iodine and forms 
thyroxine, an important hormone produced by the verte- 
brate thyroid gland. This homology is interpreted as a step 
in the evolution of the thyroid from the endostyle. It is 
not certain what role thyroxine plays in the physiology of 
the lancelets themselves, however. 

EVOLUTION AND PALEONTOLOGY 

Soft-bodied animals such as lancelets rarely have a good 
fossil record. A few fossils have been interpreted as 
cephalochordates, but few of these determinations are well 
founded. A good possibility is Pikaia, a fossil discovered 
in the Burgess Shale (Middle Cambrian, about 530 million 
years old). Pikaia has myotomes and what looks like a 
notochord, indicating that it is a chordate, but only its 

shape suggests that it is a lancelet rather than a fish. 
The cephalochordates make plausible models for the 
common ancestor of the chordates and for precursors to 
vertebrates. They evidently represent a collateral branch 
on the vertebrate lineage that has been somewhat modi- 
fied since common ancestry, however, and should not be 
thought of as a human ancestor. Several features unique 
to cephalochordates and vertebrates suggest that they are 
“sister groups” more closely related to each other than 
either is to other chordates. These features include the 
segmented musculature and its innervation, the pattern of 
circulation, and several biochemical features. The atrium 
is thought to have evolved independently in cephalochor- 
dates and tunicates; hence there is little evidence for the 

two forming a single lineage. 
Whether the ancestral chordate was more like a cephalo- 

. chordate or a tunicate is debatable, because features absent 
in tunicates could mean that they never have been present 
or could mean that they have been lost. Some authors 
have argued that the simplicity of cephalochordates is 
due to degeneration, but there are no clear indications 
that this is true. 

CLASSIFICATION 

SUBPHYLUM CEPHALOCHORDATA 

Notochord extends anterior to dorsal nerve cord; atrium ven- 
tral; segments and coelom well developed; no heart; no paired 
fins. 

Family Branchiostomatidae 
Double row of gonads; Branchiostoma. 

Family Epigonichthyidae 
Gonads on right side of body only; Epigonichthys. 

(M.T.G.) 

Vertebrates 

The chordate subphylum Vertebrata is one of the best 
known of all groups of animals. Its members include the 
classes Agnatha, Chondrichthyes, and Osteichthyes (all 
fishes); Amphibia (amphibians); Reptilia (reptiles); Aves 
(birds); and Mammalia (mammals). 

GENERAL FEATURES 

Although the vertebral column is perhaps the most ob- 
vious vertebrate feature, it was not present in the first 
vertebrates, which probably had only a notochord. The 
vertebrate has a distinct head, with a differentiated tubular 
brain and three pairs of sense organs (nasal, optic, and 
otic). The body is divided into trunk and tail regions. The 
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presence of pharyngeal slits with gills indicates a relatively 
high metabolic rate. A well-developed notochord enclosed 
in perichordal connective tissue, with a tubular spinal 
cord in a connective tissue canal above it, is flanked by 
a number of segmented muscle masses. A sensory gan- 
glion develops on the dorsal root of the spinal nerve, and 
segmental autonomic ganglia grow below the notochord. 
The trunk region is filled with a large, bilateral body 
cavity (coelom) with contained viscera, and this coelom 

extends anteriorly into the visceral arches. A digestive sys- 
tem consists of an esophagus extending from the pharynx 
to the stomach and a gut from the stomach to the anus. 
A distinct heart, anteroventral to the liver, is enclosed 
in a pericardial sac. A basic pattern of closed circulatory 
vessels is largely preserved in most living forms. Unique, 
bilateral kidneys lie retroperitoneally (dorsal to the main 
body cavity) and serve blood maintenance and excretory 
functions. Reproductive organs are formed from tissue 
adjacent to the kidneys; this original close association is 
attested by the tubular connections seen in males of living 
forms. The ducts of the excretory organs open through the 
body wall into a cloacal chamber, as does the anus of the 

digestive tract. Reproductive cells are shed through nearby 
abdominal pores or through special ducts. A muscular tail 
continues the axial musculature of the trunk. 
Approximately 45,000 living species constitute the verte- 

brates. Species of several classes are found from the high 
Arctic or Antarctic to the tropics around the Earth; they 
are missing only from interior Antarctica and Greenland 
and from the North Polar ice pack. In size, vertebrates 
range from minute fishes to elephants and whales (of up 
to 100 tons), the largest animals ever to have existed. Ver- 

tebrates are adapted to life underground, on the surface, 
and in the air. They feed upon plants, invertebrate ani- 
mals, and one another. Vertebrate faunas are important 
to humans for food and recreation. 

NATURAL HISTORY 

In order to give a broad and comparative view of their 
life histories, the vertebrates are subdivided here into 
major groups based on morphology: the cyclostomes (jaw- 
less fishes), the chondrichthyes (cartilaginous fishes), the 
teleostomes (bony fishes), and the tetrapods. 
The cyclostomes. The cyclostomes include two classes 

of living, jawless fishes (agnathous)—Petromyzontiformes 
(lamprey eels) and Myxiniformes (hagfishes). The hagfishes 
are totally marine, often living in deep waters associated 
with muddy bottoms. The lampreys may be marine as 
adults but spawn in fresh waters, where the larvae spend 
some time before metamorphosing to the adult. Some 
lampreys live entirely in fresh water and may change only 
slightly in habit as a result of metamorphosis. Without 
lateral fins, lampreys swim by undulations of the body 
and can control direction only for short distances. 
The living agnaths are predatory, the lampreys being 

well known for attacking salmonoid fishes. The lamprey 
attaches to its prey using its round, suctorial mouth, and 
it rasps a hole through the outer tissues using a tongue 
armed with keratinized teeth. It suctions off bits of tissue, 
blood, and body fluids. The hagfishes feed somewhat sim- 
ilarly, but on a variety of prey—invertebrates (worms and 
soft-bodied forms) and dead fishes. 
The lampreys produce small eggs, which develop directly 

into larvae that burrow into the muddy bottom of the 
stream. With its mouth at the surface of the mud, the 
larva filter feeds until large enough to metamorphose and 
swim off as a small adult. In contrast, the hagfishes pro- 
duce relatively large encapsulated, yolky eggs up to two 
centimetres in length. When laid, these eggs attach to any 
available object by terminal hooks. The encased egg de- 
velops more or less directly into a miniature adult. 
The chondrichthyes. The sharks, rays, and chimaerids 

are usually marine, but some sharks have entered fresh 

waters (the Amazon) or even live there permanently (Lake 
Nicaragua). In size, sharks range from the whale shark, 

nearly 10 metres in length, to rather small species, three 

centimetres in length. They usually weigh 25 to 200 kilo- 
grams (55 to 440 pounds). Sharks are predatory animals. 
Some large shark species (basking and whale sharks) fil- 
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ter feed on small crustaceans. Herbivorus sharks are un- 
known. Sharks swim by undulations of the tail, but rays 
“fly” through the water by undulations of the pectoral 
fins. Most species occur in near-shore waters, but some 
range widely throughout the oceans. A few are found 
in deep water. 
A few sharks produce live young (viviparous) after inter- 

nal fertilization. The posterior angle of the male’s pelvic 
fins are modified into a clasper, which acts as an intromit- 
tent organ in copulating with the female. Most sharks lay 
large yolky, encapsulated eggs with hooks for attachment. 
The young develop directly and begin life as miniature 
adults. The young that develop in the mother’s uterus ob- 

tain nutrients from the large yolk sac until they are born 
alive. In a few cases, the uterine wall secretes nutrients. 
The teleostome, or osteichthyian, fishes (those having an 

internal bony skeleton) can be divided into two groups: 
the subclasses Actinopterygii (ray-finned fishes) and Sar- 
copterygii (lobe-finned fishes). The latter group includes 
the lungfishes, which live in marshes, ponds, or streams, 
and are frequent air breathers. They lay fairly large eggs, 
with a limited amount of yolk, that are enclosed in jelly 
coats like those of an amphibian. The eggs develop into 
small fishes that feed on live prey. The larvae of the 
African lungfish have external gills to supplement oxygen 
intake. 
The teleostomes. Actinopterygian fishes are the com- 
mon bony fishes of modern aquatic environments. They 
range in size from fishes that are only millimetres in size 
to those two or more metres (6.6 or more feet) in length, 

weighing 500 kilograms or more. Large species (sturgeons) 
are found in fresh waters (several other large species are 
found in the Amazon) as well as in marine environments. 
The diet may include plants, animals, and carrion. Most 
species are midwater swimmers, but many spend much 
time lying on the bottom. Tail, pectoral, and even dorsal 
fins are used in swimming. Reproduction in this group 
is by way of large numbers of small eggs, which produce 
small larvae or develop directly to the adult. 
The tetrapods. The tetrapods live primarily on land 

and are rather similar in habit. Members include the 
amphibians, reptiles, birds, and mammals. Amphibians 
are widespread in the warmer parts of the continents, 
being absent only in the far north and in the Antarctic. 
Three orders are recognized: Candata (the salamanders), 
the frogs and toads (Anura, or Salientia), and the Apoda 
or Gymnophiona (caecilians). Modification takes many 
forms, from the moist glandular skin (some scale remnants 
persist in apodans) to the loss of many of the bones of the 
skull. Like their ancestors, amphibians are cold-blooded 
and tend to be aquatic or limited to moist surroundings. 
Salamanders are seemingly the least modified in body 
form. They do not actively pursue prey and at best are 
only marginal swimmers. In swimming or crawling, the 
salamander’s body and tail undulate. Frogs and toads hop 
using hind-limb propulsion and the forelimbs as body 
props. This dominance of the hind limb in locomotion is 
best seen in swimming when the forelimbs are drawn back 
against the body. In contrast to the salamanders and frogs, 
the burrowing, wormlike apodans are without limbs. 
Amphibians usually trap food using a tongue that can 

be shot out of the mouth, or they use the mouth itself to 

grasp and ingest food. There is great variation in foods; 
only the larvae of frogs and toads appear to be plant feed- 
ers, a specialization that is reflected in the highly modified 
jaws and guts of the tadpoles. 
Amphibians have retained a simple egg cell with a gelati- 

nous cover. The eggs are laid in ponds, streams, or even in 
damp places high in trees, usually in great numbers. Fer- 
tilized eggs develop into free-swimming larvae, which then 
metamorphose to adults, but in highly specialized forms. 
The class Reptilia retains many of the structural charac- 

teristics of the ancestral amphibian. While most reptiles 
are carnivorous, feeding on other organisms, a few are 
herbivorous (e.g., tortoises). As cold-blooded animals, rep- 
tiles tend to be limited to temperate and tropical areas, 
but, where found, they are relatively common, although 
not as large or conspicuous as birds or mammals. Most 
reptiles are terrestrial, but a few are aquatic. As basic tet- 

rapods, reptiles move about by creeping or swimming in 
a fashion similar to amphibians. Some reptiles, however, 
can lift the body from the ground and run rapidly either 
in a quadrupedal or bipedal fashion. Reptiles lay relatively 
large, shelled eggs. In a few instances, the eggs and young 
are cared for by the female; in others, the young are born 
alive (Ovovivipary). 
Birds are warm-blooded, and, although most are capable 

of flight, others are sedentary and some are flightless. Like 
their relatives the reptiles, birds lay shelled eggs that differ 
largely in the amount of calcification (hardening) of the 
shell. The young are usually cared for in a nest until they 
are capable of flight and self-feeding, but some birds hatch 
in a well-developed state that allows them to begin feeding 
immediately or even take flight. The megapods lay their 
eggs in mounds of rotting vegetation, which supplies the 
heat for incubation. (Nesting activities similar to those of 
some birds are seen in the crocodilians.) 
The mammals range in size from tiny shrews or small 

bats weighing only a few grams to the largest known ani- 
mals, the whales. Most mammals are terrestrial, feeding on 

both animal and vegetable matter, but a few are partially 
aquatic or entirely so, as in the case of the whales or por- 
poises. Mammals move about in a great variety of ways: 
burrowing, bipedal or tetrapedal running, flying, or swim- 
ming. Reproduction in mammals is usually viviparous, the 
young developing in the uterus, where nutritive materials 
are made available through an allantoic placenta or, in a 
few cases, a yolk sac. The fertilized egg develops directly 
into the adult. The monotremes (platypus and echidna) 
differ from other mammals in that they lay eggs which 
hatch, and the relatively undeveloped young are carried 
in a pouch or kept in a nest; the growing young lap up a 
milk nutrient fluid exuded from the belly of the mother. 

FORM AND FUNCTION 

External features. The evolution of the notochord, dor- 

sal nerve tube, and pharyngeal slits in chordate struc- 
ture suggests improved swimming capability and probably 
greater ability to capture prey. Specialization in the verte- 
brate for the active capture of larger prey is evident both 
in the structure of the mouth and in the relatively simple 
structure of the pharynx, with its strong gill development. 
Specialization for feeding is again seen in the two basic 
groups of vertebrates, the agnathans and gnathostomes. 
Swimming adaptations are also numerous and involve 
variations both in body form and in medial fins and the 
two pairs of lateral fins. 
Internal features. The skeletal system. Support and pro- 

tection are provided by the exoskeletal and endoskeletal 
divisions of the skeletal system. The exoskeleton, when 
present, is basically protective but functions in tooth sup- 
port in the mouth region. The endoskeleton protects the 
brain and spinal cord and assists primarily with loco- 
motion in the trunk and tail regions. The endoskeleton 
begins as cartilage and may remain so or may develop 
into bone. The cartilaginous endoskeleton, found in the 
shark or chimaerid, is usually calcified so as to be stiffer 
and stronger. Bone is distinctive but highly variable; some 
types of bone contain cells, others do not, or the bone 
may be laminar, spongy, or arranged in sheathing layers 
around blood channels. 

Tissues and muscles. Tissue development in the verte- 
brate is unique in its complexity; tissues in the strict sense 
(defined as a mass or sheet of similar cells with a similar 
function), however, do not exist. The simplest situation 
is seen in the epidermis, but even here there is a lay- 
ered system in which different cell types provide different 
functions (such as protection and secretion). The strati- 
fied epithelium of the vertebrate is highly characteristic of 
that group (a similar one is seen in only one invertebrate 
group, the class Chaetognatha). 

Other tissues of the vertebrate are more complex than 
the epithelium. For example, skeletal muscle consists not 
only of striated muscle fibres but also of connective tissue, 
which binds it together and attaches it by way of tendons. 
This contractible tissue includes nerves and blood vessels 
and their contained blood. Skeletal muscles thus appear 
as simple organs, just as do the smooth muscles in the 

Mammals 

Exo- 

skeleton 

and endo- 

skeleton 



Sensory 
structures 

Divertic- 

ulum 

wall of the gut or the iris muscles of the eye. Such unique 
histological complexity runs through the entire body of 
the vertebrate. 
Nervous system and organs of sensation. The dorsal posi- 

tion, tubular structure, and epidermal origin of the central 
nervous system are definitive of the chordates, although 
some may see similarities with the hemichordates. The 
sensory structures are distinctive of the chordates and in- 
clude the paired nasal, optic, and otic organs (along with 
the strongly differentiated head). 
The nasal vesicle is variously open to the environment, 

and its sensory cells, as chemical receptors, are not unlike 
those in the taste buds of the mouth. The eye is the most 
complex organ of the head and is a lateral outpocketing 
of the anterior end of the brain tube. Later it acquires a 
lens of epidermal origin. The act of focusing the eye (ac- 
commodation) shows extensive adaptive variation among 
the different groups of vertebrates. 
The otic vesicle starts from a simple sac formed by the in- 

vagination of an ectodermal placode. These developmental 
changes also include the changes of innervation. Whereas 
the original structure was basically an equilibrium adapta- 
tion, other functions, such as an awareness of movement 
or the sensation of the proximity of prey, developed. 
The lateral-line system of canals and sensory organs is 

a unique vertebrate feature. The elements of this system 
are found on the head as well as the body. This system 
is related to the ear and presumably at its origin served 
a similar function. This system is lost in terrestrial verte- 
brate forms. 
The digestive system. The digestive system of the verte- 

brate is distinctive in its structure but not in its function. 
The mouth and pharynx can be considered as parts of 
this system; the latter as an expanded cavity in the head 
is unmatched in any other group. The stomach and gut 
have been discussed above. 
Presumably the original condition of the digestive glands 

was that of a ventral diverticulum which may have re- 
ceived the food mass into its cavity. This diverticulum, 
matched by the diverticulum seen in the amphioxus or the 
“intestine” of the tunicate, produced the secretions (bile- 
like and enzymes) of both liver and pancreas. Through 
time, the liver gradually differentiated from the pancreas. 
The size and separation of the liver from the gut suggest its 
separate blood and metabolic activities. The most obvious 
by-product of the liver, bile, necessitated the formation 
of a gall bladder and a duct connection with the gut. 
The pancreas, in contrast, continued to produce digestive 
enzymes, but its secretory cells were no longer in direct 
contact with the food mass. Because the pancreas was 
only a partial source of intestinal digestive enzymes, it was 
sometimes reduced in size and enclosed in the gut wall 
itself (agnaths) or dispersed as tiny bits of tissue in the 
mesentary supporting the gut (actinopterygians). 
The excretory system. The excretory system is unique 

in its nephrons, which filter the blood in the glomeruli 
and remove a variety of wastes from the body through 
selective secretion and reabsorption. In the shark or the 
coelacanth Latimeria, urea is used to raise the osmotic 
pressure of the blood to that of the marine habitat, thus 
saving these organisms considerable metabolic energy. The 
large intestine (sometimes centred in a rectal gland) acts as 
an auxiliary excretory organ, as do also the gills of fishes 
or the sweat glands of mammals. 
Respiration and gas exchange. Respiration, like excre- 

tion, involves specialized body structures, such as lungs 
or gills, but also can involve other areas, such as the 
skin itself. Respiration involves exchange of gases both 
between the body of the organism and the environment 
and between the blood system and the body tissues. It also 
involves cellular respiration where oxygen is used and car- 
bon dioxide is produced. There is nothing characteristic of 
the vertebrate in this functional area; even the hemoglobin 
of the blood is suggested in the respiratory pigments of 
other animals. 
The circulatory system. The circulatory system of ver- 

tebrates is closed in that fluids course through vessels, but 
there is free movement of cells in and out of blood. Some 
leukocyte (white blood cell) movement out of the capil- 

249 Chordates 

laries and fluid leakage are observed in all tissues. Blood 
tissues are distinctive in the range of specialized cells, al- 
though these vary in detail among animals. The immune 
function of the blood is best developed in the vertebrate. 

The endocrine system. The endocrine system is charac- 
terized by its separate organs. The occurrence of a pituitary 
or a thyroid gland is suggestive of the evolutionary change 
and specialization that took place within this group. The 
relatively unspecialized nature of some parts of this system 
is seen in certain scattered cells in the gut wall or even the 
clumps of islet cells of the pancreas. 

EVOLUTION AND PALEONTOLOGY 

The knowledge of vertebrates as revealed by fossils has 
grown rapidly during the past few decades, but there is 
much still to be discovered. The ancestral vertebrate (pro- 
tovertebrate) has been sought for more than 100 years, and 
the likelihood of finding it today is not much greater than 
in the past. It can be assumed that the protovertebrate 
was small and soft-bodied, two factors that suggest the 
improbability of finding a fossilized form in a recognizable 
condition. There are Cambrian fossils that have been sug- 
gested to be fossil cephalochordates and there are scales of 
agnath fishes, but the first type of fossil is too simple and 
the second already too complex to explain the transition. 

(M.T.J.) 

CLASSIFICATION 

Annotated classification. 

SUBPHYLUM VERTEBRATA (or CRANIATA) 

Bilaterally symmetrical; internal skeletal support with skull 
enclosing a highly developed brain and a vertebral column and 
nerve cord; paired, jointed appendages; skin; advanced organ 
systems; sense organs concentrated in head. 

Class Agnatha (hagfishes, lampreys) 
Primitive; jawless; paired fins are poorly developed or lacking; 

rasping tongue; notochord without bone; skin is soft, glandular, 
and slimy; true gill arches absent; marine habitat. 

Class Placodermi (placoderms) 
+Extinct; fishlike; jaws supported by both cranium and hy- 

oid arch (amphistylic); partly ossified cranium; primitive; head 
and trunk have armour that is jointed at the neck; pelvic fins 
present or absent; pectoral fins or finlike structures often pres- 
ent; gill arches. 

Class Chondrichthyes (sharks, rays, and skates) 
Cartilaginous fishes; jaws; paired fins; no swim bladder; pelvic 

fins in males often modified to form claspers; gill arches internal 
to gills; reduced notochord; lateral-line system; paired nostrils; 
internal nares absent; separate sexes; internal fertilization and 
direct development; oviparous, ovoviviparous, or viviparous. 

Subclass Elasmobranchii (sharks and rays) 

Numerous teeth derived of placoid scales; 5 to 7 gill clefts; 
operculum absent; cloaca; upper jaw not fused with braincase; 
dorsal fin nonerectile; with spiracles; worldwide distribution. 

Subclass Holocephali (chimeras) 

Teeth fused to bony plates; no scales; 4 gill pairs under 1 gill 
opening on each side; no cloaca; no spiracles; operculum pres- 
ent; upper jaw fused to braincase; dorsal fin erectile; whiplike 
tail; claspers present in males; temperate marine freshwater. 

Class Osteichthyes (bony fishes) 
Jaws; partly or fully ossified skeleton; usually a swim blad- 

der; paired fins; gills covered by a bony operculum; scales; 
paired nostrils with or without internal nares; lateral-line sys- 
tem; mostly oviparous with external fertilization; some ovo- 
viviparous or viviparous. 

Subclass Actinopterygii (ray-finned fishes) 
Generally lack choanae; no fleshy base to paired fins; no in- 

ternal nares; air sacs usually function as swim bladder; skeleton 
usually well ossified. 

Subclass Sarcopterygii (lobe-finned fishes) 

Usually possess a choana; paired fins with a fleshy base over 
a bony skeleton; persisting notochord; 2 dorsal fins; nares are 
internal. 

Class Amphibia 
Cold-blooded; respire by lungs, gills, skin, or mouth lining; 

larval stage in water or in egg; skin is usually moist with mu- 
cous glands and without scales; tetrapods; freshwater and ter- 
restrial; paired appendages are legs; 10 pairs of cranial nerves; 
separate sexes; external fertilization with development into tad- 
pole larvae; some have internal development, ovoviviparous 
or viviparous. 
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Order Aponda (or Gymnophiona; caecilians). | Wormlike; no 
limbs or girdles; compact skull; lidless, minute eyes; persistent 
notochord; tail; scales present in some species. 

Order Anura (or Salientia; frogs and toads). _Tailless; elon- 
gated hind limbs modified for jumping; larvae lack true teeth 
and external gills. 

Order Caudata (or Urodela; salamanders). Tail; limbs nor- 
mal; many skeletal elements cartilaginous; larvae with true 
teeth and external gills. 

Class Reptilia 
Cold-blooded; no larval stage; breathing by lungs; well-ossi- 

fied skull; dry skin; scales; no glands; 5-toed limbs; claws; 3- 
or 4-chambered heart with incomplete ventricle separation; 12 
pairs of cranial nerves; internal fertilization, direct develop- 
ment; oviparous and ovoviviparous. 

Subclass Anapsida (turtles, tortoises, terrapins) 

No temporal skull openings; body encased in bony shell; no 
teeth in living members; oviparous. 

Subclass Lepidosauria 

No bipedal specializations; 2 complete temporal openings; 
complete palate; oviparous; male is without penis. 

Subclass Archosauria (ruling reptiles) 

Some ancient forms had bipedal locomotion; longer hind 
legs; semiaquatic; webbed feet; teeth in sockets; single penis; 
oviparous; includes extinct dinosaurs. 

Subclass Synaptosauria 
+Extinct; single temporal opening on area of cheek. 

Subclass Ichthyopterygia 

+Extinct; temporal openings high up on skull; fishlike; spindle- 
shaped body; high tail fin; triangular dorsal fin; paddlelike 
legs; marine. 

Subclass Synapsida 
+Extinct; mammallike; lateral temporal opening. 

Class Aves 
Warm-blooded; skull has only 1 condyle; front limbs primar- 

ily modified for flight; hind limbs are legs with 4 or fewer toes; 
body covered with feathers; scales on feet; 4-chambered heart; 
no teeth; horny beak; lungs with extended air sacs; 12 pairs of 
cranial nerves; internal fertilization; oviparous. 

Subclass Archaeornithes 

+Extinct; teeth in both jaws; long, feathered tail; less special- 
ized for flight; body elongated and reptilelike; forelimb had 3 
clawed digits; small brain and eyes; nonpneumatic bones. 

Subclass Neornithes (true birds) 

Well-developed sternum; tail is not long; no teeth; forelimbs 
modified to wings; teeth replaced by horny rhamphoteca over 
bill. 

Class Mammalia 
Warm-blooded; mammary glands; lower jaw is composed of 

1 bone; hair; advanced brain; skin with different glands and 
hair; ears with 3 middle-ear bones; 12 pairs of cranial nerves; 
4-chambered heart; young nourished by milk from mammary 
gland; internal fertilization; mostly viviparous, some Oviparous. 

Subclass Prototheria 

Primitive; egg-laying; hair; mammary glands without nipples; 
pectoral girdle; separate oviducts that open into cloacal cham- 
ber that is shared with excretory ducts; oviparous. 

Subclass Theria 

Mammary glands with nipples; functional teeth; oviducts 
partly fused; with or without a cloaca; uterus and vagina; 
viviparous. (Ed.) 

Critical appraisal. The classification of animals is 
presently in a state of flux. The classification presented 
here is traditional and conservative. Because traditional 
theories of taxonomy tend to be nonquantitative, various 
interpretations of relationships or patterns can be pre- 
sented and defended. 
The alternative cladistic style of taxonomy is an at- 

tempt to force taxonomy into a testable, highly objective 

operation. One tentative classification based in cladistics 
separates the vertebrates into two superclasses (Agnatha 

and Gnathostomata). Agnathans are jawless, while the 
gnathostomates encompass the remainder of the jawed 
vertebrates. Living agnathans are placed in the class Cy- 
clostomata. Gnathostomates can be further divided into 
the epiclasses Elasmobranchiomorphi (sharks and rays) 
and Teleostomi (bony fishes and tetrapods). The former 
group are identified primarily by a cartilaginous skeleton, 
while the latter group have developed a bony skeleton. 
Two subepiclasses of the teleostomes are Ichthyopterygii 
(or Osteichthyes; bony fishes) and Cheiropterygii (tetra- 
pods), the latter being further divided into the classes 

Amphibia, Reptilia, Aves, and Mammalia. 
Although this classification includes and uses traditional 

taxonomic categories, their position in the hierarchy may 
be changed. Separation of agnath and gnathostome is 
opposed by those cladists who chart the origin of gnatho- 
stomes from the agnath, believing that the differences in 
mouth and tooth structure are a result of modification. 
The Gnathostomata is subdivided into the Elasmobran- 
chiomorphi and the Teleostomi largely on the basis of 
mouth and tooth structure. The creation of epiclasses 
and subepiclasses in the alternative classification is not 
important in itself; the creation of a dichotomy between 
Ichthyopterygii and Cheiropterygii, however, is important, 
although from the evolutionary view it is evident that the 
one evolved from the other. (M.T.J.) 
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THE CHURCH AND ITS HISTORY 

The essence and identity of Christianity 

At the very least, Christianity is the faith tradition that 
focuses on the figure of Jesus Christ. In this context, faith 
refers both to the believers’ act of trust and to the content 
of their faith. That tradition, viewed as a system of belief 
and behaviour, leads people to see Christianity as one of 
the world religions, alongside Hinduism, Buddhism, Is- 
lam, and others. 
As a tradition, Christianity is more than a system of 

religious belief. It also has generated a culture, a set of 
ideas and ways of life, practices, and artifacts that have 
been handed down from generation to generation through 

the 20 centuries since Jesus first became the object of 
faith. Christianity is thus both a living tradition of faith 
and the culture that the faith leaves behind as a kind 
of deposit. The agent of Christianity is the church, the 
community of people who make up the body of believers. 
Christianity may incorporate, along with such believers, 
their doctrines, customs, and historical episodes. 
To say that Christianity “focuses” on Jesus Christ is to 

251 

say that, whatever else it comprehends, somehow it brings Jesus 
these realities together in reference to an ancient historic Christ as 
figure. Few Christians would be content to keep this ref- the focus 
erence merely historical. Although their faith tradition is of Chris- 
historical—i.e., they believe that transactions with the di- tianity 
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vine do not occur in the realm of timeless ideas but among 
ordinary humans through the ages—the vast majority of 
Christians focus their faith in Jesus Christ as someone 
who is also a present reality. They may include many 
other references in their tradition and thus may speak of 
“God” and “human nature” or of “church” and “world,” 

but they would not want to be nor would they be called 
Christian if they did not bring their eyes and attentions 
first and last to Jesus Christ. 
While there is something simple about this focus on 

Jesus as the central figure, there is also something very 
complicated. That complexity is apparent when one tries 
to envision the more than 22,000 separate churches, sects, 
and denominations that make up the Christian faith tra- 
dition today. To project these separate bodies against the 
background of their development in the nations of the 
world is to suggest the bewildering variety. To picture 
people expressing their adherence to that tradition in their 
prayer life and cathedral-building, in their quiet worship 
or their strenuous efforts to change the world, is to suggest 
even more of the variety. 
Given such complexity, it is natural that through the ages 

both those in the tradition and those surrounding it have 
made attempts at simplification. Two ways to do this have 
been to concentrate on the “essence” of the faith, and thus 
on the ideas that are integral to it, or to be concerned with 
the “identity” of the tradition, and thus on the boundaries 

of its historical experience. 
Scholars in the modern world have tended to locate the 

focus of this faith tradition in the context of monotheistic 
religions. Christianity addresses the historical figure of Je- 
sus Christ against the background of, and while seeking to 
remain faithful to, the experience of one God. It has con- 
sistently rejected polytheism, which allows for many gods, 
and atheism, which makes Jesus a purely and ordinarily 
human figure without divine or transcendent reference. 
To monotheism as an element of the faith tradition of 

Christianity one may add that, with rare exceptions, Chris- 
tianity refers to a plan of salvation or redemption. That 
is to say, the believers in the church picture themselves 
as in a plight from which they need rescue. For whatever 
reason, they have been distanced from their source in God 
and need to be saved. Christianity is based on a particular 
experience or scheme directed to the act of saving—that 
is, of bringing or “buying back,” which is part of what 
redemption means, these creatures of God to their source 
in God. The agent of that redemption is Jesus Christ. 
It is possible that through the centuries the vast majority 

of believers have not used the term essence to describe 
the central focus of their faith. The term is itself of 
Greek origin and thus represents only one part of the 
tradition, one element in the terms that have gone into 
making up Christianity. The search for an essence may be 
more urgent for philosophers, theologians (who interpret 
the language of the believing community), or historians 
than it is for the regular believers who do not share the 
burden of scholars. Essence refers to those qualities that 
give something its identity and are at the centre of what 
makes that thing different from everything else. To Greek 
philosophers it meant something intrinsic to and inherent 
in a thing or category of things, which gave it its character 
and thus separated it from everything of different charac- 
ter. Thus Jesus Christ belongs to the essential character 
of Christianity and gives it identity in the same way that 
Buddha does for Buddhism. 
If the mass of people do not have the scholar’s problem 

of defining the essence of Christianity, in practice they 
must come to terms with what the word essence implies. 
Whether they are engaged in being saved or redeemed on 
the one hand, or thinking and speaking about that re- 
demption, its agent, and its meaning on the other, they are 
concentrating on the essence of their experience. Those 
who have concentrated from within the faith tradition 
have also helped to give it its identity. It is not possible to 
speak of the essence of a historical tradition without refer- 
ring to how its ideal qualities have been discussed through 
the ages. Yet one can take up the separate subjects of 
essence and identity in sequence, being always aware of 
how they interrelate. 

HISTORICAL VIEWS OF THE ESSENCE 

Early views. The earliest members of the Christian faith 
tradition were Jews, as was Jesus himself, and thus they 

stood in the faith tradition inherited by Hebrew people in 
Israel (and lands to which they had been taken as captives 
in exile). They were monotheists, devoted to the God of 
Israel. When they made claims that Jesus was divine, it 
was part of their task to make their witness in ways that 
would not challenge monotheism. 
Insofar as they began to separate or be separated from 

Judaism, which did not accept Jesus as Christ, these ear- 

liest Christians not only experienced salvation but also 
expressed certain ideas about the one on whom their faith 
focused. As with other religious people, they became in- 
volved in a search for truth. God, in the very nature of 
things, was necessarily the final Truth. But an early ref- 
erence, preserved in the Gospel According to John, finds 
Jesus referring to himself not only as “the way” and “the 
life” but also as “the Truth.” Roughly, this meant “all the 
reality there is” and was a reference to Jesus’ participation 
in the reality of the one God. 
From the beginning there were Christians who may not 

have seen Jesus as the Truth, or as a unique participant in 
the reality of God. There have been “humanist” devotees 
of Jesus, modernist adapters of the truth about the Christ; 
but even in the act of adapting him to humanist concepts 
in their day they have contributed to the debate of the 
essence of Christianity and brought it back to the issues 
of monotheism and a way of salvation. 
Some believers and some scholars have always deter- 

mined that the best way to preserve the essence of 
Christianity is to look at the earliest documents—the four 
Gospels and the letters that make up much of the New 
Testament—which tell whatever is believed to be known 
with any kind of assurance about what the earliest Chris- 
tians remembered, taught, or believed about Jesus Christ. 
It is presumed that “the simple Jesus” and the “primi- 
tive faith” emerge from these documents as the core of 
the essence. ci 
Other believers and other scholars, however, have dis- 

turbed this simple notion of finding the essence by going 
back to the beginnings. The writings that make up the 
New Testament themselves reflect Jewish and Greek ways 
of thinking about Jesus and God. They are seen through 
the experience of different personalities, such as the Apos- 
tle Paul or the nameless composers of documents that 
came to be edited as the Gospels. Indeed, there are not 
only diverse ways of worship, of polity or governance of 
the Christian community, and of behaviour pictured or 
prescribed in the New Testament but also diverse the- 
ologies, or interpretations of the heart of the faith. Most 
believers see these diversities as complementing each other 
and leave to scholars the argument that the primal docu- 
ments may compete with and contradict each other. Yet 
there is a core of ideas that all New Testament scholars 
and believers would agree are central to ancient Christian 
beliefs. One British scholar, James G. Dunn, for example, 
says they would all agree that “the Risen Jesus is the 
Ascended Lord.” That is to say, there would have been 
no faith tradition and no scriptures had not the early 
believers thought that Jesus was “Risen,” raised from the 
dead, and, as “Ascended,” somehow above the ordinary 
plane of mortal and temporal experience. From that sim- 
ple assertion early Christians could begin to complicate 
the search for essence. 
An immediate question was how to combine the essential 

focus on Jesus with the essential monotheism. Some of 
the writers of the New Testament and more of the Apolo- 
gists, late Ist- and 2nd-century reflectors on the meaning 
of this faith in both the Jewish and Greek contexts, saw 
Jesus as the “preexistent Logos.” That is, before there was 
a historical Jesus born of Mary and accessible to the sight 
and touch of Jews and others in his own day, there was 
a Logos—a principle of reason, an element of ordering, 
a “word”—that participated in the Godhead and thus ex- 
isted, but which only preexisted as far as the “incarnate” 
Logos, the word that took on flesh and humanity (John 
1:1-14), was concerned. 

In searching for an essence of truth and the way of salva- 
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tion, some primitive Jewish Christian groups, such as the 
Ebionites, and occasional theologians in later ages spoke 
in terms of what might be called a metaphor of adoption. 
These theologians used as their source certain biblical pas- 
sages (e.g., Acts 2:22). Much as an earthly parent might 
adopt a child, so the divine parent, the one Jesus called 
abba, “daddy” or father, had adopted him and taken him 
into the heart of the nature of what it is to be God. There 
were countless variations of themes such as the preexistent 
Logos or the concept of adoption, but they provide some 
sense of the ways the early Apologists carried out their 
task of contributing to the definition of the essence of 
their Jesus-focused yet monotheistic faith. 
While it is easier to point to diversity than to simplicity 

or clarity among those who early expressed faith, it must 
also be said that from the beginning the believers insisted 
that they were—or were intended to be, or were com- 
manded and were striving to be—united in their devotion 
to the essence of their faith tradition. There could not 
have been many final truths and there were not many 
legitimate ways of salvation. It was of the essence of their 
tradition to reject other gods and other ways, and most 
defining of essence and identity occurred as one set of 
Christians was concerned lest others might deviate from 
the essential faith and might, for example, be attracted to 
other gods or other ways. 
While Jesus was among his disciples and those who ig- 

nored or rejected him, to make him the focus of faith or 
denial presented one type of issue. After the “Risen Jesus” 
had become the “Ascended Lord” and was no longer a 
visible physical presence, those at the head of the tradition 
had a different problem. Jesus remained, as was said, a 
present reality to them, and when they gathered to wor- 
ship they believed that he was “in the midst of them.” He 
was present in their minds and hearts, in the spoken word 
that testified to him, and also present in some form when 
they had their sacred meal and ingested bread and wine as 
his “body and blood.” They created a reality around this 
experience; if once Judaism was that reality, now “Chris- 
tianism,” or Christianity, resulted. 
The search for the essence of Christianity necessarily led 

people in the Greek world to concentrate on ideas. The 
focus on Jesus narrowed to ideas, to “beliefs about” and 
not only “belief in,” and to doctrines. The essence began 
to be cognitive, referring to what was known, or substan- 
tive. This was most pronounced when people in the idea- 
centred Greek culture had to grasp through the mind the 
reality of someone who was not a visible presence. 
As debates over the cognitive or substantive aspects of 

Jesus’ participation in God became both intense and re- 
fined, the pursuit of essences became almost a matter of 
competition in the minds of the Apologists and the for- 
mulators of doctrines in the 3rd through the 6th centuries. 
During this time Christians met in council to develop 
statements of faith, confessions, and creeds. The claimed 
essence was used in conflict and rivalry with others. Chris- 
tian Apologists began to speak, both to the Jews and to 
the other believers in the Greco-Roman world, in terms 
that unfavourably compared their religions to Christianity. 
The essence also came to be a definer of who had the best 
credentials and was most faithful. The claim that one had 
discerned the essence of Christianity could be used to rule 
out the faithless, the apostate, or the heretic. The believers 
in the essential truth and way of salvation saw themselves 
as insiders and others as outsiders. This concept became 
important—and, its victims would say, dangerous—after 
the Christian movement had triumphed in the Roman 
Empire, which became officially Christian. To fail to grasp 
or to misconceive what was believed to be the essence of 
faith might mean exile, harassment, or even death. 
In the move from their exclusive roots in Judaism to 

their experience in Greek and Roman cultures, Christians 
did something rare if not unique in the history of religion: 
they adopted the entire scriptural canon of what they 
now saw to be another faith, Judaism, and embraced the 
Hebrew Scriptures as what they called the Old Testament. 
But while doing so, they also incorporated the insistent 
monotheism of Judaism as part of the essence of their 
truth and way of salvation, just as they incorporated the 
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Hebrew Scriptures’ story as part of their own identity- 
giving narrative and experience. 
This narrowing of focus on Jesus Christ as truth meant 

also a complementary sharpening of focus on the way of 
salvation. There is no purpose in saving someone who 
does not need salvation. Christianity therefore began to 
make, through its councils and creeds, theologians and 

scholars, some attempts at definitive descriptions of what 
it is to be human. Later some of these descriptions were 
called “original sin,” the idea that, inherited from Adam, 
the first-created human, all mortals carried a condition 
that made it impossible for them to be perfect or to please 
a personal God on their own. While Christians never 
agreed on a specific teaching on original sin, they did 
describe as the essence of Christianity the fact that some- 
thing limited humans and led them to need redemption. 
Yet the concentration always returned to Jesus Christ as 
belonging more to the essence of Christianity than did any 
statements about the human condition. 
The essence of Christianity eventually included state- 

ments about the reality to God. Christians inherited from 
the Jews a relatively intimate picture of a God who made 
their young and small universe, with its starry heavens, and 
then carried on discourse with humans, making covenants 

with them and rewarding or punishing them. But the 
Greek part of their tradition contributed the concept of a 
God who was greater than any ideas of God but who had 
to be addressed through ideas. Indeed, it was during this 
time that words such as essence, substance, and being— 

terms that did not belong to the Old or New Testament 
traditions—came to be wedded to biblical witness in the 
creeds. Christians, it might be said, used the vocabulary 
and repertory of options then available to them in speak- 
ing of the all-encompassing and the ineffable and grafted 
these onto the witness to God that was essential to their 
faith. Modern Christians, including many who reject the 
notion of creeds or any non-biblical language, are still left 
with the problems and intentions of the ancients: how to 
think of Jesus in such a way that they are devoted to him 
not in isolation, as an end in himself—for that would 
be idolatry of a human—but in the context of the total 
divine reality. 
It is impossible to chronicle the efforts at expressing 

essence without pointing to diversity within the unity. Yet 
the belief in final unity belongs to any claims of finding 
an essence. Thus it was both a typical and a decisive 
moment when in the Sth century Vincent of Lérins, a 
Gallic theologian, provided a formula according to which 
Christianity expressed a faith that “has been believed ev- 
erywhere, always, and by all” (quod ubique, quod semper, 
quod ab omnibus creditum est). Even if not all Chris- 
tians could agree on all formulations, it was widely held 
that there was some fundamental “thing” that had thus 
been believed. 
Medieval and Reformation views. For a thousand years, 

a period that began with what some historians called “Dark 
Ages” in the Christian West and that endured through 
both the Eastern and Western extensions of the Roman 
Empire, the essence of Christian faith was guarded differ- 

ently than it had been in the first three centuries, before 
Christianity became official. By the 5th century, and with 
rare challenges until the 15th century, in the West the 

bishop of Rome, as pope and vicar of Christ, became the 
final custodian of the doctrinal essence of Christianity and 
could back support of his doctrine with the legal arm of 
the empire, the sword. In the Eastern churches no single 
pontiff ruled over the bishops, but they saw themselves 
just as surely and energetically in command of the doc- 
trines that made up the essence of Christianity. 
The Western drama was more fateful for Christianity in 

the modern world. The pope and the bishops of Roman 
Catholicism progressively saw themselves as determiners 
of the essence through doctrines and canons that enhanced 
the ancient grasp of faith. As they came to dominate in 
Europe, they allowed little room for those who did not 

agree with them. Jews were confined to ghettos, segre- 
gated and self-segregated enclaves where they did not and 
could not share the full prerogatives of Christendom, the 
“dominion” that now housed Christianity. When sects 
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that were defined as heretical in their dissent—Waldenses, 
Albigenses, Cathari, and others—emerged to counter or 
contradict Roman Catholic concepts of Christian essence, 
they had to go into hiding or were pushed into enclaves 
beyond the enforcing reach of the custodians of official 
teaching. The essence of Christianity had become a set of 
doctrines and laws articulated and controlled by a hierar- 
chy that saw those doctrines as a divine deposit of truth. 
Theologians might argue about the articulations with great 
subtlety and intensity, but in that millennium few would 
have chosen to engage in basic disagreement over the of- 
ficial teachings, all of which were seen to be corollaries of 
the basic faith in Jesus Christ as participating in the truth 
of God and providing the way of salvation. 
When speaking of popes, bishops, councils, and theolo- 

gians, it is necessary to make another distinction along 
with that which saw a narrowing of focus. Through these 
centuries there was also increasing differentiation between 
the official clergy and the wider body of believers. Most 
of what was debated centuries later about the essence 
of medieval Christianity came from the records of these 
authorities. As more is learned about the faith of the or- 
dinary believers, it becomes more evident in the records 
of social history that people offered countless variations 
on the essence of the faith. Some historians point to 
survivals of European pagan customs and interpretations, 
which the later Protestant reformers saw to be threats to 
divine truth and the Jesus-centred way of salvation. Many 
people used the church’s officially legitimated faith in the 
power of saints’ relics to develop patterns of dealing with 
God that, according to the Reformers, detracted from the 

uniqueness of Jesus Christ as the only agent of salvation. 
During this thousand years in both Western and East- 

ern Christianity, when the faith had a cultural monopoly, 
there was an outburst of creativity and a fashioning of a 
Christian culture that greatly enhanced and complicated 
any once-simple notions of an essence. Christianity was 
as much a cultural tradition as it was a faith tradition, an 
assertion that the leadership of the medieval church would 
not have regarded as diminishing or insulting. 
As Christian culture grew ever more complex, however, 

there arose a constant stream of dissenters and individual 
reformers who tried to get back to what they thought was 
the original essence. Typical among these was St. Francis 
of Assisi, who in his personal style of devotion and simple 
way of life was often seen as capturing in his person and 
teachings more of the original essence of Jesus’ truth and 
way of salvation than did the ordained authorities in the 
church and empires. 

Out of this cluster of dissenters came late medieval re- 
formers such as Jan Hus in Bohemia, John Wycliffe in 
England, and Girolamo Savonarola in Florence. For all 
their differences, they were united in their critique of what . 
they thought complicated the essence of Christianity. On 
biblical prophetic grounds they sought simplicity in the 
cognitive, moral, and devotional life of Christianity. They 
may have disagreed over the essence of the faith, but they 
were united in what they thought were accretions that 
obscured the essence. 
When the Protestant Reformation divided Western Chris- 

tianity—as Eastern Christians, already separated since 
the 11th century, looked on—the 16th-century European 
world experienced a foretaste of the infinite Christian va- 
riety to come. The reforms that gave rise to the many 
Protestant bodies—Lutheran, Anglican, Presbyterian, Re- 
formed, Anabaptist, Quaker, and others—were themselves 
debates over the essence of Christianity. Taken together, 
they made it increasingly difficult for any one to claim a 
monopoly on the custodianship of that essence. Each new 
sect offered a partial discernment of a different essence or 
way of speaking of it, even if the vast majority of Protes- 
tants agreed that the essence could be retrieved best, or, 
indeed uniquely, through recovery of the central message 
of the Holy Scriptures. 
After the ferment of Reformation, most of the dissenting 

groups, as they established themselves in various nations, 
found it necessary to engage in their own narrowing of 
focus, rendering of precise doctrines, and understanding 
of divine truth and the way of salvation. Within a century 

theologians at many Protestant universities were adopting 
systems that paralleled the old scholasticisms against which 
some reformers had railed. Those who had once thought 
that definition of doctrine failed to capture the essence 
of Christianity were now defining their concept of the 
essence in doctrinal terms, but were doing so for Luther- 
ans, Reformed, Presbyterians, and even for more radical 

dissenters and resistors of creeds, such as the Anabaptists. 
The belief of Vincent of Lérins that there is a faith that 

has been held by everyone, always, and everywhere, lived 
on through the proliferation of Protestant denominations 
and Roman Catholic movements and, in sophisticated 
ways, has helped animate the modern ecumenical move- 

ment. Thus some have spoken of that movement as a 
reunion of churches, an idea that carries an implication 
that they had once been “one,” and a further hint that 
that one included an essence on which people agreed. Re- 
union, then, would mean a stripping away of accretions, 
a reducing of the number of arguments, and a refocusing 
on essentials. 
Modern views. The modern church and world brought 

new difficulties to the quest for defining an essence of 
Christianity. Both as a result of Renaissance humanism, 
which gloried in human achievement and encouraged hu- 
man autonomy, and of Reformation ideas that believers 
were responsible in conscience and reason for their faith, 
an autonomy in expressing faith developed. Some spoke 
of Protestantism as being devoted to the right of private 
judgment. The danger, said Roman Catholic custodians 
of the essence, was that proud believers who did not sub- 
mit to church authority would issue as many concepts of 
essence as there were believers to make the claims. 
In the 18th century the Western philosophical movement 

called the Enlightenment further obscured searches for the 
essence of Christianity. The Enlightenment proclaimed 
optimistic views of human reach and perfectibility that 
challenged formerly essential Christian views of human 
limits. The deity became a benevolent if impersonal force, 
not an agent that arranged a way of salvation to people 
in need of rescue. The Enlightenment also clearly urged 
a view of human autonomy and of the use of reason in 
a search for truth. But this reason did not need to be 
responsive to supernatural revelation, as contained in the 
Old and New Testaments. Indeed, it called the integrity of 
those scriptures themselves into question through methods 
of historical and literary criticism. No longer should one 
rely on the word of priests who passed on notions of essen- 
tial Christianity through systems of authority and force. 
While many Westerners moved out of the orbit of faith 

as a result of the Enlightenment and the rise of criticism, 
many others—in Germany, France, England, Scotland, 
and, eventually, the Americas—chose to remain Chris- 
tians, people of faith if now of faith differently expressed. 
Some, in groups called Arminian, professed such high 
views of human potential that their essence of Christianity 
prescribed no need for salvation. They thus constituted 
a real challenge to the profession of Vincent of Lérins. 
Another camp of Christians, the Unitarians, rejected the 
ideas of both a preexistent Logos made incarnate in Christ 
and a Jesus adopted into godhead. Jesus was seen as 
the great teacher or exemplar. They thus also tested the 
boundaries of essential teaching about a way of salvation. 
And at the heart of Deist Christianity was a view of God 
that remained “mono-” in that it was devoted to a single 
principle, but as “deist” instead of “theist” it departed 
from the ancient picture of a personal God engaged in 
human affairs. These were further blows to the integrity 
of Vincent of Lérins’ concept and more reasons for the 
orthodox to use Vincent’s concept to exclude Arminians, 
Unitarians, Deists, and other innovators from the circle of 
Christianity. 
In the 19th century philosophical and historical criti- 

cism did inspire some Christians to renew the search for 
essences. For example, in the wake of the German Ide- 
alist philosopher G.W.F. Hegel, Hegelian scholars tried 
to rescue Christianity by viewing it as an unfolding of 
“absolute spirit.” They followed Christian history through 
a constant dialectic, a series of forces and counterforces 
producing new syntheses. A problem with this Hegelian 
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approach arose as the historical Jesus came to be seen 
merely as one stage in the unfolding of absolute spirit; he 
was not a decisive agent of the way of salvation “once 
for all,” as the biblical Letter to the Hebrews had claimed 

him to be. Soon biblical scholars such as David Friedrich 
Strauss were speaking of the historical Jesus as a myth of 
a certain set of people in one moment of the dialectical 
unfolding. The Christian faith itself began to dissolve, and 

many Hegelians began to reject the God of the Christian 
faith along with the historical Jesus. 
Another group of 19th-century theologians took the op- 

posite course. In the spirit of the 18th-century German 
philosopher Immanuel Kant, these neo-Kantians spoke 
not of the noumenal world, the unseen realm of essences 

beyond visible reality, but of the phenomenal realm, the 
world of history in which things happened. Theologians 
in this school engaged in a century-long “quest for the 
historical Jesus,” in which they sought the simple essence 
of Christianity. Significantly, it was the greatest exemplar 
of this historical tradition, the German theologian Adolf 
von Harnack, who wrote the best-known modern book on 

the essence of Christianity, Das Wesen des Christentums 
(1900; What Is Christianity?). 
The call had come to purge Christianity of what Harnack 

called traces of “acute Hellenization,” the Greek ideas of 
essence, substance, and being that were introduced into 
the Christian tradition in the creed-making period. In- 
stead, the focus was shifted to the Fatherhood of God and 

the announcement of the Kingdom, as the rabbi Jesus 
of Nazareth had proclaimed in the Gospels. While this 
approach did match the thirst for simplification in the 
minds of many of the Christian faithful, it also so dimin- 

ished the concept of God that it often became a form of 
Christian humanism and was seen by the orthodox to be 
another departure from the essence of Christianity even as 
it claimed to find this in the historical Jesus. And scholars 
could not agree on the details of that historical Jesus after 
historical and literary critics had analyzed the Gospels. 
Throughout the modern period some thinkers took an- 

other route toward expressing the essence of Christian- 
ity. Whether among German Pietists, the followers of 
John Wesley into Methodism, or any number of Roman 

Catholic or Protestant movements of devotion, there grew 
the notion that the theologians would never find the 
essence of Christianity. Instead, one would discern this 
essence in acts of piety, closeness to the fatherly heart 
of God as shown in the life of Jesus, or intimate com- 
munion with God on emotional or affective, and not 
cognitive, rational, or substantial (i.e., doctrinal), grounds. 
These pietisms have been immensely satisfying to mil- 
lions of modern believers, though they have often been 
handicapped in the intellectual arena when pressed for the 
definitions people need in a world of choice. 
There have been some modern Christians who have 

shifted the topic from the essence of Christianity to its ab- 
soluteness among the religions. They have been moved by 
what the Germans called Religionswissenschaft, the study 
of world religions. In that school, the focus fell on the 
sacred, what the German theologian Rudolf Otto called 
“the idea of the Holy.” There could be any number of 
expressions of this idea. On those terms, as the German 
scholar Ernst Troeltsch showed, it was more difficult to 
speak of the “absoluteness” of Christianity and its truth; 
one had to speak of it on comparative terms. Yet some 
early 20th-century comparativists, such as the Swedish 
Lutheran archbishop Nathan Séderblom, applied their un- 
derstanding of the study of religion to help animate the 
movement for Christian reunion. 
The modern ecumenical movement is made up of people 

who believe the church has different cultural expressions 
that must be honoured and differing confessional or doc- 
trinal traditions designed to express the essential faith. 
These traditions demand criticism, comparison, and per- 
haps revision, with some possible blending toward greater 
consensus in the future. At the same time, years of serious 
ecumenical endeavour have shown that, among Christians 
of great intelligence and good will, elaborations of what 
constitutes the essence of Christianity are as confusing as 
they are inevitable and necessary. 
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In the Protestant and Orthodox side of the ecumenical 
movement, which took institutional form in the World 
Council of Churches in 1948, there were two main strands. 
Both of these included advocates of what were types of 
essential concepts. One set was devoted first to “Life and 
Work,” a view that the essentials of Christianity could 
be best found and expressed when people followed the 
way or did the works of Christ, since this constituted his 
essence. The other set, concerned with “Faith and Order,” 
stressed the need for comparative study of doctrine, with 
critical devotion to the search for what was central. By no 
means did these groups cling any longer to the notion that 
when they found unity they would have found a simple 
essence of Christianity. Yet they believed that they could 
find compatible elements that would help to sustain them 
on the never-ending search for what was central to the 
faith tradition. 1 
Some modern scholars—for example, the British theolo- 

gian John Hick—viewing the chaos of languages dealing 
with the essentials of the faith and the complex of his- 
torical arguments, pose the understanding of the essence 
in the future. They speak of “eschatological verification,” 
referring to the end, the time beyond history, or the time 
of fulfillment. In that future, one might say, it will have 

become possible to assess the claims of faith. Theologians 
of these schools argue that such futuristic notions motivate 
Christians and the scholars among them to clarify their 
language, refine their historical understandings, and, some 
would say, focus their devotion and spirituality. 

THE QUESTION OF CHRISTIAN IDENTITY 

From these comments on the search for the essence of 
Christianity, the task of defining the core of the faith 

tradition, it can be seen that at all times the question of 
Christian identity is at stake. What the psychologist Erik 
Erikson said of the individual, that a sense of identity 
meant “the accrued confidence that one’s ability to main- 
tain inner sameness and continuity ...is matched by the 
sameness and continuity of one’s meaning for others,” is 
thus translated to the concerns of the group. This means 
that Christians strive, in the midst of change, to have 
some “inner sameness and continuity” through the focus 
on Jesus Christ and the way of salvation. 
At the same time, Christians posit that this identity will 

be discoverable by and useful to those who are not part of 
the tradition: secularists, Buddhists, Communists, or other 
people who parallel or rival Christian claims about truth 
and salvation. 
On these terms, the writers of Christian history normally 

begin phenomenologically when discussing Christian iden- 
tity; that is, they do not bring norms or standards by which 
they have determined the truth of this or that branch of 
Christianity or even of the faith tradition as a whole but 
begin by identifying everyone as Christian who call them- 
selves Christian. Thus, from one point of view, the Church 
of Jesus Christ of Latter-day Saints, or the Mormons, is, as 
scholar Jan Shipps calls it, “a new religious tradition.” The 
followers of the Book of Mormon incorporated the Old 
and New Testaments into their canon—just as the New 
Testament Christians incorporated the entire scripture of 
a previous tradition—and then supplied reinterpretations. 
As a new religious tradition, Mormonism would not be 
Christian. But because Mormons use Christian terminol- 
ogy and call themselves Christian, they might also, from 
some points of view and in some areas, belong to a discus- 
sion of Christianity. They may be perceived as departing 
from the essence of Christianity because other Christians 
regard their progressive doctrine of God as heretical. Yet 
Mormons in turn point to perfectionist views of humanity 
and progressive views of God among more conventionally 

accepted Christian groups. In areas where the Mormons 
want to be seen as “latter-day” restorers, basing their 
essential faith on scriptures not previously accessible to 
Christians, they would be ruled out of conventional Chris- 
tian discussion and treatment. Yet they share much of 
Christian culture, focus their faith in Jesus, proclaim a 
way of salvation, and want to be included for other pur- 
poses, and thus fall into the context of a Christian identity 
at such times, 
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This phenomenological approach, one that accents his- 
torical and contemporary description and resists prescrip- 
tion, does not allow the historian to state the essence 
of Christianity as a simple guide for all discussion. It is 
necessary for the scholar to put his own truth claims in 
a kind of suspension and to record faithfully, sorting out 
large schools of coherence and pointing to major strains. 
It is not difficult to state that something was a majority 
view if the supporting data are present. For example, it 

politics or cultural achievements) the linchpin of their 
community. From Amos (8th century Bc) onward the 
religion of Israel was marked by tension between the con- 
cept of monotheism, with its universal ideal of salvation 
(for all nations), and the notion of God’s special choice 
of Israel. In the age after Alexander the Great (i.e., the 
Hellenistic period, 3rd century Bc—3rd century AD), the 
dispersion of the Jews throughout the Hellenistic king- 
doms and the Roman Empire gave some impetus to the 

is not difficult to say what Roman Catholics at particular universalistic tendency. But the attempts of foreign rulers, Univer- 
times have regarded as the essence of Christianity or what — especially the Syrian king Antiochus Epiphanes (in 168-_ salistic and 
the various Orthodox and Protestant confessions regard 165 Bc), to impose Greek culture and religious syncretism _particu- 
as the true way of salvation. Someone using the phe- in Palestine provoked zealous resistance on the part of _laristic 
nomenological method, however, would stand back and many Jews. In Palestinian Judaism the predominant note tendencies 
refuse to be the arbiter when these confessional traditions was separation and exclusiveness. Jewish missionaries to in Judaism 
disagree over truth. other areas were strictly expected to impose the distinctive 
Vincent of Lérins, then, speaks more for the hunger of Jewish customs of circumcision, kosher food, and sabbaths 

the Christian heart or the dream of Christian union than and other festivals. 
for the researcher, who finds it more difficult to see a The relationship of the earliest Christian Church to Ju- 
moment when everyone agreed on everything everywhere. daism turned principally on two questions: (1) the mes- 
Yet provisionally it remains safe to say that Christian  sianic role of Jesus of Nazareth and (2) the permanent 
identity begins and ends with a reference to Jesus in rela- _ validity of the Mosaic Law for all. 
tion to God’s truth and a way of salvation. The rest is a The Hebrew Scriptures viewed history as the stage of 
corollary of this central claim, an infinite set of variations a providential drama eventually ending in a triumph of 
and elaborations that are of great importance to the sep- God over all present sources of frustration (e.g., foreign 
arated Christians who hold to them in various times and domination or the sins of Israel). God’s rule would be 
places. (M.E.M.) established by an anointed prince (the Messiah) of the 

line of David, king of Israel in the 10th century Bc. The 
The history of Christianity proper course of action leading to the consummation of 

the drama, however, was the subject of some disagreement. Jewish sec- 
THE PRIMITIVE CHURCH Among the diverse groups were the aristocratic and con- tarianism 
The relation of the early church to late Judaism. Chris- 

tianity began as a movement within Judaism at a period 
when the Jews had long been under foreign influence and 
rule and had found in their religion (rather than in their 
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servative Sadducees, who accepted only the five books of 
Moses (the Pentateuch), and the more popular and strict 

Pharisees. The Pharisees not only accepted biblical books 
outside the Pentateuch but also embraced doctrines—such 
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as those on resurrection and the existence of angels—of 
recent acceptance in Judaism, many of which were de- 
rived from apocalyptic expectations that the consumma- 
tion of history would be heralded by God’s intervention 
in the affairs of men in dramatic, cataclysmic terms. The 
Sanhedrin (central council) at Jerusalem was made up 

of both Pharisees and Sadducees. The Zealots were ag- 
gressive revolutionaries seeking independence from Rome. 
Other groups were the Herodians, supporters of the client 
kingdom of the Herods (a dynasty that supported Rome) 
and abhorrent to the Zealots, and the Essenes, a quasi- 
monastic dissident group, probably including the sect that 
preserved the Dead Sea Scrolls. This latter sect did not 
participate in the Temple worship at Jerusalem and ob- 
served another religious calendar; from their desert retreat 
they awaited divine intervention and searched prophetic 
writings for signs indicating the consummation. 
What relation the followers of Jesus had to some of these 

groups is not clear. In the canonical Gospels (those ac- 
cepted as authentic by the church) the main targets of crit- 
icism are the scribes and Pharisees, whose attachment to 

the tradition of Judaism is presented as legalistic and pet- 
tifogging. The Sadducees and Herodians likewise receive 
an unfriendly portrait. The Essenes are never mentioned. 
Simon, one of Jesus’ 12 disciples, was or had once been a 
Zealot. Jesus probably stood close to the Pharisees. 
Under the social and political conditions of the time, 

there could be no long future either for the Sadducees 
or for the Zealots—whose attempts to make apocalyptic 

dreams effective led to the destruction of Judaea after the 
two major Jewish revolts of 66-70 and 132-135 against 
the Romans. The choice for many Jews thus lay between 
the Pharisees and Christianity, the former dedicated to 

the meticulous preservation of the Mosaic Law and the 
latter to the universal propagation of the biblical faith as 
a religion for all mankind. Pharisaism as enshrined in the 
Mishna (Oral Law) and the Talmud (commentary on and 
addition to the Oral Law) became normative Judaism. By 
looking to the Gentile (non-Jewish) world and carefully 
dissociating itself from the Zealot revolutionaries, Chris- 
tianity made possible its ideal of a world religion, at the 
price of sacrificing Jewish particularity and exclusiveness. 
The fact that Christianity has never succeeded in gaining 
the open allegiance of more than a minority of Jews is 
more a mystery to theologians than to historians. 
The relation of the early church to the career and in- 

tentions of Jesus. The prime sources for knowledge of 
Jesus of Nazareth are the four canonical Gospels in the 
New Testament. Only a few probably authentic sayings 
of Jesus became preserved in oral tradition independent 
of these documents, though many sayings came to be put 
into his mouth. These noncanonical sayings are called 
agrapha (not in Scripture). The Gospel of Thomas, pre- 
served in a Coptic Gnostic library found about 1945 in 
Egypt, contains several such sayings, besides some inde- 
pendent versions of canonical sayings. At certain points 
the Gospel tradition finds independent confirmation in 
the letters of the Apostle Paul. The allusions in non-Chris- 
tian sources (the Jewish historian Josephus, the Roman 
historians Tacitus and Suetonius, and Talmudic texts) are 
almost negligible, except as refuting the unsubstantiated 
notion that Jesus might never have existed. 
The first three Gospels, Matthew, Mark, and Luke, have 

a literary relation to one another and are hence called 
Synoptic. Mark was probably used by Matthew and Luke. 
John, differing in both pattern and content, appears richer 
in theological interpretation but in detail may preserve 
good historical information. As their titles imply, the 
Gospels are not detached reports but were written to serve 
religious needs; they resemble oil paintings rather than 
photographs. Legendary and apologetic (defensive) motifs, 
and the various preoccupations of the communities for 
which they were first produced, can readily be discerned 
as influences upon their narratives. Historical scholarship 
at present has insufficient tools to eliminate subjective 
judgments about the probability of many details (upon 
which there will always be disagreement), but the most 
persuasive scholarly consensus accepts the substance of 
the Gospel tradition as a veracious picture. 
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A prominent uncertainty is the matter of chronology. 
Matthew places the birth of Jesus at least two years before 
Herod the Great’s death late in 5 Bc or early in 4 Bc. Luke 
connects Jesus’ birth with a Roman census that, accord- 
ing to Josephus, occurred in AD 6-7 and caused a revolt 
against the governor Quirinius. Luke could be right about 
the census and wrong about the governor. The crucifix- 
ion under Pontius Pilate, prefect of Judaea (AD 26-36), 
was probably about the year 29-30, but again certainty 
is impossible. 
Encounter with John the Baptist, the ascetic in the 

Judaean Desert who preached repentance and baptism 
in view of God’s coming Kingdom, marked a decisive 
moment for Jesus’ career. He recognized in John the 
forerunner of the kingdom that his own ministry was 
inaugurating. The first preaching of Jesus, in his home 
region of Galilee, took the form of vivid parables and 
was accompanied by miraculous healings. The Synoptic 
writers give a single climactic visit of Jesus to Jerusalem 
at the end of his career; but John may be right (implic- 
itly supported by Luke 13:7) in representing his visits as 
more frequent and the period of ministry as lasting more 
than a single year. Jesus’ attitude to the observance of the 
law generated conflict with the Pharisees, and, though the 
people protected him, he also aroused the fear and hos- 
tility of the ruling Jewish authorities. A triumphal entry 
to Jerusalem at Passover time (the period celebrating the 
Exodus of the Hebrews from Egypt in the 13th century 
BC) was the prelude to a final crisis. After a last supper 
with his disciples he was betrayed by one of them, Judas. 
Arrest and trial followed, first before the Sanhedrin and 

then before Pilate, who condemned him to crucifixion. 
The accusation before Pilate was sedition, in which the 
Evangelists saw a framed charge. It was universal Christian 
belief that three days after his death he was raised from 
the dead by divine power. 
Jesus preached the imminent presence of God’s King- 

dom, in some texts as future consummation, in others as 
already present. The words and acts of Jesus were believed 
to be the inauguration of a process that was to culminate 
in a final triumph of God. His disciples recognized him 
as the Messiah, the Anointed One. He is not recorded to 

have used the word of himself. The titles Prophet and 
Rabbi also were applied to Jesus. His own enigmatic self- 
designation was “Son of man,” sometimes in allusion to 
his suffering, sometimes to his future role as judge. This 
title is derived from the version of the Book of Daniel 
(7:13), where “one like a son of man,” contrasted with 

beast figures, represents the humiliated people of God, 
ascending to be vindicated by the divine Judge. In the 
developed Gospel tradition the theme of the transcendent 
judge seems to be most prominent. 
Apocalyptic hope could easily merge into messianic 

zealotry. Moreover, Jesus’ teaching was critical of the es- 
tablished order and encouraged the poor and oppressed, 
even though it contained an implicit rejection of revolu- 
tion. Violence was viewed as incompatible with the ethic 
of the Kingdom of God. Whatever contacts there may 
have been with the Zealot movement (as the narrative of 
feeding 5,000 people in the desert may hint), the Gospels 
assume the widest distance between Jesus’ understanding 
of his role and the Zealot revolution. 
With this distance from revolutionary idealism goes a 

sombre estimate of human perfectibility. The gospel of re- 
pentance presupposes deep defilement in individuals and 
in society. The sufferings and pains of humanity under 
the power of evil spirits calls out for compassion and an 
urgent mission. All the acts of a disciple must express 
love and forgiveness, even to enemies, and also detach- 

ment from property and worldly wealth. To Jesus, the 
outcasts of society (prostitutes, the hated and oppressive 
tax agents, and others) were objects of special care, and 
censoriousness was no virtue. Though the state is regarded 
as a distant entity in certain respects, it yet has the right 
to require taxes and civic obligations: Caesar has rights 
that must be respected and are not incompatible with the 
fulfillment of God’s demands. 
Some of the futurist sayings, if taken by themselves, raise 

the question whether Jesus intended to found a church. 
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A negative answer emerges only if the authentic Jesus is 

assumed to have expected an immediate catastrophic in- 
tervention by God. There is no doubt that he gathered and 
intended to gather around him a community of followers. 
This community continued after his time, regarding itself 
as the specially called congregation of God’s people, pos- 
sessing as covenant signs the rites of baptism and Eucharist 
(Lord’s Supper) with which Jesus was particularly associ- 
ated—baptism because of his example, Eucharist because 
the Last Supper on the night before the crucifixion was 
marked as an anticipation of the messianic feast of the 

coming age. 
A closely related question is whether Jesus intended his 

gospel to be addressed to Jews only or if the Gentiles 
were also to be included. In the Gospels Gentiles appear 
as isolated exceptions, and the choice of 12 Apostles has 
an evident symbolic relation to the 12 tribes of Israel. The 
fact that the extension of Christian preaching to the Gen- 
tiles caused intense debate in the 40s of the Ist century 
is decisive proof that Jesus had given no unambiguous 
directive on the matter. Gospel sayings that make the 
Jews’ refusal to recognize Jesus’ authority as the ground 
for extending the Kingdom of God to the Gentiles must, 
therefore, have been cast by the early community. 
The Gentile mission and St. Paul. Saul, or Paul (as he 

was later called), was a zealous Pharisee who persecuted 
the primitive church. Born at Tarsus (Asia Minor), he 
had come to Jerusalem as a student of the famous Rabbi 
Gamaliel and had harried a Christian group called by 
Luke the “Hellenists,” who were led by Stephen (the first 
Christian martyr) and who regarded Jesus as a spiritual 
reformer sent to purge the corrupt worship of Jerusalem. 
While on a mission to persecute the followers of Jesus, 
Paul was suddenly converted to faith in Christ and, simul- 
taneously, to a conviction that the Gospel must pass to the 
non-Jewish world under conditions that dispensed with 
exclusively and distinctively Jewish ceremonies. Paul was 
disapproved by Christian Jews who were of conservative 
opinions and remained throughout his career a controver- 
sial figure. He gained recognition for the converts of the 
Gentile mission by the Christian community in Jerusalem; 
but his work was considered an affront to Jewish tradi- 
tionalism, and his program of being “all things to all men” 
led to bitter charges that he was an unprincipled trimmer. 
He saw clearly and correctly that the universal mission of 
the church to all humanity, implicit in the coming of the 
Messiah, or Christ, meant a radical break with rabbinical 

conservatism. 
Owing to the preservation of some weighty letters, Paul 

is the only vivid figure of the apostolic age (lst century 
AD). Like his elder contemporary Philo of Alexandria, also 
a Hellenized Jew of the dispersion, he interpreted the Old 
Testament allegorically (symbolically) and affirmed the 
primacy of spirit over letter in a manner that was in line 

with Jesus’ freedom with regard to the sabbath. The cru- 
cifixion of Jesus he viewed as the supreme redemptive act 
and also as the means of expiation for the sin of mankind. 
Salvation is, in Paul’s thought, therefore, not found by 
a conscientious moralism but rather is a gift of grace, a 
doctrine in which Paul was anticipated by Philo. But Paul 
linked this doctrine with his theme that the Gospel rep- 
resents liberation from the Mosaic Law. The latter thesis 
created difficulties at Jerusalem, where the church was un- 

der the presidency of James, the brother of Jesus, and the 
circle of the intimate disciples of Jesus. James, martyred 
at Jerusalem in 62, was the primary authority for the 
Christian Jews, especially those made anxious by Paul; the 
canonical letter ascribed to James opposes the antinomian 
(anti-law) interpretations of the doctrine of justification 
by faith. A middle position seems to have been occupied 
by Peter. All the Gospels record a special commission of 
Jesus to Peter as the leader among the 12 Apostles. But 
Peter’s biography can only be dimly constructed; he died 
in Rome (according to early tradition) in Nero’s persecu- 
tion (64) about the same time as Paul. 
Apart from its success, the supremacy of the Gentile 

mission within the church was ensured by the effects 
on Jewish Christianity of the fall of Jerusalem (70) and 
Hadrian’s exclusion of all Jews from the city (135). Jew- 

ish Christianity declined and became the faith of a very 
small group without links to either synagogue or Gentile 
church. Some bore the title Ebionites, “the poor” (com- 
pare Matthew 5:3). Among them some did not accept the 
tradition that Jesus was born of a virgin. 
In the theology of Paul, the human achievement of Jesus 

was important because his obedient fidelity to his voca- 
tion gave moral and redemptive value to his self-sacrifice. 
A different emphasis appears in the Gospel According to 
John, written (according to 2nd-century tradition) at Eph- 
esus. John’s Gospel partly reflects local disputes, not only 
between the church and the Hellenized synagogue but also 
between orthodox Christianity and deviationist Gnostic 
groups in Asia Minor. John’s special individuality lies in 
his view of the relation between the historical events of 
the tradition and the Christian community’s present expe- 
rience of redemption. The history is treated symbolically 
to provide a vehicle for faith. Because it is less attached 
to the contingent events of a particular man’s life, John’s 
conception of the preexistent Logos becoming incarnate 
(made flesh) in Jesus made intelligible to the Hellenistic 
world the universal significance of Jesus. In antiquity, di- 
vine presence had to be understood as either inspiration 
or incarnation. If the Synoptic Gospels suggest inspiration, 
the Gospel According to John chooses incarnation. The 
tension between these two types of Christology (doctrines 
of Christ) first became acute in the debate between the 
schools of Antioch and Alexandria in the late 4th century. 
The contemporary social, religious, and intellectual world. 
Many Palestinian Jews appreciated the benefits of Roman 
rule in guaranteeing order and peace. The Roman gov- 
ernment could tolerate regional and local religious groups 
and found it convenient to control Palestine through client 
kings like the Herods. The demand that divine honours 
be paid not only to the traditional Roman or similar gods 
but also to the emperors was not extended to Judaea 
except under the emperor Caligula (reigned 37-41). It 
was enough that the Jews dedicated temple sacrifices and 
synagogues in the emperor’s honour. The privileges of Ro- 
man citizenship were possessed by some Jewish families, 
including that of the Apostle Paul. 
In his letter to the Romans, Paul affirmed the providen- 

tial role of government in restraining evil. Christians did 
not need to be disaffected from the empire, though the de- 
ification of the emperor was offensive to them. Moreover, 
although as an agency of social welfare the church offered 
much to the downtrodden elements in society, the Chris- 
tians did not at any stage represent a social and political 
threat. The ancient world did not possess a working-class 
movement in the modern sense, and Christianity did not 
create or foster one. After the example of their master, the 
Christians encouraged humility and patience before wicked 
men. Even the institution of slavery was not the subject 
of fundamental Christian criticism before the 4th century. 
The church, however, was not lost in pious mysticism. It 
provided for far more than the cultic (liturgical) needs of 
its members. Inheriting a Jewish moral ideal, its activities 
included food for the poor, orphans, and foundlings; care 
for prisoners; and a community funeral service. 
The church inherited from Judaism also a strong sense 

of being holy, separate from idolatry and pagan eroticism. 
As polytheism with its attendant permissiveness perme- 
ated ancient society, a moral rigorism severely limited 
Christian participation in some trades and professions. At 
baptism a Christian was expected to renounce his occupa- 
tion if that necessarily implicated him in public or private 
compromise with polytheism, superstition, dishonesty, or 
vice. About military service there was disagreement. The 
majority held that a soldier, if converted and baptized, 
was not required to leave the army, but there was hesi- 
tation about whether an already baptized Christian might 
properly enlist. Strict Christians also thought poorly of 
the teaching profession because it involved instructing the 
young in literature replete with pagan ideals and what was 
viewed as indecency. Acting and dancing were similarly 
suspect occupations. Any involvement in magic was com- 
pletely forbidden. 
The Christian ethic therefore demanded some detach- 

ment from society. In some cases this made for economic 
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difficulties. The structure of ancient society was domi- 
nated not by class but by the relationship of patron and 
client. A slave or freedman depended for his livelihood 
and prospects upon his patron. In antiquity a strong pa- 
tron was indispensable if one was negotiating with police 
or tax authorities or lawcourts or if one had ambitions 
in the imperial service. The authority of the father of 
the family was considerable. Conversely, a man’s power 
in society depended on the extent of his dependents and 
supporters. Often, Christianity penetrated the social strata 
first through women and children, especially in the up- 
per classes. But once the householder was a Christian, 
his dependents tended to follow. The Christian commu- 
nity itself was close-knit. Third-century evidence portrays 
Christians banking their money with fellow believers; and 
widely separated groups helped one another with trade 
and mutual assistance. 
Women in ancient society—Greek, Roman, or Jewish— 

had a domestic, not a public, role; feminine subordina- 
tion was self-evident. To Paul, however, Christian faith 
transcends barriers to make all free and equal (Galatians 
3:28). Of all ancient writers Paul was the most powerful 
spokesman for equality. Nevertheless, just as he refused 
to harbour a runaway slave, so he opposed any practice 

that would identify the church with social radicalism (a 
principal pagan charge against it). Paul did not avoid 
self-contradiction (1 Corinthians 11:5, 14:34-35). His op- 
position to a public liturgical role for women decided 
subsequent Catholic tradition in the East and West. Yet 
in the Greek churches (though not often in the Latin) 
women were ordained as deacons—in the 4th century by 
prayer and imposition of hands with the same rite as male 
deacons—and had a special responsibility at women’s bap- 
tism. Widows and orphans were the neediest in antiquity, 
and the church provided them substantial relief. It also 
encouraged vows of virginity, and by AD 400 women from 
wealthy or politically powerful families acquired power as 
superiors of religious communities. It seemed natural to 
elect as abbess a woman whose family connections might 
bring benefactions. 
The religious environment of the Gentile mission was 

a tolerant, syncretistic blend of many cults and myths. 
Paganism was concerned with success; the gods gave vic- 
tory in war, good harvests, success in love and marriage, 
and sons and daughters. Defeat, famine, civil disorder, 
and infertility were probable signs of cultic pollution and 
disfavour. People looked to religion for help in mastering 
the forces of nature rather than to achieve moral improve- 
ment. Individual gods cared either for specific human 
needs or for specific places and groups. The transcendent 
God of biblical religion was, therefore, very different from 

the numerous gods of limited power and local significance. 
In Asia Minor Paul and his coworker Barnabas were taken 
to be gods in mortal form because of their miracles. To 
offer sacrifice on an altar seemed a natural expression of 
gratitude to any dead, or even living, benefactor. Popular 
enthusiasm could bestow divine honours on such heroes 
as dead pugilists and athletes. In the Roman Empire it 
seemed natural to offer sacrifice and burn incense to the 
divine emperor as a symbol of loyalty, much like standing 
for a national anthem today. 
Traditional Roman religion was a public cult, not private 

mysticism, and was upheld because it was the received 
way of keeping heaven friendly. To refuse participation 
appeared to be disloyal. The Jews could gain acceptance 
for their refusal by virtue of the undoubted fact that 
their monotheism was an ancestral national tradition. 
The Christians, however, did everything in their power 
to dissuade people from following the customs of their 
fathers, whether Gentiles or Jews, and thereby seemed to 
threaten the cohesion of society and the principle that 
each racial group was entitled to follow its national cus- 
toms in religion. 
If ancient religion was tolerant, the philosophical schools 

were seldom so. Platonists, Aristotelians, Stoics, Epicure- 
ans, and Skeptics tended to be very critical of one another. 
By the Ist century Bc, an eclecticism emerged; and by 
the 2nd century AD, there developed a common stock of 
philosophy shared by most educated people and by some 

Christianity 

professional philosophers, which derived metaphysics in- 
volving theories on the nature of Being from Plato, ethics 
from the Stoics, and logic from Anistotle. This eclectic 
Platonism provided an important background and spring- 
board for early Christian apologetics. Its main outlines 
appear already in Philo of Alexandria, whose thought in- 
fluenced not only perhaps the writer of the anonymous 
letter to the Hebrews in the New Testament but also the 
great Christian thinkers Clement of Alexandria, Origen, 

and Ambrose of Milan. Because of this widespread philo- 
sophical tendency, the Christian could generally assume 

some belief in Providence and assent to high moral im- 
peratives. Platonism in particular provided a metaphysical 
framework within which the Christians could interpret 
the entire pattern of creation, the Fall of humanity, the 
incarnation, redemption, the church, sacraments, and last 
things. 

THE INTERNAL DEVELOPMENT 

OF THE EARLY CHRISTIAN CHURCH 

The problem of jurisdictional authority. In the first 

Christian generation, authority in the church lay either 
in the kinsmen of Jesus or in those whom he had com- 
missioned as Apostles and missionaries. The Jerusalem 
church under James, the brother of Jesus, was the mother 

church. Paul admitted that if they had refused to grant 
recognition to his Gentile converts he would have laboured 
in vain. If there was an attempt to establish a hereditary 
family overlordship in the church, it did not succeed. 
Among the Gentile congregations, the Apostles sent by 
Jesus enjoyed supreme authority. As long as the Apostles 
lived, there existed a living authoritative voice to which 
appeal could be made. But once they all had died, there 
was an acute question regarding the locus of authority. 
The earliest documents of the 3rd and 4th Christian gen- 
erations are mainly concerned with this issue: what is 
the authority of the ministerial hierarchy? The apostolic 
congregations had normally been served by elders (Greek 
presbyteroi, “priests”) or overseers (episkopoi, “bishops”), 
assisted by attendants (diakonoi, “deacons”). The clergy 
were responsible for preaching, for administering baptism 
and Eucharist, and for distributing aid to the poor. In each 
city the president or senior member of the college (assem- 
bly) of presbyters naturally had some special authority; he 
corresponded with other churches and, when they were 
ordaining a new president, would go as the representative 
of his own community and as a symbol of the catholic- 
ity—the universality and unity—of the church of Christ. 
Ignatius, bishop of Antioch early in the 2nd century, 

wrote seven letters on his way to martyrdom at Rome 
that indicate how critical the centrifugal forces in the 
church had made the problem of authority. The bishop, 
he insisted, is the unique focus of unity without whose au- 
thority there is no sacrament and no church. A few years 
earlier the letter of Bishop Clement of Rome (c. AD 95) to 
the church at Corinth based the hierarchy’s authority on 
the concept of a historical succession of duly authorized 
teachers. Clement understood the clergy and laity to be 
essentially distinct orders within the one community, just 
as in the Old Testament there were high priests, priests, 
Levites (Temple functionaries), and laymen. The princi- 
ples of Clement and Ignatius became important when 
the church was faced by people claiming recognition for 
their special charismatic (spiritual) gifts and especially by 
Gnostic heretics claiming to possess secret oral traditions 
whispered by Jesus to his disciples and not contained in 
publicly accessible records such as the Gospels. 
The authority of the duly authorized hierarchy became 

enhanced by the outcome of another 2nd-century debate, 
about the possibility of absolution for sins committed after 
baptism. The Shepherd of Hermas, a book that enjoyed 
canonical status in some areas of the early church, enforced 

the point that excessive rigorism produces hypocrisies. By 
the 3rd century the old notion of the church as a soci- 
ety of holy people was being replaced by the conception 
that it was a school for frail sinners. In spite of protests, 
especially that of the schism led by the theologian and 
schismatic pope Novatian at Rome in 251, the final con- 
sensus held that the power to bind and loose (compare 
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Matthew 16:18-19), to excommunicate and absolve, was 
vested in bishops and presbyters by their ordination. 
Early Christianity was predominantly urban; peasants on 

farms were deeply attached to old ways and followed the 
paganism favoured by most aristocratic landowners. By AD 
400 some landowners had converted and built churches 
on their property, providing a “benefice” for the priest, 
who might often be one of the magnate’s servants. In the 
East and in North Africa each township normally had its 
own bishop. In the Western provinces bishops were fewer 
and were responsible for larger areas, which, from the 4th 
century onward, were called by the secular term dioces- 
es (administrative districts). In the 4th century pressure 

to bring Western custom into line with Eastern and to 
multiply bishops was resisted on the ground that it would 
diminish the bishops’ social status. By the end of the 3rd 
century the bishop of the provincial capital was acquiring 
authority over his colleagues: the metropolitan (from the 
4th century on, often entitled archbishop) was chief con- 
secrator of his episcopal colleagues. The bishops of Rome, 
Alexandria, and Antioch in the 3rd century were accorded 
some authority beyond their own provinces. Along with 
Jerusalem and Constantinople (founded in 330), these 
three sees (seats of episcopal authority) became, for the 
Greeks, the five patriarchates. The title papa (“father”) was 
for 600 years an affectionate term applied to any bishop to 
whom one’s relation was intimate; it began to be specially 
used of bishops of Rome from the 6th century and by the 
9th century was almost exclusively applied to them. 
From the beginning, the Christians in Rome were aware 

of special responsibilities for them to lead the church. 
About AD 165, memorials were erected at Rome to the 

Apostles Peter and Paul, to Peter in a necropolis on the 

Vatican Hill, and to Paul on the road to Ostia. The con- 

struction reflects a sense of being guardians of an apostolic 
tradition, a self-consciousness expressed in another form 
when, about 190, Bishop Victor of Rome threatened with 
excommunication Christians in Asia Minor who, follow- 
ing immemorial custom, observed Easter on the day of the 
Jewish Passover rather than (as at Rome) on the Sunday 
after the first full moon after the spring equinox. Stephen 
of Rome (256) is the first known pope to base claims to 
authority on Jesus’ commission to Peter (Matthew 16:18- 
19). 
Bishops were elected by their congregations—i.e., by the 

clergy and laity assembled together. But the consent of 
the laity decreased in importance as recognition by other 
churches increased. The metropolitan and other provincial 
bishops soon became just as important as the congrega- 
tion as a whole; and, though they could never successfully 

impose a man on a solidly hostile community, they could 
often prevent the appointment falling under the control of 
one powerful lay family or faction. From the 4th century 
on, the emperors occasionally intervened to fill important 
sees, but such occurrences were not a regular phenomenon 
(until the 6th century in Merovingian Gaul). 
The problem of scriptural authority. After the initial 

problems regarding the continuity and authority of the 
hierarchy, the greatest guarantee of true continuity and 
authenticity was found in the Scriptures. Christians in- 
herited (without debate at first) the Hebrew Bible as the 
Word of God to the people of God at a now superseded 
stage of their pilgrimage through history. If St. Paul’s 
Gentile mission was valid, then the Old Testament Law 
was viewed as no longer God’s final word to his peo- 
ple. Thus, the Hebrew Bible began to be called the old 
covenant. There was some hesitation in the church about 
the exact books included. The Greek version of the Old 
Testament (Septuagint) included books (such as the Wis- 
dom of Solomon, Ecclesiasticus, and others) that were not 
accepted in the Hebrew canon. Most, but not all, Gentile 
Christian communities accepted the Septuagintal canon. 
The 3rd-century Alexandrian theologian Origen and espe- 
cially the Latin biblical scholar Jerome (4th—Sth century) 
believed it imprudent to base theological affirmations on 
books enjoying less than universal recognition. The fact 
that in many English Bibles the parts of the Old Testa- 
ment accepted in the Septuagint but not in the Hebrew 
canon are often printed separately under the (misleading) 

title Apocrypha is a tribute to these ancient hesitations. 
The growth of the New Testament is more complex and 

controversial. First-century Christians used oral tradition 
more than writing to pass on the story of Jesus’ acts and 
words, often told in the context of preaching and teach- 

ing. No one thought they needed to be in writing to bear 
authority. Mark first conceived the plan of composing a 
connected narrative. Nevertheless, even after the Gospels 
were in common circulation, oral tradition was still current 
and could even be preferred. A carefully copied document, 
however, provided greater security against contamination 
of the tradition. The Synoptic Gospels seem to have been 
used by the Apologist Justin Martyr at Rome about AD 
150 in the form of an early harmony (or synthesis of 
the Gospels); to this, Justin’s Syrian pupil Tatian added 
the Gospel According to John to make his Diatessaron 
(according to the four), a harmony of all four Gospels 
so successful that in Mesopotamia (Tatian’s homeland) it 
virtually ousted the separate Gospels for 250 years. 
On a second grade of authority stood the apostolic letters, 

especially those of Paul. The main body of his correspon- 
dence was circulating as a corpus (body of writings) well 
before AD 90. 
Paul’s antitheses of law and grace, justice and goodness, 

and the letter and the spirit were extended further than 
Paul intended by the radical semi-Gnostic heretic Mar- 
cion of Pontus (c. 140-150), who taught that the Old 
Testament came from the inferior vengeful Jewish God 
of justice and that the New Testament told of the kindly 
universal Father. As the current texts of Gospels and let- 
ters presupposed some divine revelation through the Old 
Testament, Marcion concluded that they had been cor- 
rupted and interpolated by Judaizers. Marcion therefore 
established a fixed canon of an edited version of Luke’s 
Gospel and some of the Pauline Letters (expurgated), and 
no Old Testament at all. 
The orthodox reaction (by such theologians as Justin, Ire- 

naeus, and Tertullian in the 2nd century) was to insist on 
the Gospel as the fulfillment of prophecy and on creation 
as the ground of redemption. Reasons were found for ac- 
cepting the four already current Gospels, the full corpus of 
Pauline Letters, Acts, John’s Revelation (Apocalypse), and 
some of the Catholic Letters (these last—I, II, and III John, 
James, and Jude—were the subject of hesitations). On the 
authorship of the Letter to the Hebrews there were doubts: 
Rome rejected it as non-Pauline and Alexandria accepted 
it as Pauline. The list once established was a criterion (the 
meaning of “canon”) for the authentic Gospel of the new 
covenant and soon (by transference from the old) became 
entitled the New Testament. (The Greek word diathéké 
means both covenant and testament.) The formation of 
the canon meant that special revelation ended with the 
death of the Apostles and that no authority could be 
attached to the apocryphal gospels, acts, and apocalypses 
proliferating in the 2nd century. 
The problem of theological authority. Third, a check 

was found in the creed. At baptism, after renouncing “the 
devil and his pomps,” initiates declared their faith in re- 
sponse to three questions of the form: 
Do you believe in God the Father almighty? Do you believe 
in Jesus Christ his Son our Lord. ..? Do you believe in the 
Holy Spirit in the church and in the Resurrection? 

In time, these interrogations became the basis of declara- 
tory creeds, adapted for use by the clergy who felt them- 
selves required to reassure colleagues who were not espe- 
cially confident of their orthodoxy. The so-called Apostles’ 
Creed is a direct descendant of the baptismal creed used 
at Rome by ap 200. Each church (or region) might have 
its own variant form, but all had the threefold structure. 
The internal coherence given by creed, canon, and hi- 

erarchy was necessary both in the defense of authentic 
Christianity against Gnostic theosophical speculations and 
also in confronting pagan society. The strong coherence 
of the scattered congregations was remarkable to pagan 
observers. 
Early heretical movements. Gnosticism was the greatest 

threat to Christianity before 150 and somewhat thereafter. 
Gnostics taught that there is total opposition between this 
evil world and God. Redemption was viewed as libera- 
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tion from the chaos of a creation derived from either 
incompetent or malevolent powers, a world in which the 
elect are alien prisoners. The method of salvation was 
to discover the Kingdom of God within one’s elect soul 
and to learn how to pass the hostile powers barring the 
soul’s ascent to bliss. Gnosticism destroyed the notion of 
a historical disclosure of God. Its pessimism and dualism 
(in which matter was viewed as evil and spirit good) had 
disturbing moral consequences, involving both asceticism 
and libertinism. Its claims to a totally transcendent reve- 
lation were antirational, allowed for no natural goodness 

in the created order, and eliminated individual responsi- 

bility. Both the orthodox theologians and the pagan 3rd- 
century philosopher Plotinus dismissed Gnosticism as a 
pretentious but dangerous mumbo jumbo for misleading 
the half-educated. 
The orthodox stressed the need to adhere to tradition, 

which was attested by the churches of apostolic founda- 
tion. A more hazardous reply was to appeal to ecstatic 
prophecy. About AD 172 a quasi-pentecostal movement 
in Phrygia was led by Montanus with two prophetesses, 
reasserting the imminence of the end of the world. He 
taught that there was an age of the Father (Old Testament), 
an age of the Son (New Testament), and an age of the 
Spirit (heralded by the prophet Montanus). Montanism 
won its chief convert in the Latin theologian Tertullian 
of Carthage. Its claim to supplement the New Testament 
was generally rejected. 

RELATIONS BETWEEN CHRISTIANITY AND THE ROMAN 

GOVERNMENT AND THE HELLENISTIC CULTURE 

Church-state relations. The Christians were not re- 
spectful toward ancestral pagan customs. Their preaching 
of a new king sounded like revolution. The opposition of 
the Jews to them led to breaches of the peace. Thus the 
Christians could very well be unpopular, and they often 
were. Paul’s success at Ephesus provoked a riot to defend 
the cult of the goddess Artemis. In AD 64 a fire destroyed 
much of Rome; the emperor Nero killed a “vast multi- 
tude” of Christians as scapegoats. For the first time, Rome 
was conscious that Christians were distinct from Jews. But 
there probably was no formal senatorial enactment pro- 
scribing Christianity at this time. Nero’s persecution was 
local and short. Soon thereafter, however, the profession 

of Christianity was defined as a capital crime, though of 
a special kind because one gained pardon by apostasy (re- 
jection of a faith once confessed) demonstrated by offering 
sacrifice to the pagan gods or the emperor. Popular gossip 
soon accused the Christians of secret vices, such as eat- 

ing murdered infants (due to the secrecy surrounding the 
Lord’s Supper and the use of the words body and blood) 
and sexual promiscuity (due to the practice of Christians 
calling each other “brother” or “sister” while living as 
husband and wife). The governor of Bithynia in AD 111, 
the younger Pliny, told the emperor Trajan that to his 
surprise he discovered the Christians to be guilty of no 
vice, only of obstinacy and superstition. Nevertheless, he 
executed without a qualm those who refused to apostatize. 
Early persecutions were sporadic, caused by local condi- 

tions and depending on the attitude of the governor. The 
fundamental cause of persecution was that the Christians 
conscientiously rejected the gods whose favour was be- 
lieved to have brought success to the empire. But distrust 
was increased by Christian detachment and reluctance to 
serve in the imperial service and in the army. At any 
time in the 2nd or 3rd centuries, Christians could find 
themselves the object of unpleasant attention. A pogrom 
could be precipitated by a bad harvest, a barbarian attack, 
or a public festival of the emperor cult. Yet, long periods 
of peace occurred. In 248-250, when Germanic tribes 
threatened the empire, popular hostility culminated in the 
persecution under the emperor Decius (reigned 249-251): 
by edict all citizens were required to offer sacrifice and to 
obtain from commissioners a certificate witnessing to the 
act. Many of these certificates have survived. The require- 
ment created an issue of conscience, especially because 
certificates could be bought by bribes. Under renewed 
attack (257-259), the great bishop-theologian Cyprian of 
Carthage was martyred. The persecuting emperor Vale- 
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rian, however, became a Persian prisoner of war, and his 
son Gallienus issued an edict of toleration restoring con- 
fiscated churches and cemeteries. The church prospered 
from 261 to 303, but the empire suffered external attack, 
internal sedition, and rampant inflation. In February 303 
the worst of all persecutions erupted under the co-emper- 
ors Diocletian and Galerius. The persecutions ended and 

peace was reached with the Edict of Milan, a manifesto of 
toleration issued in 313 by the joint emperors Licinius and 
his Christian colleague Constantine. Disagreements about 
the point at which the state must be resisted led to long 
lasting schisms in Egypt (Melitianism) and North Africa 
(Donatism). 
Christianity and classical culture. St. Paul could quote 

such pagan poets as Aratus, Menander, and Epimenides. 
Clement of Rome cited the dramatists Sophocles and 
Euripides. Educated Christians shared this literary tradi- 
tion with educated pagans. The defenders of Christian- 
ity against pagan attack (especially Justin Martyr and 
Clement of Alexandria in the 2nd century) welcomed clas- 
sical philosophy and literature; they wished only to reject 
all polytheistic myth and cult and all metaphysical and 
ethical doctrines irreconcilable with Christian belief (e.g., 
Stoic materialism and Platonic doctrines of the transmi- 
gration of souls and the eternity of the world). Clement of 
Alexandria, second known head of the catechetical school 
at Alexandria, possessed a wide erudition in the main clas- 
sics and knew the works of Plato and Homer intimately. 
His successor at Alexandria, Origen, showed less interest 

in literary and aesthetic matters but was a greater scholar 
and thinker; he first applied the methods of Alexandrian 
philology to the text of the Bible. 
Nevertheless, both pagans and Christians instinctively 

assumed the unity of ancient culture and pagan religion; 
it was hard for Christians to attack paganism without 
seeming negative toward the totality of classical culture as 
well as disaffected toward the imperial government. The 
urgent eschatological hope of the earliest church had built 
into its ethic a deep detachment from this world’s goods, 

however beautiful they might be esteemed. This detach- 
ment emerged in one form in the evaluation of celibacy 
as superior to marriage, in another in a conscious re- 
nunciation of pretensions to high culture (in the manner of 
the not always popular or socially accepted pre-Christian 
Cynic philosophers with whom pagans found it natural to 
compare the Christians). The passionate urgency of the 
Christian mission admitted no distraction, an attitude that 
stamped any serious interest in science, history, or belles 
lettres with the stigma of worldliness. 
The attitude of the Christians toward other religions 

(except Judaism) was generally very negative. All forms 
of paganism—the Oriental mystery (salvational) religions 
of Isis, Attis, Adonis, and Mithra as well as the ancient 
cults of classical Greece and Rome—were regarded as the 
cults of evil spirits. Like the Jews, the Christians (unless 
Gnostic) were opposed to syncretism. With the exception 
of the notion of baptism as a rebirth, Christians generally 
and significantly avoided the characteristic vocabularies of 
the mystery religions. The mysteries of Isis, Attis, Adonis, 
and (to some extent, perhaps) Mithra were basically fer- 
tility rites to ensure good crops. They answered to needs 
different from those addressed by the Christian gospel. A 
Mithraic rite with bread and water was noted by Justin 
Martyr as a counterpart of the bread and wine of the 
Christian Eucharist. The spring rites mourning Attis’ death 
and then celebrating his revival at the festival known as 
the Hilaria offered a parallel to the ceremonies of Holy 
Week and Easter as developed in the 4th century. The 
point where parallel can be treated as influence, however, 
is a delicate matter to determine. Between Christianity and 
the pagan cults the most prominent difference consisted 

in the syncretistic tolerance of the latter; initiation into 
the mysteries of Isis did not mean renouncing allegiance 
to Apollo or Attis, whereas the Christian baptism required 
exclusive devotion. 
Many converts naturally brought old attitudes with them 

into the church. Amulets and peasant superstitions were 
long the object of critical attention by the clergy. The 
Christians tried to provide counter-attractions by placing 
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Christian festivals on the same days of the year as pagan 
feasts. Solar monotheism was popular in late 3rd-century 
paganism, and soon the Western churches were keeping 
the winter solstice (December 25) as Christ’s Nativity— 

the East kept January 6. Midsummer Day was replaced 
by the feast of John the Baptist. The church fought hard 
against the heathen celebration of January 1, but with 
little success. Only Easter (celebrating Christ’s Resurrec- 
tion) and Pentecost (celebrating the advent of the Holy 

Spirit) were feasts owing nothing to Gentile analogies for 
their origin; they both were derived from Jewish feasts. 
From the 5th century AD on, great pagan temples, such 

as the Parthenon in Athens, were gradually transformed 
into churches. 
Apologetics. The Christian Apologists of the 2nd cen- 

tury sought to drive a wedge between the pagan religion 
that they abhorred and the Greek philosophy that, with 
occasional reservations, they welcomed. Second-century 
Platonism found it easy to think of Mind (nous) or Rea- 
son (Logos) as divine power immanent within the world. 
Philo of Alexandria had spoken of the Logos as mediating 
between the transcendent God and this created order. The 
Logos theology was developed by Justin Martyr both to 
make a positive evaluation of the best elements in the 
Greek philosophical tradition and to make the incarnation 
of Christ intelligible to the Greek mind. But the Apolo- 
gists upset some of their fellow Christians by talking of the 
divine Logos as virtually a second God beside the Father 
and thus compromising the monotheism that the ortho- 
dox were defending against Gnostic dualism. The critics 
of the Logos theology, labeled Monarchians, affirmed 
that Father, Son, and Spirit were one God; the three 
names were epithets, not substantives. In the 3rd century 
a Roman presbyter, Sabellius, was excommunicated for 
this opinion, and the defenders of the Logos theology 
ousted the opponents of speculative apologetics. Clement 
of Alexandria and Origen provided the Greek churches 
with a Platonizing theology that was strongly opposed to 
the Monarchian position. 

THE EARLY LITURGY, THE CALENDAR, AND THE ARTS 

Paul’s letters mention worship on the first day of the week. 
In John’s Apocalypse, Sunday is called “the Lord’s day.” 
The weekly commemoration of the Resurrection replaced 
for Christians the synagogue meetings on Saturdays; the 
practice of circumcision was dropped, and initiation was 
by baptism; continuing membership of the church was 
signified by weekly participation in the Eucharist. Baptism 
in water in the name of Father, Son, and Holy Spirit was 
preceded by instruction (catechesis) and fasting. Persons 
about to be baptized renounced evil and, as they made 

the declaration of faith, were dipped in water; they then 
received by anointing and by the laying on of hands (con- 
firmation) the gift of the Holy Spirit and incorporation 
within the body of Christ, thus concluding the entire rite. 
Only the baptized were allowed to be admitted to the Eu- 
charist, when the words of Jesus at the Last Supper were 
recalled; the Holy Spirit was invoked upon the people of 
God making the offering, and the consecrated bread and 
wine were distributed to the faithful. Accounts of these 
rites are given in the works of Justin (c. 150) and especially 
in the Apostolic Tradition of Hippolytus of Rome (c. 220). 
To fall into a grave fault after baptism entailed exclu- 

sion. Excommunicated persons would continue to attend 
for the first part of the service, which included psalms, 
readings, and a sermon. Montanists, such as Tertullian, 

and the Roman schismatic Novatian denied the church’s 
power to grant absolution. Even Cyprian of Carthage 
found Novatian easier to criticize for schism than for rig- 
orism. But in the 3rd century a system of public penance 
emerged; it was allowed once a lifetime under condition 
of ascetic discipline. Penitents were restored to fellowship 
with church members by the laying on of hands. In time, 
less arduous and less public severities came to be required. 
Before the 4th century, worship was in private houses. 

A house church of ap 232 has been excavated at Doura- 
Europus on the Euphrates. Whereas pagan temples were 
intended as the residence of the god, churches were de- 

signed for the community. The rectangular basilica with 

an apse (semicircular projection to house the altar) was 
found especially suitable. The Doura-Europus church has 
Gospel scenes on the walls. But many Old Testament 
heroes also appear in the earliest Christian art; Jewish 

models probably were followed. The artists also adapted 
conventional pagan forms (good shepherd; praying persons 
with hands uplifted). Fishing scenes, doves, and lyres also 
were popular. In themselves neutral, they carried special 

meaning to the Christians. 

Vincenzo Biolghini 

The Good Shepherd (centre), Orantes with yplifted hands, and 
(in the four quarters) the story of Jonah with figures derived 
from Greek mythological prototypes. Ceiling painting in the 
catacombs of SS. Peter and Marcellinus, Rome, 3rd century. 

The words of several pre-Constantinian hymns survive 
(e.g., “Shepherd of tender youth,” by Clement of Alexan- 
dria), but only one with musical notation (Oxyrhynchus 
papyrus 1786 of the 3rd century). 
The earliest Christians wrote to convert or to edify, not 

to please. Their literature was not produced with aesthet- 
ic intentions. Nevertheless, the pulpit offered scope for 
oratory (as in Melito of Sardis’ Homily on the Pascha, 
c. 170). Desire for romance and adventure was satisfied 
by apocryphal Acts of the Apostles, recounting their trav- 
els, with continence replacing love. Justin and Irenaeus 
did not write for high style but simply to convey in- 
formation. Apologists hoping for well-educated readers, 
however, could not be indifferent to literary tastes. By 
AD 200 the most graceful living writer of Greek literature 
was Clement of Alexandria, the liveliest writer of Latin, 
Tertullian. Wholly different in temperament (Clement ur- 
bane and allusive, Tertullian vigorous and vulgar), both 
men wrote distinguished prose with regard to form and 
rhetorical convention. 
By the 3rd century the Bible needed explanation. Origen 

of Alexandria set out to provide commentaries and un- 
dertook for the Old Testament a collation of the various 
Greek versions with the original Hebrew. Many of his 
sermons and commentaries were translated into Latin by 
Tyrannius Rufinus and Jerome (c. 385-400); their learn- 
ing and passionate mystical aspiration shaped Western 
medieval exegesis (critical interpretive methods). 

THE ALLIANCE BETWEEN CHURCH AND EMPIRE 

Constantine the Great, declared emperor at York, Britain 
(306), was converted to Christianity (312), became sole 
emperor (324), virtually presided over the ecumenical 
Council of Nicaea (325), founded the city of Constantino- 
ple (330), and died in 337. In the 4th century he was 
regarded as the great revolutionary, especially in religion. 
He did not make Christianity the religion of the empire, 
but his foundation of Constantinople (conceived to be 
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the new Rome) as a Christian city profoundly affected 
the future political and ecclesiastical structure. Relations 
with old Rome were not to be cordial either in matters 
of church or state. Despite massive legislation (some at- 
tempting to express Christian ideals—e.g., making Sunday 
a rest day), he failed to check the drastic inflation that 
began about 250 and that soon created deep unrest and 
weakened the empire before the barbarian invasions of the 
5th century. 
Constantine brought the church out of its withdrawal 

from the world to accept social responsibility and helped 
pagan society to be won for the church. On both sides, 
the alliance of the church and emperor evoked opposi- 
tion, which among the Christians emerged in the monks’ 
retirement to the desert. Except for the brief reign of 
Julian the Apostate (361-363), pagans relapsed into pas- 
sive resistance. The quietly mounting pressure against 
paganism in the 4th century culminated in the decrees 
of Emperor Theodosius I (reigned 379-395), who made 
orthodox Christianity an ingredient of good citizenship. 
Under Theodosius many pagan temples were closed or 
even destroyed (e.g., the Alexandrian Serapeum). But un- 
til the time of Justinian (reigned 527-565), pagans were 
largely unmolested by the government. Heretics were more 
harshly treated. Ecclesiastical censures (from 314 on) were 
often enforced by the civil penalty of exile. One heretic, 
Priscillian, was even executed for witchcraft (385), but in 
the face of vehement church protests. 
The link between church and state was expressed in the 

civil dignity and insignia granted to bishops, who also 
began to be entrusted with ambassadorial roles. By 400 
the patriarch of Constantinople (to his avowed embarrass- 

ment) enjoyed precedence at court before all civil officials. 
In the writings of Ambrose (bishop of Milan, 374-397), 
“Roman” and “Christian” are almost synonyms. The 
Arian controversy (involving a denial of the divinity of 
Jesus) developed into a conflict between church and state 
when the emperor Constantius was supporting Arianism; 
and Ambrose enforced upon Theodosius submission to 
the church as its son, not its master. With an orthodox 

emperor, however, most Christians thought of church and 
empire as virtually coterminous. 
The church was significantly slow to undertake mission- 

ary work beyond the frontiers of the empire. The Goth 
Ulfilas converted the Goths to Arianism (c. 340-350) and 
translated the Bible, omitting, as unsuitable, warlike pas- 
sages of the Old Testament. The Goths passed their Arian 
faith on to other Germanic tribes, such as the Vandals. 
(The first tribe to become Catholic was the Franks, in 
about 506, soon to be followed by the Visigoths.) In the 
5th century the Western provinces were overrun by the 
barbarian Goths, Vandals, and Huns. The Roman Army 
had long drawn its recruits from the barbarian tribesmen 
and was itself now under barbarian generals. Theodosius 
I’s will placed his two sons under the guardianship of the 
barbarian general Stilicho, who effectively ruled until they 
were able to assume responsibility. In the 5th century, 
Western emperors exercised less power than generals, and 
the imperial succession ended when a German leader, 
Odoacer, decided (476) to rule without an emperor. The 
end of the line of Western emperors made little difference 
to either church or state. In the West the position of the 
papacy was enhanced by the decline of state power, and 
this prepared the way for the popes’ temporal sovereignty 
over parts of Italy (which they retained from the 7th to 
the 19th century). 
The barbarian invasions destroyed Western schools. 

Specifically church schools were first created in late antiq- 
uity. The main preservers and transmitters of ancient cul- 
ture, however, were the monks. Monasticism had begun in 
the Egyptian desert in the 4th century with Anthony the 
Hermit and with Pachomius, the first organizer of an as- 
cetic community under a rule of obedience. Basil, bishop 
of Caesarea Cappadociae (370-379), rejected the hermit 
ideal and insisted on communities with a rule safeguarding 
the bishop’s authority and with concrete acts of service to 
perform (e.g., hospital work and teaching). The monastic 
ideal quickly spread to the West but owed its decisive 
shape there to John Cassian of Marseille (c. 360-435) and 
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Benedict of Nursia (c. 480-c. 547). The manual work of 
monks often was the copying of manuscripts. Benedict’s 
contemporary Cassiodorus (c. 490-c. 585) had the works 

of classical authors copied (e.g., Cicero and Quintilian) as 
well as Bibles and the works of the early Church Fathers. 

THEOLOGICAL CONTROVERSIES 

OF THE 4TH AND 5TH CENTURIES 

Western controversies. Until about 250 most Western 

Christian leaders spoke Greek, not Latin (e.g., Irenaeus 
and Hippolytus). The main Latin theology came not 
from Rome but from North Africa (e.g., Tertullian and 
Cyprian). Tertullian wrote Against Praxeas, in which he 
discussed the doctrines of the Trinity and the Person of 
Christ. But in 251 Novatian’s schism at Rome diverted 
interest away from speculative theology to juridical ques- 
tions about the membership of the church and the validity 
of sacraments. These questions led to a schism between 
Rome and the churches of North Africa, which centred on 
a controversy at Carthage over ideas espoused by Donatus 
(313). The Donatist issue, which raised questions about 
the validity of the sacraments, involved the theology of 
Cyprian (bishop of Carthage, 248-258) and dominated 
all North African church life. Cyprian and the Donatists 
said that the validity of the sacraments depended on 
the worthiness of the minister; Rome and North African 
Christians in communion with Rome said that it did not 
because the sacraments received their validity from Christ, 
not man. Thus, even if inefficacious, baptism could be 
validly administered by a schismatic. Much of the great 
theologian Augustine’s energies as bishop of Hippo (from 
396 to 430) went into trying to settle the Donatist issue, 
in which he finally despaired of rational argument and 
reluctantly came to justify the use of limited coercion. 
The other major controversy of the Western Church was 

a more confused issue, namely, whether faith is caused 

by divine grace or human freedom. Augustine ascribed all 
credit to God. The British monk Pelagius protested that 
Augustine was destroying responsibility and denying the 
capacity of man to do what God commands. Both men 
applied inappropriate, impersonal categories of thought 
to the problem; and though Pelagianism was condemned, 
several of the extreme positions of Augustine (especially 
on predestination and the transmission of original sin) 
failed to receive the church’s cordial endorsement. 
Eastern controversies. In the Greek East, the 4th cen- 

tury was dominated by controversy about the propositions 
of Arius, an Alexandrian presbyter (c. 250-336), that the 
incarnate Lord who was born, wept, suffered, and died 
could not be one with the transcendent first cause of cre- 
ation who is beyond all suffering. The Council of Nicaea 
(325) condemned Arianism and affirmed the Son of God 
to be identical in essence with the Father. As this formula 
included no safeguard against Monarchianism, a long 
controversy followed, especially after Constantine’s death 
(337). Athanasius, bishop of Alexandria (reigned 328-373), 
fought zealously against Arianism in the East and owed 
much to Rome’s support, which made the controversy 
add to the tensions between East and West. These tensions 
survived the settlement of the Arian dispute when the 
Council of Constantinople (381) eliminated Arianism in 
the East but also asserted Constantinople to be the second 
see of Christendom, as the new Rome. This assertion was 
unwelcome to Alexandria, traditionally second city of the 
empire, and to Rome because it implied that the dignity 
of a bishop depended on the secular standing of his city. 
Rivalry between Alexandria and Constantinople led to 
the fall of John Chrysostom, patriarch of Constantinople 
(reigned 398-404), when he appeared to support Egyptian 
monks who admired the controversial theology of Origen. 
It became a major feature of the emerging Christological 
debate (the controversy over the nature of Christ). 
The Christological controversy stemmed from the rival 

doctrines of Apollinaris of Laodicea (flourished 360-380) 
and Theodore of Mopsuestia (c. 350-428), representatives 
of the rival schools of Alexandria and Antioch, respec- 
tively. At the Council of Ephesus (431), led by Cyril, 
patriarch of Alexandria (reigned 412-444), an extreme 
Antiochene Christology—taught by Nestorius, patriarch 
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of Constantinople—was condemned for saying that the 
man Jesus is an independent person beside the divine 
Word and that therefore Mary, the mother of Jesus, may 
not properly be called mother of God (Greek theotokos, 
or “God-bearer”). Cyril’s formula was “one nature of the 
Word incarnate.” A reaction led by Pope Leo I (reigned 
440-461) against this one-nature (Monophysite) doctrine 
culminated in the Council of Chalcedon (451), which af- 
firmed Christ to be two natures in one person (hypostasis). 
Thus, the Council of Chalcedon alienated Monophysite 
believers in Egypt and Syria. 

During the next 250 years the Byzantine emperors and 
patriarchs desperately sought to reconcile the Monophy- 
sites. Three successive attempts failed: (1) under the 

emperor Zeno (482) the Henotikon (union formula) of- 
fended Rome by suggesting that Monophysite criticism 
of Chalcedon might be justified; (2) under the emperor 
Justinian the Chalcedonian definition was glossed by con- 
demning the “Three Chapters,” which includes the writ- 
ings of Theodore of Mopsuestia, Theodoret, and Ibas, all 
strong critics of Cyril of Alexandria’s theology and of 
Monophysitism; the Syrian Monophysite Jacob Baradaeus 
reacted to this by creating a rival Monophysite episcopate 
and permanent schism; (3) under the emperor Heraclius 
(reigned 610-641) the Chalcedonians invited the Mono- 
physites to reunite under the formula that Christ had 
two natures but only one will (Monothelitism), but this 
reconciled almost no Monophysites and created divisions 
among the Chalcedonians themselves. Chalcedon’s “two 
natures” continues to be rejected by the Armenian Apos- 
tolic Church, Coptic Orthodox Church, Ethiopian Ortho- 
dox Church, and Syrian Orthodox Patriarchate of Antioch 
(Syrian Jacobites). 

POPULAR CHRISTIANITY IN THE LATE EMPIRE 

The continuity of pre-Christian antiquity and Christian 
society is nowhere more apparent than in popular re- 
ligious practice. Pagans were normally devoted to local 
shrines of particular gods. The church tried to meet this 
psychological need by establishing shrines of martyrs. The 
martyr cult, a matter of private devotion from 150 un- 
til 250, became so popular after the Decian persecution 
that official control was required. Invocation of Mary as 
“mother of God” is first attested in a 3rd-century papyrus. 
At Rome the shrines of Peter and Paul, where Constantine 
built basilicas, attracted many pilgrims. The holy places 
in Jerusalem and Bethlehem, however, were preeminent. 

Preachers might warn that pilgrimage did not necessarily 
bring one nearer to God and that one must not worship 
the martyrs being venerated, but at the popular level such 

exhortations seemed sophisticated. The bones of martyrs 
and other holy persons were so treasured that a traffic in 
bogus relics was created. By 400, particular saints were 
being invoked for particular needs (one for health, another 
for fertility, travel, prediction, or the detection of perjury). 
When the barbarian leader Alaric’s Goths sacked Rome 
(410), citizens asked why Peter and Paul had failed to 
protect their city. 

Pagan critics said that the old gods, true givers of suc- 
cess and miracle, were offended by neglect. To meet such 
criticisms the churches found it necessary to provide sim- 
ilar assurances of success, miraculous cures, and patron 

saints. By the 6th century, wonder-working shrines, cloths 
that had touched holy relics, and pictures (icons) were 
invested with numinous (spiritual) power. Because of the 
antielitist ideology of the Christian tradition, even highly 
educated figures such as Augustine and Pope Gregory 
I the Great (reigned 590-604) were sympathetic to this 
popular movement. It became a means of winning the 
barbarian tribesmen. 

LITURGY AND THE ARTS AFTER CONSTANTINE 

The veneration of martyrs and the growth of pilgrimages 
stimulated liturgical elaboration. Great centres (Jerusalem 
and Rome, in particular) became models for others, which 
encouraged regional standardization and cross-fertilization. 
Though the pattern of the eucharistic liturgy was settled 
by the 4th century, there were many variant forms, espe- 
cially of the central prayer called by the Greeks anaphora 
(“offering”) and by the Latins canon (“prescribed form”). 
Liturgical prayers of Basil of Caesarea became widely in- 
fluential in the East. Later, liturgies were ascribed to local 
saints and heroes: Jerusalem’s to St. James, Alexandria’s 
to St. Mark, and Constantinople’s to John Chrysostom. 
The spirit of Greek liturgies encouraged rich and imagina- 
tive prose. Latin style was restrained, with epigrammatic 
antitheses; and the Roman Church changed from Greek 
to Latin about AD 370. The Canon of the Latin mass as 
used in the 6th century was already close to the form it 
has since retained. 
Music also became elaborate, with antiphonal psalm 

chanting. Some reaction came from those who believed 
that the music was obscuring the words. Both Athana- 
sius of Alexandria and Augustine defended music on the 

De Antonis 

Christ as Ruler, with the Apostles and Evangelists (represented by the beasts). The female 
figures are believed to be either Santa Pudenziana and Santa Praxedes or symbols of the Jewish and Gentile churches. Mosaic in the apse of Santa Pudenziana, Rome, AD 401-417. 
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condition that the sense of the words remained primary 
in importance. The Latin theologians Ambrose of Mi- 
lan, Prudentius, and Venantius Fortunatus provided Latin 
hymns of distinction. The ascription of the Roman chants 
(Gregorian) to Pope Gregory I the Great was first made 
in the 9th century. In the Greek East in the time of Jus- 
tinian, Romanos Melodos created the kontakion, a long 

poetic homily. 
Architecture was stimulated by Constantine’s great build- 

ings at Jerusalem and Rome. The exteriors of these 
churches remained simple, but inside they were richly or- 
namented with marble and mosaic, the decoration being 
arranged on a coherent plan to represent the angels and 
saints in heaven with whom the church on earth was join- 
ing for worship. An enormous number of churches built 
in and after the 4th century have been excavated. The 
outstanding buildings that survive largely intact belong to 
the age of Justinian (6th century) and are at Constantino- 
ple and Ravenna. 
The veneration of saints led to the production of a spe- 

cific category of literature known as hagiography. If avail- 
able, authentic tradition would be used; but if there was 
none, the writers felt quite free to create a biography from 
conventional materials and elements of folklore. The lives 
of saints belong to the poetry of the Middle Ages but are 
important to the historian as documents of social history. 
The first church historian was Eusebius, bishop of Cae- 

sarea in the 4th century, who collected records up to the 
advent of Constantine. His work was translated and con- 
tinued in Latin by Tyrannius Rufinus of Aquileia. The 
history of the church from Constantine to about 430 was 
continued by three Greek historians: Socrates Scholasti- 
cus, Sozomen, and Theodoret (whose works were adapted 
for the Latin world by Cassiodorus). Ecclesiastical history 
from 431 to 594 was chronicled by Evagrius Scholasticus. 
The consequences of Chalcedon as interpreted by Mo- 
nophysite historians were recorded by Timothy Aelurus, 
Zacharias Scholasticus, and John of Nikiu. 
The monastic movement produced its own special liter- 

ature, especially the classic Life of St. Antony by Atha- 
nasius, the collections of sayings of the Desert Fathers, 
John Climacus’ Heavenly Ladder, and Moschus’ Spiri- 
tual Meadow. 
The Arian and Christological controversies produced 

important polemical writers—Athanasius, the three Cap- 
padocian Fathers (Basil, Gregory of Nazianzus, and Greg- 
ory of Nyssa), Cyril of Alexandria, and Theodoret. After 
500, Monophysite theology had eminent figures—Severus 
of Antioch and the Alexandrian grammarian John Philo- 
ponus, who was also a scientist and a commentator on 
Aristotle. But much theology was non-polemical—e.g., 
catechesis and biblical commentaries. In the 6th century, 
“chains” (catenae) began to be produced in which the 
reader was given a summary of the exegesis of a succession 
of commentators on each verse. 
In the West, Hilary of Poitiers, Ambrose of Milan, and, 

above all, the incomparable scholar Jerome (translator of 
the standard Latin Bible, or Vulgate) gave Latin theology 
confidence and so made possible the massive achievement 
of Augustine—the exquisite prose of his Confessions and 
his majestic treatises On the Trinity and The City of God. 

POLITICAL RELATIONS BETWEEN EAST AND WEST 

The old tensions between East and West were sharpened 
by the quarrels about Chalcedon. In Rome every conces- 
sion made by Constantinople toward the Monophysites 
increased the distrust. Justinian’s condemnation of the 
Three Chapters (Fifth Council, Constantinople, 553) was 
forced on a reluctant West, where it created temporary 
schisms but was eventually accepted. From the time of 
Pope Gregory I the Great the papacy—encouraged by the 
successful mission to the Anglo-Saxons—was looking as 
much to the Western barbarian kingdoms as to Byzantium. 
In the 7th century the Eastern Empire was fighting for 

its life, first against the Persians and then the Arabs, and 
the Balkans were occupied by the Slavs. The submergence 
of Alexandria, Antioch, and Jerusalem under Muslim rule 
left the patriarch of Constantinople with enhanced au- 
thority, whereas the Slav invasions drove a wedge between 
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East and West that encouraged separate developments. 

The attempts of the Byzantine emperors to force the 
papacy to accept the Monothelite (one-will) compromise 
produced a martyr pope, Martin (reigned 649-655); the 
story of his tortures did nothing to make Rome love 
the Byzantines. When the Monothelite heresy was finally 
rejected at the Sixth Council (Constantinople, 680-681), 
the imprudent pope Honorius (reigned 625-638), who 
had supported Monothelitism, was expressly condemned, 
which distressed Roman defenders of papal prerogatives. 
Greek hostility to the West became explicit in the canons 
of a council held at Constantinople (Quinisext, 692) that 
claimed to have ecumenical status but was not recog- 
nized in Rome. 
From 726 on, Byzantium was absorbed in the iconoclas- 

tic (destruction of images) debate, which became a struggle 
not only to keep icons but also to combat the subjection 
of the church to the will of the emperor. The imperial 
attack on images was severely criticized in the West. Yet, 
after the Greek iconoclasts were condemned at the Sev- 
enth Council (Nicaea, 787), the bishops of the Frankish 
king Charlemagne at the synod of Frankfurt in Ger- 
many (794)—with the reluctant consent of Pope Adrian 
I (reigned 772-795)—censured the decision. A renewed 
upsurge of iconoclasm in the East (815-843) produced 
a counterreaction in the West, and ultimately the West 
accepted the decisions of the Seventh Council. Icons were 
differently evaluated in the Western churches, where holy 
pictures were viewed as devotional aids, not, as was the 

case in the East, virtually sacramental media of salvation. 
The greatest protagonist of icons was John of Damas- 

cus, an Arab monk in Muslim Palestine, who was the 

author of an encyclopaedic compendium of logic and 
theology. Within the empire, Theodore Studites, abbot of 
the Studium (monastery) near Constantinople, vigorously 
attacked iconoclasm; he also led a revival of monasticism 

and stressed the importance of copying manuscripts. His 
ideals passed to the monastic houses that began to appear 
on Mount Athos from 963 onward. 
The hostility between the iconoclast emperors and the 

popes encouraged the 8th-century popes to seek a pro- 
tector. This was provided by the rise of Charles Martel 
(reigned 719-741) and the Franks. The Frankish kings 
guarded Western Church interests, and the papal—-Frank- 
ish alliance reached its climax in the papal coronation of 
Charlemagne as the first Holy Roman emperor at Rome 
on Christmas Day, 800—the Holy Roman Empire lasted 
until 1806. Charlemagne exercised immense authority 
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Pope Leo III crowning Charlemagne as emperor, AD 800, 
miniature in the Grandes Chroniques de France, manuscript 
illuminated by Jean Fouquet, c. 1460. In the Bibliothéque 
Nationale, Paris (MS. fr. 6465). 
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over the Western Church, and the revival of church life 
produced controversies about predestination (Gottschalk, 
Erigena, Hincmar of Reims) and the Eucharist (Paschasius 
Radbertus, Ratramnus, Rabanus Maurus). The Christo- 

logical controversy was revived with a Spanish dispute as 
to whether Christ was adopted to be Son of God. 
In the chaos of the rapid Frankish decline, the papacy 

was glad to look again to Constantinople for protection. 
The emperor Basil I (reigned 867-886), founder of the 
Macedonian dynasty, could not prevent the Arabs from 
taking Sicily, but he was able to reestablish Byzantine 
control in southern Italy. 
In the 10th century, however, the West passed under the 

control of the Ottonian dynasty in Germany. The Ottos, 
accustomed to the system in which great landowners built 
and owned the churches on their estates as private prop- 
erty, treated Rome and all important sees in this spirit. 
Bishops were appointed on royal nomination and forbid- 
den to appeal to Rome. 
The rise of Islam and the Arab campaign to subjugate 

unbelievers by military conquest broke upon the Byzan- 
tine Empire in 634, just as it was exhausted after defeating 
Persia. The will to resist was wholly absent. Moreover, the 

provinces initially overrun, Syria (636) and Egypt (641), 
were already alienated from the Byzantine government 
that was persecuting Monophysites in those areas. In 678 
and again in 718, the Arabs were at the walls of Con- 
stantinople. In the West their defeat by Charles Martel at 
Poitiers, Fr. (732), limited their advance to the Pyrenees. 
The Monophysite Copts in Egypt and Syrian Jacobites 
(followers of Jacob Baradaeus) soon found that they en- 
joyed greater toleration under Muslim Arabs than under 
Chalcedonian Byzantines, just as in later times the Greeks 
were to discover more religious freedom under Turkish 
than under Latin rule. In the 8th century the Muslims 
were more a military than a theological threat, and a 
considerable time passed before Christian and Muslim 
theologians engaged in serious dialogue. 

LITERATURE AND ART OF THE “DARK AGES” 

The Monothelite and iconoclastic controversies produced 
herculean theological endeavours: the criticism of Monoth- 
elitism by the monk Maximus the Confessor (580-662) 
was based upon subtle and very careful considerations of 
the implications of Chalcedon. The great opponents of 
iconoclasm, John of Damascus and Theodore Studites, 
also composed hymns and other theological treatises. 
Greek mystical theology had an outstanding representa- 
tive in Symeon the New Theologian (949-1022), abbot 
of St. Mamas at Constantinople, whose doctrines about 
light visions anticipated the hesychasm (quietistic prayer 
methods) of Gregory Palamas in the 14th century. But the 
most learned theologian of the age was beyond doubt the 
patriarch Photius (see below The Photian schism). 
Iconoclasm was not an anti-intellectual, anti-art move- 

ment. The iconoclasts everywhere replaced figures with 
the cross or with exquisite patterns. The ending of icon- 
oclasm in 843 (the restoration of orthodoxy), however, 
liberated the artists adept in mosaic and fresco to portray 
figures once again, spurring a new revival of decoration. 
Music also became more elaborate; the kontakion was 

replaced by the kanon, a cycle of nine odes, each of six to 
nine stanzas and with a different melody. The kanon gave 
more scope to the musicians by providing greater variety. 
Byzantine hymns were classified according to their mode, 
and the mode changed each week. Besides John of Damas- 
cus and Theodore Studites, the great hymn writers of this 
period were Cosmas of Jerusalem and Joseph of Studium. 
The so-called Dark Ages in the West produced vir- 

tually no sculpture or painting—other than illuminated 
manuscripts, of which marvelous specimens were made 
(e.g., the Book of Kells and the Lindisfarne Gospels). 
The Irish and Anglo-Saxon monks did not construct no- 
ble buildings but knew how to write and to illuminate a 
book. In the age of Charlemagne exquisite calligraphy was 
continued (e.g., the Utrecht Psalter), with intricate ivory 
and metalwork of superb finesse. Great buildings also be- 
gan to emerge, partly based on Byzantine models, such 
as the churches at Ravenna. The Ottonian renaissance in 

Germany encouraged even more confidently the erection 
of church buildings, producing such masterpieces as the 
surviving cathedrals at Hildesheim and Spires and setting 
out a characteristically German style of architecture. 
The barbarian kingdoms soon produced their own Chris- 

tian literature: Gregory of Tours wrote the history of 
the Franks, Isidore of Seville that of the Visigoths, and 
Cassiodorus that of the Ostrogoths. Isidore, utilizing his 
vast reading, compiled encyclopaedias on everything from 
liturgical ceremonies to the natural sciences. The outstand- 
ing figure of this incipient “nationalist” movement was the 
English monk Bede, whose Ecclesiastical History of the 
English People was completed in 731 and whose exegetical 
works came to stand beside Augustine and Gregory I the 
Great as indispensable for the medieval student. 

MISSIONS AND MONASTICISM 

The Arian barbarians soon became Catholics, including, by 

700, even the Lombards in northern Italy. There remained 

immense areas of Europe, however, to which the Gospel 
had not yet been brought. Gregory I the Great evangelized 
the Anglo-Saxons, who in turn sent missionaries to north- 
western Europe—Wilfrid and Willibrord to what is now 
The Netherlands, and Boniface to Hesse, Thuringia, and 
Bavaria. In consequence of Boniface’s work in Germany, 
a mission to Scandinavia was initiated by Ansgar (801- 
865), and the mission reached Iceland by 996. In the 10th 
century the mission from Germany moved eastward to 
Bohemia, to the Magyars, and (from 966) to the Poles. By 
1050 most of Europe was under Christian influence with 
the exception of Muslim Spain. 
In the Byzantine sphere, early missions went to the Hun- 

nish tribesmen north of the Caucasus. The Nestorians, 
entrenched in Persia, carried the Gospel to the Turkmen 

and across Central Asia to China. In the 9th century the 
mission to the Slavs began with the work of Cyril and 
Methodius, who created a Slavonic alphabet and trans- 
lated the Bible into the Slavonic language. Although their 
labours in Moravia were undermined by Frankish clergy, 
it was their achievement that made possible the faith and 
medieval culture of both Russia and Serbia. 
The Benedictine Rule—initiated by Benedict of Nursia— 

succeeded in the West because of its simplicity and re- 
straint; more formidable alternatives were available in the 

6th century. By 800, abbeys existed throughout western 
Europe, and the observance of Benedict’s Rule was fos- 
tered by Charlemagne and his son Louis the Pious. These 
houses, such as Bede’s monastery at Jarrow (England) 
or the foundations of Columban (c. 543-615) at Luxeuil 
(France) and Bobbio (Italy), became centres of study and 
made possible the Carolingian renaissance of learning. 
In this renaissance the 8th-century English scholar Al- 
cuin and his monastery at Tours occupy the chief place. 
Around monasteries and cathedrals, schools were created 

to teach acceptable Latin, to write careful manuscripts, 
and to study not only the Bible and writings of the Church 
Fathers but also science. Scribes developed the beautiful 
script that was known as Carolingian minuscule. The Car- 
olingian renaissance was short-lived, however, and decay 

began to set in (850-950) and was not checked until the 
foundation of the monastery at Cluny (France) in 909. 
Monasticism in 9th-century Byzantium was centred upon 

the Studites, who came to be a faction against the court. 
A remoter and otherworldly asceticism developed with 
the foundation of monasteries on Mount Athos (Greece) 
from 963 onward. A distinctive feature of Athonite mo- 
nasticism was that nothing female was to be allowed on 
the peninsula. 

THE PHOTIAN SCHISM AND THE GREAT EAST—WEST SCHISM 

The Photian schism. The end of iconoclasm (843) left 
a legacy of faction. Ignatius, patriarch of Constantinople 
intermittently from 847 to 877, was exiled by the govern- 
ment in 858 and replaced by Photius, a scholarly layman 
who was head of the imperial chancery—he was elected 
patriarch and ordained within six days. Ignatius’ support- 
ers dissuaded Pope Nicholas I (reigned 858-867) from 
recognizing Photius. Nicholas was angered by Byzantine 
missions among the Bulgars, whom he regarded as be- 
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Virgin Mary with (left) Justinian, holding a model of Hagia Sophia, and (right) Constantine, 
holding a model of the city of Constantinople. Mosaic from Hagia Sophia, 9th century. 
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longing to his sphere. When Nicholas wrote to the Bulgars 
attacking Greek practices, Photius replied by accusing the 
West of heretically altering the creed in saying that the 
Holy Spirit proceeds from the Father and from the Son 
(Filioque). He declared Pope Nicholas deposed (867), but 
his position was not strong enough for such imprudence. 
A new emperor, Basil the Macedonian, reinstated Ig- 

natius; and in 869 Nicholas’ successor, Adrian II (reigned 
867-872), condemned Photius and sent legates to Con- 
stantinople to extort submission to papal supremacy from 
the Greeks. The Greeks resented the papal demands, and 
when Ignatius died in 877 Photius quietly became pa- 
triarch again. Rome (at that moment needing Byzantine 
military support against Muslims in Sicily and southern 
Italy) reluctantly agreed to recognize Photius, but on the 
condition of an apology and of the withdrawal of Greek 
missions to the Bulgars. Photius acknowledged Rome as 
the first see of Christendom, discreetly said nothing explic- 
itly against the Filioque clause, and agreed to the provision 
that the Bulgars could be put under Roman jurisdiction 
providing that Greek missions were allowed to continue. 
The main issue in the Photian schism was whether 
Rome possessed monarchical power of jurisdiction over all 
churches (as Nicholas and Adrian held), or whether Rome 
was the senior of five semi-independent patriarchates (as 
Photius and the Greeks thought) and therefore could not 
canonically interfere with the internal affairs of another 
patriarchate. 
The great East-West schism. The mutual distrust 

shown in the time of Photius erupted again in the mid- 
dle of the 11th century after papal enforcement of Latin 
customs upon Greeks in southern Italy. The patriarch of 
Constantinople, Michael Cerularius, closed Latin churches 
in Constantinople as a reprisal. Cardinal Humbert came 
from Italy to protest, was accorded an icy reception, and 
left a bull of excommunication (July 16, 1054) on the altar 
of the great church of Hagia Sophia. The bull anathema- 
tized (condemned) Michael Cerularius, the Greek doctrine 
of the Holy Spirit, the marriage of Greek priests, and the 
Greek use of leavened bread for the Eucharist. 
At the time, the breach was treated as a minor storm 

in which both sides had behaved with some arrogance. 
As Greeks and Latins became more estranged, however, 

people looked back on the events of 1054 as the moment 
of the final breach between East and West. (Not until 
Dec. 7, 1965, were the mutual excommunications of 1054 
abolished, by Pope Paul VI and the ecumenical patriarch 
Athenagoras I.) (H.Cha.) 

FROM THE SCHISM TO THE REFORMATION 

Differences between the Eastern and Western churches. 
A major factor in the consolidation and expansion of 
Christianity in the West was the growth in the prestige and 
power of the bishop of Rome. Pope Leo I the Great made 
the primacy of the Roman bishop explicit both in theory 
and in practice and must be counted as one of the most 
important figures in the history of the centralization of 
authority in the church. The next such figure was Gregory 
I the Great, whose work shaped the worship, the thought, 
and the structure of the church as well as its temporal 
wealth and power. 

Even while still a part of the universal church, Byzantine 
Christianity had become increasingly isolated from the 
West by difference of language, culture, politics, and reli- 
gion and followed its own course in shaping its heritage. 
The Eastern churches never had so centralized a polity as 
did the church in the West but developed the principle 
of the administrative independence or “autocephaly” of 
each national church. During the centuries when Western 
culture was striving to domesticate the German tribes, 
Constantinople, probably the most civilized city in Chris- 
tendom, blended classical and Christian elements with a 
refinement that expressed itself in philosophy, the arts, 
statecraft, jurisprudence, and scholarship. A thinker such 
as Michael Psellus in the 11th century, who worked in 
several of these fields, epitomizes this synthesis. It was 
from Byzantine rather than from Roman missionaries that 
Christianity came to most of the Slavic tribes, including 
some who eventually sided with Rome rather than Con- 
stantinople; Byzantium was also the victim of Muslim 
aggressions throughout the period known in the West as 
the Middle Ages. Following the pattern established by the 
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emperors Constantine and Justinian, the relation between 
church and state in the Byzantine empire coordinated the 
two in such a way as to sometimes subject the life and 
even the teaching of the church to the decisions of the 
temporal ruler—the phenomenon often, though impre- 

cisely, termed caesaropapism. 
All these differences between the Eastern and Western 

parts of the church, both the religious differences and 
those that were largely cultural or political, came together 
to cause the schism between the two. The break in 1054 
was followed by further evidences of alienation—in the 
13th century, in the sack of Constantinople by Western 
Christians in 1204 and the establishment of the Latin pa- 
triarchate there; and in the 15th century, after the failure 
of the union of Florence and after the fall of Constantino- 
ple to the Turks in 1453. 
Papacy and empire. Conflict with the East was both a 

cause and an effect of the distinctive development of West- 
ern Christianity during the Middle Ages. If popes Leo I 
and Gregory I may be styled the architects of the medieval 
papacy, popes Gregory VII (reigned 1073-85) and Inno- 
cent III (reigned 1198-1216) should be called its master 
builders. Gregory VII reformed both the church and the 
papacy from within, establishing the canonical and moral 
authority of the papal office when it was threatened by 
corruption and attack; in the pontificate of Innocent III 
the papal claims to universality reached their zenith at all 
levels of the life of the church. Significantly, both these 
popes were obliged to defend the papacy against the Holy 
Roman emperor and other temporal rulers. The battle 
between the church and the empire is a persistent theme 
in the history of medieval Christianity. Both the involve- 
ment of the church in feudalism and the participation of 
temporal rulers in the Crusades can be read as variations 
on this theme. Preoccupied as they usually are with the 
history of the church as an institution and with the life 
and thought of the leaders of the church, the documentary 

sources of knowledge about medieval Christianity make it 
difficult for the social historian to descry “the religion of 
the common man” during this period. Both the “age of 
faith” depicted by neo-Gothic Romanticism and the “Dark 
Ages” depicted by secularist and Protestant polemics are 
gross oversimplifications of history. Faith there was during 
the Middle Ages, and intellectual darkness and supersti- 

tion too; but only that historical judgment of medieval 
Christianity is valid that discerns how subtly faith and 
superstition can be blended in human piety and thought. 
Medieval thought. No product of medieval Christian- 

ity has been more influential in the centuries since the 
Middle Ages than medieval thought, particularly the phi- 
losophy and theology of Scholasticism, whose outstanding 
exponent was Thomas Aquinas (1224/25-1274). The the- 
ology of Scholasticism was an effort to harmonize the 
doctrinal traditions inherited from the Fathers of the early 
church and to relate these traditions to the intellectual 
achievements of classical antiquity. Because many of the 
early Fathers both in the East and in the West had de- 
veloped their theologies under the influence of Platonic 
modes of thought, the reinterpretation of these theologies 
by Scholasticism required that the doctrinal content of the 
tradition be disengaged from the metaphysical assumptions 
of Platonism. For this purpose the recovery of Aristotle— 
first through the influence of Aristotelian philosophers and 
theologians among the Muslims, and eventually, with help 
from Byzantium, through translation and study of the au- 
thentic texts of Aristotle himself—seemed providential to 
the Scholastic theologians. Because it managed to combine 
a fidelity to Scripture and tradition with a positive, though 
critical, attitude toward the “natural” mind, Scholasticism 
is a landmark both in the history of Christianity and in 
the history of Western culture, as a symbol (depending 
upon one’s own position) either of the Christianization of 
society and culture or of the betrayal of Christianity to the 
society and culture of the Middle Ages. 
Reformation. The latter interpretation of Scholasticism 

and of the medieval church itself animated the Protes- 
tant Reformation. Protestantism differed from the vari- 
ous protest movements during the later Middle Ages by 
the thoroughness of its polemic against the ecclesiastical, 

theological, and sacramental developments of Western 
Catholicism. Initially the Protestant Reformers maintained 
the hope that they could accomplish the reformation of 
the doctrine and life of the church from within, but this 
proved impossible either because of the intransigency of 
the church, the extremism of the Protestant movements, 
or the political and cultural situation—or because of all of 
these factors. The several parties of the Reformation may 
be conveniently classified according to the radicalism of 
their protest against medieval theology, piety, and polity. 
The Anglican Reformers, as well as Martin Luther and his 
movement, were, in general, the most conservative in their 
treatment of the Roman Catholic tradition; John Calvin 
and his followers were less conservative; the Anabaptists 
and other groups in the left wing of the Reformation were 
least conservative of all. Despite their deep differences, 
almost all the various Reformation movements were char- 
acterized by an emphasis upon the Bible, as distinguished 
from the church or its tradition, as the authority in reli- 
gion; by an insistence upon the sovereignty of free grace in 
the forgiveness of sins; by a stress upon faith alone, without 
works, as the preconditions of acceptance with God; and 
by the demand that the laity assume a more significant 
place in both the work and the worship of the church. 
The Reformation was launched as a movement within 

the established Christianity that had prevailed since Con- 
stantine. It envisaged neither schism within the church nor 
the dissolution of the Christian culture that had developed 
for more than a millennium. But when the Reformation 
was over, both the church and the culture had been rad- 
ically transformed. In part this transformation was the 
effect of the Reformation; in part it was the cause of the 
Reformation. The voyages of discovery, the beginnings of 
a capitalist economy, the rise of modern nationalism, the 
dawn of the scientific age, the culture of the Renaissance— 

all these factors, and others besides, helped to break up 
the “medieval synthesis.” Among these factors, however, 
the Reformation was one of the most important and, cer- 
tainly for the history of Christianity, the most significant. 
For the consequences of the Reformation, not in intention 

but in fact, were a divided Christendom and a secularized 
West. Roman Catholicism, no less than Protestantism, has 

developed historically in the modern world as an effort 
to adapt historic forms to the implications of these con- 
sequences. Established Christianity, as it had been known 
in the West since the 4th century, ended after the Refor- 
mation, though not everywhere at once. 

MODERN CHRISTIANITY 

Paradoxically, the end of “established Christianity” in the 
old sense resulted in the most rapid and most widespread 
expansion in the history of the church. The Christian- 
ization of the Americas and the evangelization of Asia, 
Africa, and Australasia for the first time gave geographic 
substance to the Christian title “ecumenical.” Growth in 
areas and in numbers, however, need not be equivalent 
to growth in influence. Despite its continuing strength 
throughout the modern period, Christianity retreated on 
many fronts and lost much of its prestige and authority 
both politically and intellectually. 
During the formative period of modern Western history, 

roughly from: the beginning of the 16th to the middle 
of the 18th century, Christianity participated in many 
of the movements of cultural and political expansion. 
The explorers of the New World were followed closely 
by missionaries—that is, when the two were not in fact 
identical. Protestant and Roman Catholic clergymen were 
prominent in politics, letters, and science. Although the 
rationalism of the Enlightenment alienated many people 
from the Christian faith, especially among the intellectuals 
of the 17th and 18th centuries, those who were alienated 
often kept a loyalty to the figure of Jesus or to the teach- 
ings of the Bible even when they broke with traditional 
forms of Christian doctrine and life. Citing the theological 
conflicts of the Reformation and the political conflicts that 
followed upon these as evidence of the dangers of religious 
intolerance, representatives of the Enlightenment gradu- 
ally introduced disestablishment, toleration, and religious 
liberty into most Western countries; in this movement 
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they have been joined by Christian individuals and groups 
that advocated religious freedom not out of indifference to 
dogmatic truth but out of a concern for the free decision 
of personal faith. 

The state of Christian faith and life within the churches 
during the 17th and 18th centuries both reflected and 
resisted the spirit of the time. Even though the Protestant 
Reformation had absorbed some of the reformatory en- 
ergy within Roman Catholicism, the theology and morals 
of the church underwent serious revision in the Ro- 
man Catholic Counter-Reformation. Fighting off the at- 
tempts by various countries to establish national Catholic 
churches, the papacy sought to learn from the history of 
the Reformation and to avoid the mistakes that had been 
made then. Protestantism in turn discovered that separa- 
tion from Rome did not necessarily inoculate it against 
many of the trends that it had denounced in Roman 
Catholicism. The orthodox dogmatics of the 17th century 
both in Lutheranism and in the Reformed churches dis- 
played many features of medieval Scholasticism, despite 
the attacks of the Reformers upon the latter. Partly as 
a compensation for the overemphasis of orthodoxy upon 
doctrine at the expense of morals, Pietism summoned 
Protestant believers to greater seriousness of faith and pur- 
pose. Valid though its summons was, the subjectivity of 
Pietism unwittingly played into the hands of its enemies, 
helping to make it possible for the rationalism of the En- 
lightenment to undermine traditional Christian belief. 
In alliance with the spirit of the Enlightenment, the rev- 

olutions of the 18th, 19th, and 20th centuries aided this 
process of undermining Christianity. Roman Catholicism 
in France, Eastern Orthodoxy in Russia, and Protestantism 
in former European colonies in Africa and Asia were iden- 
tified—by their enemies if not also by themselves—as part 
of the ancien régime and were nearly swept away with it. 
As the discoveries of science proceeded, they clashed with 
old and cherished notions about the doctrine of creation, 
many of which were passionately supported by various 
leaders of organized Christianity. The age of the revo- 
lutions—political, economic, technological, intellectual— 
was an age of crisis for Christianity. It was also an age of 
opportunity. The critical methods of modern scholarship, 
despite their frequent attacks upon traditional Christian 
ideas, helped to produce editions of the chief documents 
of the Christian faith—the Bible and the writings of the 
Fathers and Reformers—and to arouse an unprecedented 
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interest in the history of the church. The 19th century has 
been called the great century in the history of Christian 
missions, both Roman Catholic and Protestant. By the 
very force of their attacks upon Christianity, the critics of 
the church helped to arouse within the church new apolo- 
gists for the faith, who creatively reinterpreted it in relation 
to the new philosophy and science of the modern period. 
The 20th century saw additional challenges to the Chris- 
tian cause in the form of Communism, of resurgent world 
religions, and of indifference. Both the relation of church 

and state and the missionary program of the churches thus 
demanded reconsideration. But the 20th century also saw 
renewed efforts to heal the schisms within Christendom. 
The ecumenical movement began within Protestantism 
and Anglicanism, eventually included some of the East- 
ern Orthodox churches, and, especially since the second 

Vatican Council (1962-65), has engaged the sympathetic 
attention of Roman Catholicism as well. 

THE MODERN DENOMINATIONS 

By the late 20th century Christianity had become the 
most widely disseminated faith on Earth. Virtually no na- 
tion has remained unaffected by the activities of Christian 
missionaries, although in many countries Christians are 
only a small fraction of the total population. Most of the 
countries of Asia and of Africa have Christian minorities, 
some of which, as in India and even in China, number 

several million members. The concentration of Christians, 
however, remains in the domain of Western culture. Each 
major division of Christianity—Eastern Orthodoxy, Ro- 
man Catholicism, and Protestantism—is treated in the 
Macropedia in a separate article where its history, tenets, 
and practices receive a fuller exposition than this article 
can give them and where a bibliography on the denomi- 
nations of the division is supplied. The purpose here is to 
provide an overview of the principal divisions and thus to 
set the articles about the individual traditions into their 
proper context. 

Roman Catholicism. The Roman Catholics in the world 
outnumber all other Christians combined. They are orga- 
nized in an intricate system that spans the structure of 
the church from the local parish to the papacy. Under the 
central authority of the papacy, the church is divided into 
dioceses, whose bishops act in the name and by the au- 
thority of the pope but retain considerable administrative 
freedom within their individual jurisdictions; the principle 
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of “collegiality” articulated by the second Vatican Council 
has expanded that freedom. Similarly, the parish priest 
stands as the executor of papal and diocesan directives. 
Alongside the diocesan organization and interacting with 
it is a chain of orders, congregations, and societies; all of 
them are, of course, subject to the pope, but they are not 
directly responsible to the bishop as are the local parishes. 
It would, however, be a mistake to interpret the polity 

of the Roman Catholic Church in so purely an organi- 
zational manner as this. For Roman Catholic polity rests 
upon a mandate that is traced to the action of Jesus Christ 
himself, when he invested Peter and, through Peter, his 
successors with the power of the keys in the church. Christ 
is the invisible head of his church, and by his authority 
the pope is the visible head. 
This interpretation of the origin and authority of the 

church determines both the attitude of Roman Catholicism 
to the rest of Christendom and its relation to the social 
order. Believing itself to be the true church of Jesus Christ 
on earth, it cannot deal with other Christian traditions as 
equals without betraying its very identity. This does not 
mean, however, that anyone outside the visible fellowship 
of the Roman Catholic Church cannot be saved; nor does 

it preclude the presence of “vestiges of the church” in the 
other Christian bodies. At the second Vatican Council the 
Roman Catholic Church strongly affirmed its ties with 
its “separated brethren” both in Eastern Orthodoxy and 
in the several Protestant churches. As the true church of 
Christ on earth, the Roman Catholic Church also believes 
itself responsible for the proclamation of the will of God 
to organized society and to the state. This role brought the 
church into conflict with the state throughout church his- 
tory. Yet the political activities of individual churchmen 
must not be confused with the fundamental obligation of 
the church, as the “light of the world” to which the reve- 
lation of God has been entrusted, to address the meaning 

of that revelation and of the moral law to the nations, 
and to work for a social and political order in which both 
revelation and the moral law can function. 
Both in democratic and in totalitarian societies, whether 

Fascist or Communist, during the 20th century, the rela- 
tion of the Roman Catholic Church to the state continued 
to engage the attention of political leaders and of prelates 
and theologians. 
Doctrine. The understanding that Roman Catholicism 

has of itself, its interpretation of the proper relation be- 
tween the church and the state, and its attitude toward 

other Christian traditions are all based upon Roman 
Catholic doctrine. In great measure this doctrine is iden- 
tical with that confessed by orthodox Christians of every 
label and consists of the Bible, the dogmatic heritage of 
the ancient church as laid down in the historic creeds 
and in the decrees of the ecumenical councils, and the 
theological work of the great doctors of the faith in the 
East and West. If, therefore, the presentation of the other 
Christian traditions in this article compares them with Ro- 
man Catholicism, this comparison has a descriptive rather 
than a normative function; for, to a considerable degree, 
Protestantism and Eastern Orthodoxy have often defined 
themselves in relation to Roman Catholicism. In addition, 
most Christians past and present do have a shared body 
of beliefs about God, Christ, and the way of salvation. 
Roman Catholic doctrine is more than this shared body 

of beliefs, as is the doctrine of each of the Christian groups. 
It is necessary here to mention only the three distinctive 
doctrines that have achieved definitive formulation during 
the 19th and 20th centuries: the infallibility of the pope, 
the immaculate conception, and bodily assumption of the 
Virgin Mary. On most other major issues of Christian 
doctrine, Roman Catholicism and Eastern Orthodoxy are 
largely in agreement, while Protestantism differs from both 
Eastern Orthodoxy and Roman Catholicism on several is- 
sues. For example, Roman Catholic theology defines and 
numbers the sacraments differently from Orthodox the- 
ology; but, over against Protestantism, Roman Catholic 
doctrine insists, as does Eastern Orthodoxy, upon the cen- 
trality of the seven sacraments—baptism, confirmation, 
Eucharist, extreme unction, penance, matrimony, and 
holy orders—as channels of divine grace. 

Liturgy. The Roman Catholic doctrine of the sacra- 

ments is a summary, in liturgical form, of that which is 
affirmed by Roman Catholic liturgy. The church is not 
primarily an organization, nor is it a school of doctrine. 
It is the place where God approaches humanity through 
grace and where humanity approaches God through wor- 
ship. Hence the focus of Roman Catholic piety is the 
Eucharist, which is both a sacrament and a sacrifice. Other 
forms of corporate worship and of private devotion radiate 
from this point of central focus. The obligations of church 
membership are also derived from the sacramental system, 
either as preparations for worthy participation in it or as 
expressions of the obedience sustained by it. Instruction in 
these obligations and in the implication of the faith for the 
moral and intellectual life is the responsibility of Roman 
Catholic educational institutions all over the world. The 
missions of the church and its institutions of mercy, like 
the schools, are largely in the hands of religious orders. 
The Eastern churches. Separated from the West, the 

Orthodox churches of the East have developed their own 
way for half of Christian history. Each national church is 
autonomous. The “ecumenical patriarch” of Constantino- 
ple is not the Eastern pope but merely the first in honour 
among equals in jurisdiction. Eastern Orthodoxy inter- 
prets the primacy of Peter and therefore that of the pope 
similarly, denying the right of the pope to speak and act 
for the entire church by himself, without a church council 
and without his episcopal colleagues. Because of this polity 
Eastern Orthodoxy has identified itself more intimately 
with national cultures and with national regimes than 
has Roman Catholicism. Therefore the history of church- 
state relations in the East has been very different from the 
Western development, because the church in the East has 

sometimes tended toward the extreme of becoming a mere 
instrument of national policy while the church in the West 
has sometimes tended toward the extreme of attempting 
to dominate the state. The history of ecumenical relations 
between Eastern Orthodoxy and Protestantism during the 
20th century was also different from the ‘history of Protes- 
tant-Roman Catholic relations. While keeping alive their 
prayer for an eventual healing of the schism with the Latin 
Church, some of the Orthodox churches have established 

communion with Anglicanism and with the Old Catholic 
Church and have participated in the conferences and or- 
ganizations of the World Council of Churches. 
Doctrinal authority for Eastern Orthodoxy resides in the 

Scriptures, the ancient creeds, the decrees of the first seven 
ecumenical councils, and the tradition of the church. In 
addition to the issues mentioned in the discussion of 
Roman Catholicism above, the chief dogmatic difference 
between Roman Catholic and Eastern Orthodox thought 
is on the question of the procession of the Holy Spirit 
from the Father and from the Son, or the Filioque. 

But “orthodoxy,” in the Eastern use of the term, means 
primarily not a species of doctrine but a species of wor- 
ship. The Feast of Orthodoxy on the first Sunday of Lent 
celebrates the end of the iconoclastic controversies and the 
restoration to the churches of the icons, which are basic to 
Orthodox piety. In Orthodox churches (as well as in those 
Eastern churches that have reestablished communion with 
Rome), the most obvious points of divergence from gen- 
eral Western practice are the Byzantine liturgy, the right 
of the clergy to marry before ordination, though bishops 
may not be married, and the administration to the laity 
of both species in the Eucharist at the same time by the 
method of intinction. 
The rediscovery of Eastern Orthodox liturgy and piety 

by Western Christians is an interesting by-product of the 
ecumenical contacts of the 19th century and of the Rus- 
sian Revolution. Russian Orthodox scholars and theolo- 
gians emigrated to the West, especially to France and the 
United States, where they became active participants in 
the dialogue among the separated churches. 
Protestantism. Formulating a definition of Protes- 

tantism that would include all its varieties has long been 
the despair of Protestant historians and theologians, for 
there is greater diversity within Protestantism than there 
is between some forms of Protestantism and some non- 
Protestant Christianity. For example, a high-church An- 
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glican or Lutheran has more in common with an Ortho- 
dox theologian than with a Baptist theologian. Amid this 
diversity, however, it is possible to define Protestantism 

formally as non-Roman Western Christianity and to di- 
vide most of Protestantism into four major confessions 
or confessional families—Lutheran, Anglican, Reformed, 
and Free Church. 
Lutheranism. The largest of these non-Roman Catholic 

denominations in the West is the Lutheran Church. The 
Lutheran churches in Germany, in Scandinavian countries, 
and in the Americas are distinct from one another in 
polity, but almost all of them are related through various 
national and international councils, of which the Lutheran 
World Federation is the most comprehensive. Doctrinally, 

Lutheranism sets forth its distinctive position in the Book 
of Concord, especially in the Augsburg Confession. A long 
tradition of theological scholarship has been responsible 
for the development of this position into many and varied 
doctrinal systems. Martin Luther moved conservatively in 
this reformation of the Roman Catholic liturgy, and the 
Lutheran Church, though it has altered many of his litur- 
gical forms, has remained a liturgically traditional church. 
Most of the Lutheran churches of the world have partic- 
ipated in the ecumenical movement and are members of 
the World Council of Churches, but Lutheranism has not 
moved very often across its denominational boundaries to 
establish full communion with other bodies. The promi- 
nence of Lutheran societies in the history of missions 
during the 18th and 19th centuries, after the relative in- 
activity following the Reformation, gave an international 
character to the Lutheran Church; so did the development 

of strong Lutheran churches in North America, where the 
traditionally German and Scandinavian membership of 
the church was gradually replaced by a more cosmopolitan 
constituency. 

Anglicanism. The Anglican Communion is not only 
the established Church of England but also the Christian 
denomination of many believers throughout the world. 
Like Lutheranism, Anglicanism has striven to retain what- 
ever it could of the Roman Catholic tradition of liturgy 
and piety, but after the middle of the 19th century the 
Oxford Movement in Anglicanism went much further in 
the restoration of ancient liturgical usage and doctrinal 
belief. Although the Catholic revival also served to re- 
habilitate the authority of tradition in Anglican theology 
generally, great variety continued to characterize the the- 
ologians of the Anglican Communion. Anglicanism is set 
off from most other non-Roman churches in the West 
by its retention of and its insistence upon the apostolic 
succession of ordaining bishops. The Anglican claim to 
this apostolic succession, despite its repudiation by Pope 
Leo XIII in 1896, has largely determined the role of the 
Church of England in the discussions among the churches. 
Anglicanism has often taken the lead in inaugurating 
such discussions, but in such statements as the Lambeth 

Quadrilateral it has demanded the presence of the historic 
episcopate as a prerequisite to the establishment of full 
communion. During the 19th and 20th centuries many 
leaders of Anglican thought were engaged in finding new 
avenues of communication with industrial society and 
with the modern intellectual. The strength of Anglicanism 
in the New World and in the younger churches of Asia 
and Africa confronted this communion with the problem 
of deciding its relation to new forms of Christian life 
in these new cultures. As its centuries-old reliance upon 
the establishment in England was compelled to retrench, 
Anglicanism discovered new ways of exerting its influence 
and of expressing its message. 
Presbyterian and Reformed Churches. Protestant bod- 

ies that owe their origins to the reformatory work of John 
Calvin and his associates in various parts of Europe are 
often termed Reformed, particularly in Germany, France, 
and Switzerland. In Britain and in the United States 
they have usually taken their name from their distinctive 
polity and have been called Presbyterian. They are distin- 
guished from both Lutheranism and Anglicanism by the 
thoroughness of their separation from Roman Catholic 
patterns of liturgy, piety, and even doctrine. Reformed 
theology has tended to emphasize the sole authority of the 
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Bible with more rigour than has characterized the prac- 
tice of Anglican or Lutheran thought, and it has looked 
with deeper suspicion upon the symbolic and sacramental 
traditions of the Catholic centuries. Perhaps because of 
its stress upon biblical authority, Reformed Protestantism 
has sometimes tended to produce a separation of churches 
along the lines of divergent doctrine or polity, by contrast 
with the inclusive or even latitudinarian churchmanship 
of the more traditionalistic Protestant communions. This 
understanding of the authority of the Bible has also led 
Reformed Protestantism to its characteristic interpretation 
of the relation between church and state, sometimes la- 
beled theocratic, according to which those charged with 
the proclamation of the revealed will of God in the 
Scriptures (i.e., the ministers) are to address this will also 
to civil magistrates; Puritanism in England and America 
gave classic expression to this view. As the church is 
“reformed according to the Word of God,” so the lives 
of the individuals in the church are to conform to the 
Word of God; hence the Reformed tradition has assigned 
great prominence to the cultivation of moral uprightness 
among its members. During the 20th century most of the 
Reformed churches of the world took an active part in the 
ecumenical movement. 

Free churches. In the 19th century the term Free 
churches was applied in Great Britain to those Protestant 
bodies that did not conform to the establishment, such 

as Congregationalists, Methodists, and Baptists (and Pres- 
byterians in England); but since that time it has come 

into usage among the counterparts to these churches in 
the United States, where each of them has grown larger 
than its British parent body. Just as the Reformed denom- 
inations go beyond both Anglicanism and Lutheranism 
in their independence of Roman Catholic traditions and 
usages, so the Free churches have tended to reject some 
of the Roman Catholic remnants also in classical Presby- 
terian worship and theology. Baptists and Congregation- 
alists see the local congregation of gathered believers as 
the most nearly adequate visible representation of Christ’s 
people on earth. The Baptist requirement of free personal 
decision as a prerequisite of membership in the congrega- 
tion leads to the restriction of baptism to believers (i.e., 
those who have made and confessed such a decision of 
faith) and therefore to the repudiation of infant baptism; 
this in turn leads to the restriction of communion at the 
Eucharist to those who have been properly baptized. In 
Methodism the Free-church emphasis upon the place of 
religious experience and upon personal commitment leads 
to a deep concern for moral perfection in the individual 
and for moral purity in the community. The Disciples of 
Christ, a Free church that originated in the United States, 
makes the New Testament the sole authority of doctrine 
and practice in the church, requiring no creedal subscrip- 
tion at all; a distinctive feature of their worship is their 
weekly celebration of Communion. Emphasizing as they 
do the need for the continuing reformation of the church, 
the Free churches have, in most (though not all) cases, 
entered into the activities of interchurch cooperation and 
have provided leadership and support for the ecumenical 
movement. This cooperation—as well as the course of 
their own historical development from spontaneous move- 
ments to ecclesiastical institutions possessing many of the 
features that the founders of the Free churches had origi- 
nally found objectionable in the establishment—has made 
the question of their future role in Christendom a central 
concern of Free churches on both sides of the Atlantic. 
Other churches and movements. In addition to these 

major divisions of Protestantism, there are other churches 
and movements not so readily classifiable; some of them 
are quite small, but others number millions of members. 
These churches and movements would include, for ex- 
ample, the Society of Friends (or Quakers), known both 
for their cultivation of the “Inward Light” and for their 
pacifism; the Unitarian Universalist body, which does not 
consistently identify itself as Christian; Christian Science; 
Unity and other theosophic movements, which blend el- 
ements from the Christian tradition with practices and 
teachings from other religions; Pentecostal churches and 
churches of divine healing, which profess to return to 
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primitive Christianity; and many independent churches 

and groups, most of them characterized by a free liturgy 
and a fundamentalist theology. Separately and together, 
these groups illustrate how persistent has been the ten- 

dency of Christianity since its beginnings to proliferate 
parties, sects, heresies, and movements. They illustrate also 
how elusive is the precise demarcation of Christendom, 
even for those observers whose definition of normative 
Christianity is quite exact. (J.J.Pe.) 

Christian doctrine 

THE MEANING OF DOGMA 

Christian doctrine has often taken a specific form called 
“dogma.” Although the term originally referred to “that 
which is regarded as good,” the early Christians employed 
it to mean a teaching that came from divine revelation 
and was authoritatively defined as true by the church. The 
collection of such teachings is also referred to as dogma. 
Taken together, these teachings were seen to be vital for 
the salvation of Christians. To deviate from any of the 
dogmas was considered dangerous to salvation and to the 
life of the church. 
Whereas in some periods, including early Christian times 

and whenever Christianity was dominant in the culture, 

those in authority and most of the faithful thought of 
dogma in positive terms, it has often suffered criticism in 
modern times. The concept seems to militate against the 
freedom of inquiry by which moderns seek truth, and it 
can be easily transformed into an instrument of state in 
officially Christian societies, where deviations can be pun- 
ished as treason. In addition, to some Christians, the great 

German scholar Adolf von Harnack among them, dogma 
appeared to be a corruption of the essentially simple faith 
of Jesus and the early Christians. It was seen as an intru- 
sion of Greek philosophy, an “acute Hellenization” that 
obscured the Christian truth it had set out to guard. 
Without question, some Hellenization did take place, 

and dogma was often misused. Yet it is difficult to picture 
a rapidly growing body such as the early church existing 
permanently without efforts to provide authoritative defi- 
nitions of the ideas its leadership regarded as true and for 
which they would be responsible. Therefore, any attempt 
to discern the meaning of Christian faith through the ages 
necessarily involves an understanding of the reasons for 
the existence of dogma and a comprehension of what the 
main dogmatic teachings in the various times and places 
of the church’s life have been. 
The early Christian definitions of dogma drew on Greek 

thought in general and, in some cases, on Neoplatonic phi- 
losophy in particular. Out of this borrowing of categories 
not derived from the Bible came basic, indeed crucial, 
definitions concerning both the Trinity and Christology. 
Historians, particularly in the modern West, have ap- 
praised and criticized these applications of Greek thought. 
The Eastern Orthodox Church, however, views the for- 

mation of dogma not as a purely human process (which 
would have to be judged a falsification of divine truths) 
but as a divine-human process in which the Holy Spirit, 
proceeding from God, and the human spirit, proceeding 
from history, participate. According to this view, the ori- 
gin of revelation in God means that the truths of dogma 
are divine, eternal, and immutable. 
Dogma has varying positions in the different churches. 

Whereas in Protestant churches doctrines and creeds gen- 
erally are associated primarily with theology and preach- 
ing, in the Eastern Orthodox Church dogma is directly 
related to the liturgical life of the church. The confessions 
of faith of the Orthodox Church are not to be understood 
as abstract formulations of a pure doctrine but as hymns 
of worship incorporated appropriately in the liturgy. 
In contrast to the rather definitive dogmatic develop- 

ment in the Roman Catholic Church and Reformation 
Christianity, a much greater freedom in the interpretation 
of dogma is guaranteed in the Eastern Church. Even the 
formulation of a dogma by an ecumenical council in 
Eastern Orthodoxy does not have a binding legal charac- 
ter until it is received within the total ecumenical church 
consciousness. 

Orientation of the Western churches. From their incep- 
tion, the Western churches have viewed the fundamental 
relationship between God and humanity primarily in ju- 
dicial terms. Characteristically, the Apostle Paul in his 
letter to the Romans depicted the experience of salvation 
as justification. To be justified means to receive the ver- 
dict “just” or “righteous,” whether from a judge—the law 
court was the source of the Pauline theological image— 
or from God, as witnessed to in the Christian scheme 
of salvation. The Roman Church was strongly Jewish— 
Christian in character and combined this character with- 
out difficulties with the basic orientation of the Roman 
view of religion—i.e., the relationship between God and 
humanity was primarily a judicial one. The legal character 
of Roman religion was expressed in the fact that the effi- 
cacy of the state cult ceremonies was dependent upon the 
strictest observation of a wide variety of regulations. Later 
developments of Roman Catholic Christianity depended 
largely upon the basis of this legal thinking. In Rome the 
specifically Western sacrament of penance developed in 
the context of legal terminology and was dominated by 
the idea of justification. 
In the judicial foundation of the sacrament of penance (in 

which an offender might regain a right relationship with 
the church through the performance of certain works), 
later possibilities of corruption are built in (eg., the 
indulgence, or remission of temporal punishment upon 

the granting of absolution by a priest and, perhaps, the 
payment of a fee or performance of certain works). The 
indulgence resulted from a fusion of Roman and German 
legal thought. 
Just as judicial notions dominated divine-human per- 

sonal relationships, so they helped shape questions of 
authority. Thus the Western notions of both church and 
priesthood acquired a legal cast. The church understands 
itself as a spiritual—judicial institution, founded by Christ 
but perpetuated by structures that often resemble those in 
human government. The priest is the legitimate bearer of 
this legal order. In the sphere of this kind of legal thinking 
the papacy and the doctrine of papal primacy developed. 
The idea of a jurisdictional primacy played a prominent 
role in the formation of the doctrine of the papacy. Kingly 
authority passed over to the priestly, the emperor’s crown 
to the episcopal tiara. At the high point of this develop- 
ment, Pope Boniface VIII in 1302 proclaimed himself the 
highest ruler of the world, to whom Christ has committed 
both swords, the spiritual and the temporal. This judicial 
idea is also reflected in the individual priest’s conscious- 
ness of his office. Ordination by the bishop confers upon 
the priest a legal authority to administer the sacraments 
and to exercise the power of the keys. In consciousness of 
this legal process the priest absolves the sinner from his 
sins in confession with the words: “I absolve you.” 
On the basis of this legal consciousness the Western 

church also developed its own canon law. Canon law in 
the West penetrated, indeed dominated, the societal sphere 
of life much more strongly than it did in the Orthodox 
Church (see below Canon law). 
Judicial thinking was similarly significant in the theology 

of the West. Whereas the East never assigned a decisive 
significance to the justification doctrine of the Apostle 
Paul, in the West the theologian Tertullian introduced 
a series of fundamental juridical concepts into theology 
(e.g., persona—a legal person). For Augustine, the doc- 
trine of justification was the foundation of his view of the 
relationship of humans to God as well as of his view of sin, 
guilt, and grace. For Anselm, archbishop of Canterbury 
from 1093 to 1109, the existing, valid judicial relationship 
between God and humans had to be the basic presuppo- 
sition of all theological thinking. Anselm believed that he 
could cogently derive—even for unbelievers—the truth of 
Christian faith and the necessity of the incarnation of God 
from the idea of satisfaction (i.e., that one could make 
satisfaction for a crime against another). 
Western monasticism also received its special imprint 

from judicial thought. Sanctification is believed to be ac- 
complished by practicing good works and, particularly, 
surplus works or “works of supererogation”—i.e., those 
that the saint performs over and above those necessary 
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for the satisfaction of his own sins. Alexander of Hales (c. 
1170/85-1245), an English theologian and philosopher, 
advanced the doctrine that out of the works of satisfac- 
tion of Christ, the saints, and the martyrs, the church 
has collected a “treasury of good works,” which the pope 
properly has at his disposal. 

This judicial thinking is even extended to the eschato- 
logical expectation and the view of the last things, for 
many of the biblical notions about God acting out of 
love in the final dealings with humans tend to be chal- 
lenged or obscured by overpowering pictures of divine 
righteousness. At the end of the world stands the radical 
separation of humanity into the redeemed, who enter eter- 
nal blessedness, and the damned, who are delivered over 
to eternal punishment. According to the Roman Catholic 
view, sinners improve their prospects by acceptance of an 
interim state, in which they can ameliorate their positions 
in respect to God before the Last Judgment by making 
amends for their sins. Through indulgences, masses for the 
dead, and other acts, the church expanded its spiritual— 
judicial authority even to this realm of the departed souls 
of purgatory (the state of existence after death in which 
temporal punishment is meted out). Although the doctrine 

of purgatory remains among the official teachings of con- 
temporary Roman Catholicism, it has been downplayed 
in much popular expression and belief. The pictures of 
God acting beneficently toward sinners have progressively 
challenged the medieval and early modern accent on God 
acting punitively. 
Orientation of the Eastern churches. In the New Testa- 

ment, ideas later regarded as mystical are associated with 
the writings and experiences of Paul and in the Gospel 
and Letters associated with the name John. The Ortho- 
dox churches have encouraged a piety that elevates these 
mystical themes and makes them prominent. In these 
Eastern settings justification is less frequently considered. 
Instead, the idea that humans are to partake in the nature 

of the Godhead—to be holy, reborn, newly created, resur- 

rected, and transfigured—comes to the fore. Indeed, not 
only humanity but also the whole of creation partakes of 
this potentially transforming character. Orthodox mystical 
piety thus has a bearing on the entire cosmos. The central 
concept is not the righteousness but the love of God. 
Thus, a different overall development of religious percep- 
tion took place in the East, especially noticeable in the 
conception and development of the sacrament of penance. 
Since, in the East, the idea of educating the Christian to 

a life of sanctification is decisive, the juridical conception 

of penance never gained wide acceptance, and neither the 
doctrine nor the practice of indulgences was developed in 
the Eastern Church. 
Also, the Eastern Church did not claim power to in- 

tervene in the realm of the dead, to loosen or to bind. 

Eastern Christianity is familiar only with intercession for 
the dead, because the bond of the faithful who are joined 
together into the body of Christ is not extinguished even 
with death. 
The legal idea is, however, present in the Eastern Church’s 

view of the ecclesiastical office, especially in its conception 
of the episcopal office and apostolic succession. But the 
Eastern view is embedded in the conception of the church 
as the mystical body of Christ and of the Holy Spirit 
as the stream of life of the church. The bishops of the 
Eastern Orthodox Church have always remained primar- 
ily bishops (and not also temporal rulers) of their church 
and have always preserved the spiritual character of their 
office—even at the times when the churches were under 
Islamic rule and the bishops were assigned the function 
of ethnarchs (official quasi-political representatives of the 
Christian portions of the population). The conception that 
the Orthodox priest has of the essence of his priesthood is, 
then, not determined through a judicial idea, and in the 
Orthodox sacrament of penance the formula of absolution 
has the form not of a declaration but of a prayer for 
divine forgiveness. 
Judicial features are also absent from the Eastern Church’s 

conception of human sanctification and, thereby, of the 
task of monasticism. In Eastern monasticism, a doctrine 
of good works or of the treasury of the church was never 
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able to arise. Saints were venerated as spiritually gifted 
personalities who realized in this earthly life the angelic 
life of the heavenly church. 
In Orthodox theology the schema of justification has 

scarcely played a role. Its chief motif is the incarnation 
of God and the idea that humans partake of aspects of 
deity. Though the term must be used cautiously, to avoid 
idolatry of the created human, it is not entirely inappro- 
priate to speak of the “deification” of the human. Thus, 
the emphasis of Christian proclamation lay upon rebirth, 
the new creation of the human being, the process of trans- 
formation into a new creature, resurrection with Christ, 
and the ascension of humans to God, along with other 

changes properly called transfigurations. Only the penetra- 
tion of Reformation ideas in the 16th and 17th centuries 
compelled Orthodox theologians to take a position on the 
doctrine of justification. 
In Roman thought sin is a violation of the legal rela- 

tionship fixed by God between himself and man. Sin for 
the Eastern Church, however, is viewed as a narrowing 
of possibilities, or a contraction of essence, a sickness or 
infection of the original being of the image of God. Ac- 
cordingly, redemption is not primarily the restoration of a 
judicial relationship disturbed by sin but rather a renewal 
of being, transfiguration of being, completion of being, 
and deification. 
Thus, the idea of love is dominant in Eastern piety. 

Characteristic of this is a catechetical sermon by John 
Chrysostom, patriarch of Constantinople, about Christ’s 
parable of the workers in the vineyard as told in Matthew, 
chapter 20. Still read at Easter in the 20th century from all 
pulpits of the Orthodox Church, the sermon is a song of 
triumph about the victory of the boundless love of God: 

You who have fasted and you who have not fasted, rejoice to- 
day! The table is laden, enjoy it everyone! The calf is fattened, 
may no one leave hungry! Everyone partake of the banquet of 
faith! Everyone partake of the riches of goodness! May no one 
complain of poverty, for the common Kingdom has appeared. 

The conception of the Last Judgment in the Eastern 
Church did not develop according to the strictly juridi- 
cal interpretation that was customary in the West. On 
the contrary, trust in grace and in the “love of man” 
by the divine Logos, as well as supplication for divine 
compassion, are dominant. Hence, the Orthodox Church 
understood only with difficulty the theological concern of 
the Western Reformation. It comprehended the Western 
Reformation only to the extent that it concurred with the 
latter in its rejection of certain Roman Catholic doctrines 
and practices—e.g., the doctrine of papal primacy and the 
demand of priestly celibacy. The central argument about 
justification was reflected upon by only a few Orthodox 
theologians educated in the West, such as Cyril Lucaris, 
and in general the Eastern Church has withstood efforts 
to graft justification onto Orthodoxy. 

GOD THE FATHER 

On the basis of their religious experiences, the mystics of 
Christianity of all eras have concurred in the belief that 
one can make no assertions about God, because God 
is beyond all concepts and images. Inasmuch as human 
beings are gifted with reason, however, the religious expe- 
rience of transcendence demands historical clarification. 
Thus, in Christian theology two tendencies stand in con- 
stant tension with each other. On the one hand, there is 
the tendency to systematize the idea of God as far as pos- 
sible. On the other, there is the tendency to eliminate the 

accumulated collection of current conceptions of God and 
to return to the understanding of the utter transcendence 
of God. Theologians, by and large, have had to acknowl- 
edge the limits of human reason and language to address 
the “character” of God, who is beyond normal human 
experience but who impinges on it. But because of the 
divine-human contact, it became necessary and possible 
for them to make some assertions about the experience, 
the disclosure, and the character of God. 

All great epochs of the history of Christianity are de- 
fined by new forms of the experience of God and of 
Christ. Rudolf Otto, a 20th-century German theologian, 
attempted to describe to some extent the basic ways of 
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experiencing the transcendence of the “holy.” He called 
these the experience of the “numinous” (the spiritual 
dimension), the utterly ineffable, the holy, and the over- 
whelming. The “holy” is manifested in a double form: 
as the mysterium tremendum (“mystery that repels”), in 
which the dreadful, fearful, and overwhelming aspect of 
the numinous appears, and as the mysterium fascinosum 

(“mystery that attracts”), by which humans are irresistibly 
drawn to the glory, beauty, adorable quality, and the bless- 
ing, redeeming, and salvation-bringing power of transcen- 
dence. All of these features are present in the Christian 
concepts of God as explicated in the ever new experiences 
of the charismatic leaders. 
Characteristic features of the Christian concept of God. 

Within the Christian perception and experience of God, 
definite characteristic features stand out: (1) the personal- 

ity of God, (2) God as the Creator, (3) God as the Lord 
of history, and (4) God as Judge. (1) God, as person, is 
the “I am who I am” designated in Exodus 3:14. The 
personal consciousness of human beings awakens in the 
encounter with God understood as a person: “The Lord 
used to speak to Moses face to face, as a man speaks to 
his friend” (Exodus 33:11). (2) God is also viewed as the 
Creator of heaven and Earth. The believer thus maintains, 

on the one hand, acknowledgement of divine omnipotence 
as the creative power of God, which also operates in the 
preservation of the world, and, on the other hand, trusts in 

the world, which—despite all its contradictions—is under- 
stood as one world created by God according to definite 
laws and principles and according to an inner plan. The 
decisive aspect of creation, however, is that God fashioned 
humans according to the divine image and made the cre- 
ation subject to them. This special position of humans in 
the creation, which makes them coworkers of God in the 
preservation and consummation of the creation, brings 
a decisively new characteristic into the understanding of 
God. (3) This new characteristic is God as the Lord of 
history, which is the main feature of the Old Testament 
understanding of God: God selects a special people and 
contracts a special covenant with them. Through the Law 
the divine agent binds this “people of God” in a special 
way. God sets before them a definite goal of salvation— 
the establishment of a divine dominion—and through the 
prophets admonishes the people by proclamations of sal- 
vation and calamity whenever they are unfaithful to the 
covenant and promise. (4) This God of history also is the 
God of judgment. The genuinely Israelite belief that the 
disclosure of God comes through the history of divinely- 
led people leads, with an inner logic, to the proclamation 
of God as the Lord of world history and as the Judge 
of the world. 
The specific concept of God as Father. What is deci- 

sively new in the Christian, New Testament faith in God 
lies in the fact that this faith is so closely bound up with 
the person, teaching, and work of Jesus Christ that it is dif- 
ficult to draw boundaries between theology (doctrines of 
God) and Christology (doctrines of Christ). Jesus himself 
embraced the God of the Hebrew patriarchs (Abraham, 
Isaac, and Jacob), but he also understood himself as the 
fulfiller of the promise of the Messiah-Son of man, who 
is the bringer of the Kingdom of God. The religious ex- 
perience that forms the basis of the messianic self-under- 
standing of Jesus is the recognition that the Messiah—Son 
of man is the Son of God. 
The special relationship of Jesus to God is expressed 

through his designation of God as Father. In prayers Jesus 
used the Aramaic word abba (father) for God, which is 
otherwise unusual in religious discourse in Judaism; it was 
usually employed by children for their earthly father, sim- 
ilar to “daddy” in English. This father-son relationship 
became a prototype for the relationship of Christians to 
God. Appeal to the sonship of God played a crucial role 
in the development of Jesus’ messianic self-understanding. 
According to the account of Jesus’ baptism, Jesus under- 
stood his sonship when a voice from heaven said: “This 
is my beloved Son, with whom I am well pleased.” In 
the Gospel According to John, this sonship constitutes the 
basis for the self-consciousness of Jesus: “I and the Father 
are one” (John 10:30). 

The belief in the oneness of the Father and the Son. 
Faith in the Son also brought about a oneness with the 
Father. The Son became the mediator of the glory of the 
Father to those who believe in him. In Jesus’ high priestly 
prayer (in John, chapter 17) he says: “The glory which 
thou hast given me I have given to them, that they may 
be one even as we are one, I in them and thou in me, 

that they may become perfectly one.” In the Lord’s Prayer 
Jesus taught his disciples to address God as “our Father.” 
The Father-God of Jesus after Jesus’ death and Resur- 

rection becomes—for his disciples—the God and Father 
of our Lord Jesus Christ (e.g., 2 Corinthians 1:3), who 
revealed his love through the sacrifice of his Son who was 
sent into the world. Faithful Christians can thus become 
the children of God, as noted in Revelation 21:7: “I will 
be his God and he shall be my son.” For Christians, 
therefore, faith in God is not a doctrine to be detached 
from the person of Jesus Christ. 
Medieval theologians often spoke of a “Beatific Vision,” 

a blessed vision of God. They did so on the basis of their 
own mystical experience that constituted the fulfillment 
of salvation in the Kingdom of God, which the Son will 
deliver to the Father. 
In the history of Christian mysticism, this visionary expe- 

rience of the transpersonal “Godhead” behind the personal 
“God” (as in the works of the medieval mystic Meister 
Eckhart)—also called an experience of the “trans-deity,” 
the “divine ground,” “groundlessness,” the “abyss,” and 

the divine “nothingness”—constantly breaks through and 
is renewed. Occasionally, this experience of transpersonal 
divine transcendence has directed itself against the devel- 
opment of a piety that has banalized the personal idea of 
God so much so that the glory and holiness of God has 
been trivialized. The attempt of the 20th-century theolo- 
gian Paul Tillich to reduce the Christian idea of God to 
the impersonal concept of “the Ground of Being,” or “Be- 
ing Itself,” pointed toward an understanding of the pre- 
personal depths of the transcendence of Godhood. 
Nevertheless, in the Christian understanding of Christ as 

being one with the Father, there is a constant possibility 
that faith in God will be absorbed in a “monochristism”— 
i.e., that the figure of the Son in the life of faith will 
overshadow the figure of the Father and thus cause it to 
disappear and that the figure of the Creator and Sustainer 
of the world will recede behind the figure of the Redeemer. 
The history of Christian piety and of Christian theology 
has constantly moved in this field of tension. Thus, the 

primacy of Christology and of the doctrine of justifica- 
tion in Reformation theology led to a depreciation of the 
creation doctrine and a Christian cosmology. This depre- 
ciation accelerated the estrangement between theology and 
the sciences during the period of the Enlightenment. This 
was subsequently distorted into a form of materialism. On 
the other hand, some 20th-century dialectical theologians, 
among them Karl Barth, in opposing materialism and hu- 
manism sometimes evoked a monochristic character that 
strongly accented the centrality of Christ at the expense of 
some cultural ties. 
The revelatory character of God. The God of the Bible 

is the God who presses toward revelation. The creation 
of the world is viewed as an expression of God’s will 
toward self-revelation, for even the pagans “knew God.” 
In Paul’s so-called Areopagus speech in Athens, he said of 
God: “Yet he is not far from each one of us, for ‘in him 
we live and move and have our being,’ ” in allusion to 
the words of the pagan writer Aratus: “For we are indeed 
his offspring” (Acts 17:27-28). This was the beginning of 
a knowledge of God that has manifested itself under the 
catchphrase of the “natural revelation” of God or God’s 
revelation in the “book of nature.” It has survived as one 
strand of theory throughout much of Christian history. 
The self-revelation of God presupposes, however, a basic 

biblical understanding of the existing relationship between 
God and human beings. It cannot be separated from the 
view that God created humans according to the divine 
image and that in Jesus Christ, who “reflects the glory of 
God and bears the very stamp of his nature” (Hebrews 
1:3), the heavenly man has appeared among humans as 
the “last Adam.” The inner connection between the “nat- 
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ural” and the biblical revelation takes place through the 
view of Christ as the divine Logos become human. 
Hellenistic thinkers had already been attracted by the 

emphasis in later Judaism on monotheism and transcen- 
dence. This tendency was sketched out earlier in Plato and 
later Stoicism, but it came to its mature development in 

Neoplatonism in the 3rd century AD. In the Ist century 
Philo of Alexandria had interpreted the Old Testament 
concept of God in terms of the Logos idea of Hellenistic 
philosophy, but this Hellenization led to a characteristic 
tension that was to dominate the entire further history of 
Christian piety, as well as the Western history of ideas. 
The Greeks traced the idea of God to a “first cause” that 
stood behind all other causes and effects. Theologians un- 
der their influence used this understanding to contribute 
to a doctrine of God as “first cause” in Christian theology. 
God as Creator, Sustainer, and Judge. The biblical un- 

derstanding of God, however, was based upon the idea 
of the freedom of the Creator, Sustainer, and Judge vis- 
a-vis the world. This idea also included the concept that 
God could suspend the natural order or break the causal 
chain through miracles. This led to two specific problems 
that theology, inspired by Greek philosophy, set for itself: 
(1) the attempt to prove the existence of God, and (2) 
the attempt to justify God in view of both the apparent 
shortcomings of the creation and the existence of evil 
in history (i.e., the problem of theodicy). Both attempts 
have occupied the intellectual efforts of Western theology 
and have inspired the highest of intellectual achievements. 
These attempts, however, often presumed that human rea- 
son could capture and define the transcendent. Even by 
the speculative theologians’ definition such an effort was 
inherently impossible to conclude. Although such theolo- 
gians creatively addressed the issue, it was often simple 
Christian piety that served to guard the notion of tran- 
scendence, while concentrating on the historical revelation 
of God in the more accessible instrument of God’s self- 
disclosure in Jesus Christ. 
Efforts to explain the ways of God to humans, partic- 

ularly in respect to the problem of the existence of evil, 
are called theodicy. This form of justification of God has 
addressed profound human impulses and has relied upon 
strenuous exercises of human reason, but it has also led 
to no finally satisfying conclusions. The problem, which 
was already posed by Augustine and treated in detail by 
Thomas Aquinas, became of pressing importance in the 
European Thirty Years’ War (1618-48) and its aftermath. 
At that time Gottfried Wilhelm Leibniz, who did more 
than anyone to develop the concept of theodicy, endeav- 
oured to defend the Christian notion of God against the 
obvious atheistic consequences that were evoked by the 
critical thinkers of his time. This was because of the be- 
haviour of the Christian churches, which were engaged in 
a war of mutual extermination. The result of such theo- 
logical efforts, however, was either to declare God himself 
as the originator of evil, to excuse evil as a consequence 
of divine “permission,” or instead—as with Hegel—to un- 
derstand world history as the justification of God (“the 
true theodicy, the justification of God in history”). These 
answers satisfied neither the Christian experience of faith 
nor thoughtful reflection. Literature is full of examples in 
which writers influenced by the Christian tradition react 
against such justifications. One example can be found in 
the Russian novelist Fyodor Dostoyevsky’s treatment of 
the suffering of children in The Brothers Karamazov. 
The German philosopher Immanuel Kant set the terms 

for much modern reflection on God’s existence when he 
challenged the grounds of most previous efforts to prove 
it. Kant contended that it was finally impossible for the 
human intellect to achieve insights into the realm of the 
transcendent. Even as he was arguing this, modern science 
was shifting from grounds that presumed the nature of 
God and God’s universe to autonomous views of nature 
that were grounded only in experiment, skepticism, and 
research. During the 19th century, philosophers in Kant- 
ian and scientific traditions despaired of the attempt to 
prove the existence of God. 
During the same period some Western intellectuals turned 

against the very idea of God. One strand of Hegelian 

275 Christianity 

thinkers, typified by the German philosopher Ludwig 
Feuerbach, attempted to unmask the idea of religion as 
illusion. To Feuerbach, faith was an ideology designed to 
help humans delude themselves. The idea of dialectical 
materialism, in which the concept of “spirit” was dropped 
by thinkers such as Karl Marx, developed in this tradition. 
It also characterized religion as “bad faith” or “the opiate 
of the people,” designed to seduce them from efforts to 
build a good society through the hope of rewards in a 
life to come. 
At the same time, at first chiefly in Britain, scientific 

thinkers in the tradition of Charles Darwin hypothesized 
that evolutionary processes denied all biblical concepts of 
divine creation. Some dialectical materialists incorporated 
Darwinian theories in a frontal attack on the Christian 
worldview. Some Christians contended that this was a 
perversion of evolution, since certain Christian teachings 
on divine creation, such as creatio continua (“continuing 
creation”), were both biblical and compatible with evo- 
lutionary theory. At the turn of the 20th century, some 
thinkers in both Britain and the United States optimisti- 
cally reworked their doctrine of God in congruence with 
evolutionary thought. 
Modern views of God. If 18th- and 19th-century ra- 

tionalism and scientific attacks on the idea of God were 
often called “the first Enlightenment” or “the first illumi- 
nation,” in the 20th century a set of trends appeared that 
represented, to a broader public, a “second illumination.” 
This included a rescue of the idea of God, even if it was 
not always compatible with previous Christian interpre- 
tations. Notable scientists of the 20th century, such as 
Albert Einstein, Max Planck, Max Born, and others, have 

on occasion, and against the testimony of the majority of 
their colleagues, allowed for an idea of God or religion in 
their concepts of life, the universe, and human beings. 
Corresponding to recognition of the idea of God by some 

leading scientific thinkers, there has been a new surge 
of experience of God noticeable in the different revival 
movements in the churches of Asia and Africa, as well as 
in America and Eurasia—in the midst of people either de- 
Christianized or attached to a purely conventional “cul- 
tural Christianity.” 
When the German philosopher Friedrich Nietzsche 

prophesied what he called “the death of God,” many 
Christian thinkers agreed that a certain set of culturally 
conditioned and dogmatic concepts of God were inacces- 
sible, implausible, and dying out. Some of these apologists 
argued that such a “death of God” was salutary, because 
it made room for a “God beyond the gods” of argument, 
or a “greater God.” The French Jesuit thinker Pierre Teil- 
hard de Chardin for a time attracted a large following as 
he set out to graft the theory of evolution onto “greater 
God” proclamations. 
Certainly new understandings of physics, astronomy, and 

cosmology made it more difficult to defend pictures of 
God based upon notions of a small and young universe. 
The public grasped the change as it received images of 
a small Earth transmitted from space by Soviet and U.S. 
astronauts. Yet space exploration also inspired the imagi- 
nation and led Christian thinkers who had positive views 
of science to use the occasion to enlarge the understanding 
of God and relate it to the Christian system. 
The view that God is not solitary. The leaders of an 
18th-century movement called Deism saw God as imper- 
sonal and unempathic—a principle of order and agent of 
responsibility not personal or addressable as the Christian 
God had been. Deism contributed to some intellectualiza- 
tions of the idea of God, approaches that had sometimes 
appeared in the more sterile forms of medieval Scholas- 
ticism. God appeared to have been withdrawn from cre- 
ation, which was pictured as a world machine; this God, 
at best, observed its running but never interfered. 
According to the original Christian understanding of God 

of the early church, the Middle Ages, and the Reformers, 
God neither is solitary nor wishes to be alone. Instead, 
God is encircled with a boundless realm of angels, cre- 
ated in the divine image. They surround God in freely 
expressed love and devotion. They appear in a graduated, 
individuated hierarchy. These ranks of angels offer God 
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their praise, and they appear active in the universe as 
messengers and executors of the divine will. From the 
beginning God appears as the ruler and centre in this di- 
vinely fashioned realm, and the first created of this realm 
are the angels. The church of the angels is the upper 

church; the earthly church joins with them in the “cheru- 
bic hymn,” the Trisagion (“Holy, Holy, Holy”), at the 
epiphany of the Lord and the angelic choirs surrounding 
him in the Eucharist. The earthly church is thus viewed as 

a participant—co-liturgist—in the angelic liturgy. Because 
the angels are created as free spiritual beings in accordance 
with the image of God, the first fall takes place in their 
midst—the first misuse of freedom was in the rebellion of 
the highest prince of the angels, Lucifer (“Light-bearer”), 
against God. 
According to the view of the Fathers of the early church, 

teachers of the Middle Ages, and the Reformers, humans 
are only the second-created. The creation of human beings 
serves to refill the Kingdom of God with new spiritual 
creatures who are capable of offering to God the free love 
that the rebellious angels have refused to continue. In the 
realm of the first-created creatures, there already com- 
mences the problem of evil, which appears immediately 
in the freedom or misuse of freedom. 
Satan and the origin of evil. In the Old and New Tes- 

taments, Satan (the devil) appears as the representative of 

evil. The philosophy and theology of the Enlightenment 
endeavoured to push the figure of the devil out of Chris- 
tian consciousness as being a product of the mythological 
fantasy of the Middle Ages. It is precisely in this figure, 
however, that some aspects of the ways God deals with 

evil are especially evident. The devil first appears as an 
independent figure alongside God in the course of the Old 
Testament history of religion. In the Old Testament evil 
is still brought into a direct relationship with God; even 

evil, insofar as it has power and life, is effected by God: 
“I form light and create darkness, I make weal and create 
woe, I am the Lord, who do all these things” (Isaiah 45:7). 

Satan gives expression to the demonic side of the divine 
wrath. In the Book of Job he appears as the partner of 
God, who on behalf of God puts the righteous one to the 
test. Only in postbiblical Judaism does the devil become 
the adversary of God, the prince of angels, who, created 
by God and placed at the head of the angelic hosts, entices 
some of the angels into revolt against God. In punish- 
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Satan leaves the presence of God to test God's faithful 
servant, Job. Engraving by William Blake, 1825, for an 
illustrated edition of The Book of Job. 

ment for his rebellion he is cast from heaven together 
with his mutinous entourage, which were transformed into 
demons. As ruler over the fallen angels he henceforth con- 
tinues the struggle against the Kingdom of God in three 
ways: he seeks to seduce man into sin; he tries to disrupt 
God’s plan for salvation; and he appears before God as 
slanderer and accuser of the saints, so as to reduce the 
number of those chosen for the Kingdom of God. 
Thus, Satan has a threefold function: he is a creature of 

God, who has his being and essence from God; he is the 
partner of God in the drama of the history of salvation; 
and he is the rival of God, who fights against God’s plan of 
salvation. Through the influence of the dualistic thinking 
of Zoroastrian religion during the Babylonian Exile (586- 
538 BC) in Persia, Satan took on features of a counter- 

god in late Judaism. In the writings of the Qumran sects 
(who preserved the Dead Sea Scrolls), Belial, the “angel of 
darkness” and the “spirit of wickedness,” appears as the 
adversary of the “prince of luminaries” and the “spirit of 
truth.” The conclusion of the history of salvation is the 
eschatological battle of the prince of luminaries against 
Belial, which ends with judgment upon him, his angels, 
and people subject to him and ushers in the cessation of 
“worry, groaning, and wickedness” and the beginning of 
the rule of “truth.” 
In the New Testament the features of an anti-godly power 

are clearly prominent in the figures of the devil, Satan, Be- 
lial, and Beelzebub—the “enemy.” He is the accuser, the 

evil one, the tempter, the old snake, the great dragon, the 
prince of this world, and the god of this world, who seeks 
to hinder the establishment of God’s dominion through 
the life and suffering of Jesus Christ. Satan offers to give 
to Christ the riches of this world if Christ will acknowledge 
him as supreme lord. Thus, he is the real antagonist of the 

Messiah-Son of man, Christ, who is sent by God into the 
world to destroy the works of Satan. 
He is lacking, however, the possibility of incarnation: he 

is left to rob others in order to procure for himself the 
appearance of personality and corporeality. As opposed 
to philanthropia, the love of man of Christ, who presents 
himself as an expiatory sacrifice for the sins of mankind 
out of love for it, Satan appears among early church teach- 
ers, such as Basil of Caesarea in the 4th century, as the 
misanthropos, the hater of humanity; vis-a-vis the bringer 
of heavenly beauty, he is the hater of beauty, the misoka- 
los. With Gnosticism, dualistic features also penetrated the 
Christian sphere of intuitive vision. In the Letter of Bar- 
nabas (early 2nd century) Satan appeared as “the Black 
One”; according to the 2nd-century apologist Athenago- 
ras he is “the one entrusted with the administration of 
matter and its forms of appearance,” “the spirit hovering 
above matter.” Under the influence of Gnosticism and 
Manichaeism (a syncretistic religion founded by Mani, a 
3rd-century Persian prophet), there also followed—based 
on their dualistic aspects—the demonization of the entire 
realm of the sexual. This appears as the special tempta- 
tional sphere of the devil; in sexual activity, the role of the 
instrument of diabolic enticement devolves upon woman. 
Manichaeistic and Gnostic tendencies remained as a per- 
manent undercurrent in the church and determined, to 
a great extent, the understanding of sin and redemption. 
Satan remained the prototype of sin as the rebel who does 
not come to terms with fulfilling his godlikeness in love to 
his original image and Creator but instead desires equality 
with God and places love of self over love of God. 
Among the Fathers of the early church, the idea of Satan 

as the antagonist of Christ led to a mythical interpretation 
of the incarnation and disguise in the “form of a servant.” 
Through this disguise the Son of God makes his heay- 
enly origin unrecognizable to Satan. In some graphic, and 
almost comic, medieval depictions Christ appears as the 
“bait” cast before Satan, after which Satan grasps because 
he believes Christ to be an ordinary human being subject 
to his power. In the Middle Ages a further feature was 
added: the understanding of the devil as the “ape of God,” 
who attempts to imitate God through spurious, malicious 
creations that he interpolates for, or opposes to, the di- 
vine creations. 
In church history, the eras of the awakening of a new 
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consciousness of sin are identical with those of a newly 
awakened sense for the presence of “evil”—as was the case 
with Augustine, Bernard of Clairvaux, Luther, Calvin, and 

Wesley. In the Christian historical consciousness the figure 
of Satan plays an important role, not least of all through 
the influence of the Revelation to John. The history of 
salvation is understood as the history of a continuous 
struggle between God and the demonic antagonist, who 
with constantly new means tries to thwart God’s plan 
of salvation. The idea of the “stratagems of Satan,” as 
developed by a 16th-century fortress engineer, Giacomo 
Aconcio, had its roots here: the history of the world is a 
constant attempt of Satan to disrupt the salvation events 
of God through ever new counter-events. This altercation 
constitutes the religious background of the drama of world 
history. Characteristic here is the impetus of acceleration 
already indicated in Revelation: blow and counterblow in 
the struggle taking place between God and Satan follow in 
ever shorter intervals; for the devil “knows that his time 
is short” (Revelation 12:12), and his power in heaven has 
already been laid low. On Earth the possibility of his effi- 
cacy is likewise limited by the return of the Lord. Hence, 

his attacks upon the elect of the Kingdom so increase 
in the last times that God is moved to curtail the days 
of the final affliction, for “if those days had not been 
shortened, no human being would be saved” (Matthew 
24:22). Many of these features are retained in the philos- 
ophy of religion of German Idealism as well as in Rus- 
sian philosophy of religion. According to the 20th-century 
Russian philosopher Nikolay Berdyayev, like the Germans 
Friedrich Schelling and Franz von Baader before him, the 
devil has no true personality and no genuine reality and, 
instead, is filled with an insatiable “hunger for reality,” 
which he can attain by stealing reality from the people 
of whom he takes possession. Since the Enlightenment, 
Christian theologians who found the mythical pictures of 
Satan to be irrelevant, distorting, or confusing in Christian 
thought and experience have set out to demythologize this 
figure. Apologists such as the British literary figure C.S. 
Lewis and the Russian philosopher Vladimir Solovyov, 
however, have written cautionary words. They conceive 
that it would represent the devil’s most cunning attempt 
at self-camouflage to be demythologized and that camou- 
flage would be a certain new proof of his existence. 

GOD THE SON 

Dogmatic teachings about the figure of Jesus Christ go 
back to the spontaneous faith experiences of the original 
church. The faithful of the early church experienced and 
recognized the incarnate and resurrected Son of God in 
the person of Jesus. The disciples’ testimony served as 
confirmation for them that Jesus really is the exalted Lord 
and Son of God, who sits at the right hand of the Father 
and will return in glory to consummate the Kingdom. 
Different interpretations of the person of Jesus. From 

the beginning of the church different interpretations of 
the person of Jesus have existed alongside one another. 
The Gospel According to Mark, for example, understands 
Jesus as the man upon whom the Holy Spirit descends 
at the baptism in the Jordan and who is declared the 
Son of God through the voice of God from the clouds. 
Two schools of thought developed—one associated with 
Antioch in Syria and the other with Alexandria in Egypt. 
Attempts at Christology that derive from the theological 
school of Antioch have followed one line of interpretation: 
they proceed from the humanity of Jesus and view his di- 
vinity in his consciousness of God, founded in the divine 
mission that was imposed upon him by God through the 
infusion of the Holy Spirit. 
Another view was adopted by the catechetical school 

of Alexandrian theology. This view is expressed by the 
Gospel According to John, which regards the figure of 
Jesus Christ as the divine Logos become flesh. Here, the 

divinity of the person of Jesus is understood not as the 
endowment of the man Jesus with a divine power but 
rather as the result of the descent of the divine Logos— 
a preexistent heavenly being—into the world: the Logos 
taking on a human body of flesh so as to be realized 
in history. Thus it was that the struggle to understand 
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the figures of Jesus Christ created a rivalry between the 
theologies of Antioch and Alexandria. Both schools had a 
wide sphere of influence, not only among the contempo- 
rary clergy but also in monasticism and among the laity. 
Characteristically, Nestorianism (a heresy founded in the 
5th century), with its strong emphasis upon the human 
aspects of Jesus Christ, arose from the Antiochene school, 
whereas Monophysitism (a heresy founded in the Sth cen- 
tury), with its one-sided stress upon the divine nature of 
Christ, emerged from the Alexandrian school of theology. 
The Christological controversies. New intermediate so- 

lutions for resolving the Christological problem constantly 
were proposed between the two extreme positions of An- 
tioch and Alexandria. As in the area of the doctrine of 
the Trinity, the general development of Christology has 
been characterized by a plurality of views and formula- 
tions. Also, the creeds of the major churches have by no 
means agreed with each other word for word. After Cons- 
tantine, the great ecumenical synods occupied themselves 
essentially with the task of creating uniform formulations 
binding upon the entire imperial church. 
Even the Christological formulas, however, do not claim 

to offer a rational, conceptual clarification; instead, they 
emphasize clearly three contentions in the mystery of 
the sonship of God. These are: first, that Jesus Christ, 
the Son of God, is completely God, that in reality “the 
whole fullness of deity dwells bodily” in him (Colossians 
2:9); second, that he is completely human; and third, that 
these two “natures” do not exist beside one another in 
an unconnected way but, rather, are joined in him in a 

personal unity. Once again, the Neoplatonic metaphysics 
of substance offered the categories so as to settle concep- 
tually these various theological concerns. Thus, the idea 
of the unity of essence (homoousia) of the divine Logos 
with God the Father assured the complete divinity of Je- 
sus Christ, and the mystery of the person of Jesus Christ 
could be grasped in a complex but decisive formula: two 
natures in one person. The concept of person, taken from 
Roman law, served to join the fully divine and fully 
human natures of Christ into an individual unity. Chris- 
tology is not the product of abstract, logical operations 
but instead originates in the liturgical and charismatic 
sphere wherein Christians engage in prayer, meditation, 
and asceticism. Not being derived primarily from abstract 
teaching, it rather changes within the liturgy in new forms 
and in countless hymns of worship—as in the words of 
the Easter liturgy: 

The king of the heavens appeared on earth out of kindness to 
man and it was with men that he associated. For he took his 
flesh from a pure virgin and he came forth from her, in that 
he accepted it. One is the Son, two-fold in essence, but not in 
person. Therefore in announcing him as in truth perfect God 
and perfect man, we confess Christ our God. 

Messianic views. Faith in Jesus Christ is related in the 
closest way to faith in the Kingdom of God, the coming 
of which he proclaimed and introduced. Christian escha- 
tological expectations, for their part, were joined with the 
messianic promises, which underwent a decisive transfor- 

mation and differentiation in late Judaism, especially in 
the two centuries just before the appearance of Jesus. 
Two basic types can be distinguished as influencing the 
messianic self-understanding of Jesus as well as the faith 
of his disciples. 

The old Jewish view of the fulfillment of the history of 
salvation was guided by the idea that at the end of the his- 
tory of the Jewish people the Messiah will come from the 
house of David and establish the Kingdom of God—an 
earthly kingdom in which the Anointed of the Lord will 
gather the tribes of the chosen people and from Jerusalem 
will establish a world kingdom of peace. Accordingly, the 
expectation of the Kingdom had an explicitly inner-worldly 
character. The expectation of an earthly Messiah as the 
founder of a Jewish kingdom became the strongest impulse 
for political revolutions, primarily against Hellenistic and 
Roman dominion. The period preceding the appearance 
of Jesus was filled with continuous new messianic upris- 
ings in which new messianic personalities appeared and 
claimed for themselves and their struggles for liberation 
the miraculous powers of the Kingdom of God. Especially 
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in Galilee, guerrilla groups were formed in which hope for 
a better future blazed all the more fiercely, because the 
present was so unpromising. Jesus disappointed the polit- 
ical expectations of these popular circles; he did not let 

himself be made a political Messiah. Conversely, it was his 
opponents who used the political misinterpretation of his 
person to destroy him. Jesus was condemned and executed 

by the responsible Roman authorities as a Jewish rioter 
who rebelled against Roman sovereignty. The inscription 
on the cross, “Jesus of Nazareth, king of the Jews,” cited 
the motif of political insurrection of a Jewish messianic 
king against the Roman government as the official reason 
for his condemnation and execution. 
Alongside this political type of messianic expectation 

there was a second form of eschatological expectation. Its 
supporters were the pious groups in the country, the Es- 

senes and the Qumran community on the Dead Sea. Their 
yearning was directed not toward an earthly Messiah but 
toward a heavenly anointed one, who would bring not an 
earthly but a heavenly kingdom. Fulfillment lay not in 
the old world but in the future, coming world, for which 
the main thing was to prepare oneself through repentance. 
These pious ones wanted to know nothing of sword and 
struggle, uprising and rebellion. They believed that the 
wondrous power of God alone would create the new time. 
The birth of a new eon would be preceded by intense 
messianic woes and a frightful judgment upon the godless, 
the pagan peoples, and Satan with his demonic powers. 
The Messiah would come not as an earthly king from the 
house of David but as a heavenly figure, as the Son of 
God, a heavenly being of the ages, who would descend 
into the world of the Evil One and there gather his own to 
lead them back into the realm of light. He would take up 
dominion of the world and, after overcoming all earthly 
and supernatural demonic powers, lay the entire cosmos 
at the feet of God. 
A second new feature, anticipation of the Resurrection, 

was coupled with this transcending of the old expectation. 
According to the old Jewish eschatological expectation, the 
beneficiaries of the divine development of the world would 
be only the members of the last generation of humanity 
who were fortunate enough to experience the arrival of 
the Messiah upon Earth; all earlier generations would be 

consumed with the longing for fulfillment but would die 
without experiencing it. Ancient Judaism knew no hope 
of resurrection. In connection with the transcending of the 
expectation of the Kingdom of God, however, even antic- 
ipations of resurrection voiced earlier by Zoroastrianism 
were achieved: the Kingdom of God was to include within 
itself in the state of resurrection all the faithful of every 
generation of humanity. Even the faithful of the earlier 
generations would find in resurrection the realization of 
their faith. In the new eon the Messiah-Son of man would 
rule over the resurrected faithful of all times and all peo- 
ples. A characteristic breaking free of the eschatological 
expectation was thereby presented. It no longer referred 
exclusively to the Jews alone; with its transcendence a 
universalistic feature entered into it. 
Jesus—in contrast to John the Baptist (a preacher of 

repentance who pointed to the coming bringer of the 
Kingdom)—knew himself to be the one who brought 
fulfillment of the Kingdom itself, because the wondrous 
powers of the Kingdom of God were already at work in 
him. He proclaimed the glad news that the long promised 
Kingdom was already dawning, that the consummation 
was here. This is what was new: the promised Kingdom, 
supra-worldly, of the future, the coming new eon, already 
reached redeemingly into the this-worldly from its beyond- 
ness, as a charismatic reality that brought people together 
in a new community. 
Jesus did not simply transfer to himself the promise of 

heavenly Son of man, as it was articulated in the apoc- 
ryphal First Book of Enoch. Instead, he gave this expec- 
tation of the Son of man an entirely new interpretation. 
Pious Jewish circles, such as the Enoch community and 
other pietist groups, expected in the coming Son of man 
a figure of light from on high, a heavenly conquering 
hero, with all the marks of divine power and glory. Jesus, 
however, linked expectations of the Son of man with the 

figure of the suffering servant of God (as in Isaiah, chapter 
53). He would return in glory as the consummator of the 
Kingdom. This self-understanding of Jesus was compat- 
ible with Christologies derived from the concept of the 
divine Logos. 
The doctrine of the Virgin Mary and holy Wisdom. The 

dogma of the Virgin Mary as the “mother of God” and 
“bearer of God” is connected in the closest way with the 
dogma of the incarnation of the divine Logos. The theo- 
retical formation of doctrine did not bring the cult of the 
mother of God along in its train; instead, the doctrine only 
reflected the unusually great role that the veneration of 
the mother of God already had taken on at an early date 
in the liturgy and in the church piety of Orthodox faithful. 
The expansion of the veneration of the Virgin Mary 

as the bearer of God (Theotokos) and the formation of 
the corresponding dogma is one of the most astonishing 
occurrences in the history of the early church. The New 
Testament offers only scanty points of departure for this 
development. Mary completely recedes behind the figure 
of Jesus Christ, who stands in the centre of all four 
Gospels. From the Gospels themselves it can be recognized 
that Jesus’ development into the preacher of the Kingdom 
of God took place in sharp opposition to his family, who 
were so little convinced of his mission that they held him 
to be insane (Mark 3:21). Accordingly, all the Gospels 
stress the fact that Jesus separated himself from his fam- 
ily. Even the Gospel According to John still preserved 
traces of Jesus’ tense relationship with his mother. Mary 
appears twice without being called by name the mother of 
Jesus; and Jesus himself regularly withholds from her the 
designation of mother. The saying, “Woman, what have 
you to do with me?” (John 2:4), is indeed the strongest 
expression of a conscious distancing. 
Nevertheless, with the conception of Jesus Christ as the 

Son of God, a tendency developed early in the church to 
grant to the mother of the Son of God a special place 
within the church. This development was sketched quite 
hesitantly in the New Testament. Only the prehistories 
in Matthew and Luke mention the virgin birth, which, 
however, cannot be simply coordinated or reconciled with 
the statements of the preceding genealogical tables. On 
these scanty presuppositions the later cult of the mother 
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Christ risen from the tomb on the third day after death, 
fresco by Piero della Francesca (c. 1420-92). In the Palazzo 
Comunale, Sansepolcro, Italy. 
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The Virgin Mary as the Mother of Mercy, panel by Lippo 
Memmi (c. 1285-1361). In the dome of the Orvieto 
Cathedral, Italy. 
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of God was developed. The view of the virgin birth en- 
tered into the creed of all Christianity and became one of 
the strongest religious impulses in the development of the 
dogma, liturgy, and ecclesiastical piety of the early church. 
Veneration of the mother of God received its impetus 

when the Christian Church became the imperial church 
under Constantine and the pagan masses came under 
Christian influences and became members of the church. 
The peoples of the Mediterranean area and the Mid- 
dle East could not make themselves conversant with the 
absolute power of God the Father and with the strict 
patriarchalism of the Jewish idea of God, which the orig- 
inal Christian message had taken over. Their piety and 
religious consciousness had been formed for millennia 
through the cult of the “great mother” goddess and the 
“divine virgin,” a development that led all the way from 
the old popular religions of Babylonia and Assyria to 
the mystery cults of the late Hellenistic period. Despite 
the unfavourable presuppositions in the tradition of the 
Gospels, cultic veneration of the divine virgin and mother 
found within the Christian Church a new possibility of 
expression in the worship of Mary as the virgin mother 
of God, in whom was achieved the mysterious union of 

the divine Logos with human nature. The spontaneous 
impulse of popular piety, which pushed in this direction, 
moved far in advance of the practice and doctrine of the 
church. In Egypt, Mary was, at an early point, already 
worshiped under the title of Theotokos—an expression 
that Origen used in the 3rd century. The Council of Eph- 
esus (431) raised this designation to a dogmatic standard. 
To the latter, the second Council of Constantinople (553) 
added the title “eternal Virgin.” In the prayers and hymns 
of the Orthodox Church the name of the mother of God 
is invoked as often as is the name of Christ and the 
Holy Trinity. 
The doctrine of the heavenly Wisdom (Sophia) represents 

an Eastern Church particularity. In late Judaism, spec- 
ulations about the heavenly Wisdom—a heavenly figure 
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beside God that presents itself to humanity as mediator 
in the work of creation as well as mediator of the knowl- 
edge of God—abounded. In Roman Catholic doctrine, 
Mary, the mother of God, was identified with the figure 

of the divine Wisdom. To borrow a term used in Chris- 
tology to describe Jesus as being of the same substance 
(hypostasis) as the Father, Mary was seen as possessing a 
divine hypostasis. 
This process of treating Mary and the heavenly Wis- 

dom alike did not take place in the realm of the Eastern 

Orthodox Church. For all its veneration of the mother 
of God, the Eastern Orthodox Church never forgot that 
the root of this veneration lay in the incarnation of the 
divine Logos that took place through her. Accordingly, 
in the tradition of Orthodox theology, a specific doctrine 
of the heavenly Wisdom, Sophianism, is found alongside 
the doctrine of the mother of God. This distinction be- 
tween the mother of God and the heavenly Sophia in 
20th-century Russian philosophy of religion (in the works 
of Vladimir Solovyov, Pavel Florensky, W.N. Iljin, and 
Sergey Bulgakov) developed a special Sophianism. Sophi- 
anism did, however, evoke the opposition of Orthodox 
academic theology. The numerous great churches of Hagia 
Sophia, foremost among them the cathedral by that name 
in Constantinople (Istanbul), are consecrated to this figure 
of the heavenly Wisdom. 

GOD THE HOLY SPIRIT 

Contradictory aspects of the Holy Spirit. The Holy 
Spirit of God becomes one of the most elusive and diffi- 
cult themes in Christian theology, because it refers to one 
of the three Persons in the Godhead but does not evoke 
concrete images the way “Father” or “Creator” and “Son” 
or “Redeemer” do. Reference to the Holy Spirit includes 
the true creative element in the life of the church. It works 
in an apparently contradictory sense: by virtue of its au- 
thority, the Holy Spirit establishes law and breaks law, it 
institutes order and breaks order, it founds tradition and 
breaks tradition. It is the conservative as well as the rev- 
olutionary principle in church history. It guarantees the 
continuity of the church and yet it interrupts this conti- 
nuity ever again through new creations. Both sides of this 
activity stand in a characteristic relationship of tension to 
one another. 

The essence of the expression of the Holy Spirit is free 
spontaneity. The Spirit blows like the wind, “where it 
wills,” but where it blows it establishes a firm norm by 
virtue of its divine authority. The spirit of prophecy and 
the spirit of knowledge (gndsis) are not subject to the will 
of the prophet and the enlightened one; revelation of the 
Spirit in the prophetic word or in the word of knowledge 
becomes Holy Scripture, which as “divinely breathed” 
“cannot be broken” and lays claim to a lasting validity 
for the church. 

The Spirit, which is expressed in the various officeholders 

of the church, likewise founds the authority of ecclesias- 
tical offices. The laying on of hands, as a sign of the 
transference of the Holy Spirit from one person to an- 
other, is a characteristic ritual that visibly represents and 
guarantees the continuity of the working of the Spirit in 
the officeholders chosen by the Apostles; it becomes the 
sacramental sign of the succession of the full power of 
spiritual authority of bishops and priests. The Holy Spirit 
also creates the sacraments and guarantees the constancy 
of their action in the church. All the expressions of church 
life—doctrine, office, polity, sacraments, power to loosen 
and to bind, and prayer—are understood as endowed 
by the Spirit. 

The same Holy Spirit, however, also comes forth as the 
revolutionizing, freshly creating principle in church his- 
tory. All the decisive reformational movements in church 
history, which broke with old institutions, have appealed 
to the authority of the Holy Spirit. This is probably the 
main reason that in the history of church dogma the arti- 
cle of the Holy Spirit has been developed only hesitantly 
and incompletely in comparison with the Christological 
article. A characteristic view of the Holy Spirit is sketched 
out in the Gospel According to John: the outpouring of 
the Holy Spirit takes place only after the Ascension of 
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Christ; it is the beginning of a new time of salvation, in 
which the Holy Spirit is sent as the Paraclete (Counsellor) 

to the church remaining behind in this world. The ecstatic 
phenomena, which are prominent in the church at Pente- 
cost, are understood as fulfillment of this promise. With 
this event (Pentecost) the church entered into the period 
of the Holy Spirit. After a process of institutionalization 
in the church, opposition against it—through appeal to 
the Holy Spirit—became noticeable for the first time in 
Montanism, in the mid-2nd century. Montanus, a Phry- 
gian prophet and charismatic leader, understood himself 
and the prophetic movement sustained by him as the ful- 
fillment of the promise of the coming of the Paraclete. In 
the 13th century a spiritualistic countermovement against 
the feudalized institutional church gained attention anew 
in Joachim of Fiore, who understood the history of salva- 
tion in terms of a continuing self-realization of the divine 
Trinity in the three times of salvation: (1) the time of 

the Father, (2) the time of the Son, and (3) the time 
of the Holy Spirit. He promised the speedy beginning of 
the period of the Holy Spirit, in which the institutional 
papal church, with its sacraments and its revelation hard- 
ened in the letter of scripture, would be replaced by a 
community of charismatic figures, filled with the Spirit, 
and by the time of “spiritual knowledge.” This promise 
became the spiritual stimulus of a series of revolutionary 
movements within the medieval church—e.g., the reform 
movement of the radical Franciscan spirituals and the 
Hussite reform movement led by Jan Hus in 15th-century 
Bohemia. Their effects extend to a 16th-century radical 
reformer, Thomas Muntzer, who substantiated his revolu- 
tion against the princes and clerical hierarchs with a new 
outpouring of the Spirit. Quakerism represents the most 
radical mode of rejection—carried out in the name of 
the freedom of the Holy Spirit—of all institutional forms, 
which are regarded as shackles and prisons of the Holy 
Spirit. In the 20th century a revival of charismatic forms 
of Christianity, called Pentecostalism and the charismatic 
movement, centred on the recovery of the experience of 

the Holy Spirit and necessitated some fresh theological 
inquiry about the subject. 
Conflict between order and charismatic freedom. As 

the fundamentally uncontrollable principle of life in the 
church, the Holy Spirit considerably upset Christian con- 
gregations from the very outset. Paul struggled to restrict 
the anarchist elements, which are connected with the ap- 

pearance of free charismata (spiritual phenomena), and, 
over against these, to achieve a firm order in the church. 
Paul at times attempted to control and even repress charis- 
matic activities, which he seemed to regard as irrational or 
prerational and thus potentially disruptive of fellowship. 
Among these were glossolalia, or speaking in tongues, a 
form of unrepressed speech. Paul preferred rational dis- 
course in sermons. He also felt that spontaneity threatened 
the focus of worship. This tendency led to an emphasis on 
ecclesiastical offices with their limited authority vis-a-vis 
the uncontrolled appearance of free charismatic figures. 
The conflict between church leadership resident in the 

locality and the appearance of free charismatic figures in 
the form of itinerant preachers forms the main motif of 
the oldest efforts for a church order. This difficulty be- 
came evident in the Didaché, the Teaching of the Twelve 
Apostles (early 2nd century). The authority of the Holy 
Spirit, in whose name the free charismatic figures speak, 
does not allow its instructions and prophecies to be criti- 
cized in terms of contents; its evaluation had to be made 
dependent upon purely ethical qualifications. This tension 
ended, in practical terms, with the exclusion of the free 
charismatic figures from the leadership of the church. The 
charismatic continuation of the revelation, in the form 
of new scriptures of revelation, was also checked. In the 
long historical process during which the Christian bibli- 
cal canon took shape, Bishop Athanasius of Alexandria, 
in his 39th Easter letter (367), selected the number of 
writings—of apostolic origin—that he considered “canon- 
ical.” Revelation in the form of Holy Scriptures binding 
for the Christian faith was thereby considered definitively 
concluded. The canon, henceforth fixed, can no longer be 
changed, abridged, or supplemented. 

In a similar way, individual charismatic offices become 
institutionalized. A lower degree of consecration—a first 
stage for priestly ordination—still holds for the exorcist, 
the ritual figure who drives the devil from the possessed or 
those who are to be baptized. The teacher (didaskalos) also 
becomes institutionalized. In the Roman Church, only 
ordained priests are permitted to be church teachers—in 
contrast to the Eastern Orthodox Church, which until the 
20th century did not require ecclesiastical ordination of a 
professor of theology. 
The article about the Holy Spirit in the church creeds 

reflects little of these struggles. It suppresses the revolu- 
tionary principle of the Holy Spirit. Neither the so-called 
Apostles’ Creed nor the Nicene Creed goes beyond estab- 
lishment of faith in the Holy Spirit and its participation 
in the incarnation. In the Nicene Creed it is further em- 
phasized that the Holy Spirit is the life-creating power— 
i.e., the power both of creation and of rebirth—and that 
the Spirit has already spoken in the prophets. 
The emergence of Trinitarian speculations in early church 

theology led to great difficulties in the article about the 
“person” of the Holy Spirit. In the New Testament the 
Holy Spirit tended to be present more as power than as 
person, though there was distinctive personal representa- 
tion in the form of the dove at Jesus’ baptism. But it was 
difficult to incorporate this graphic or symbolic represen- 
tation into dogmatic theology. Nevertheless, with Athana- 
sius the idea of the complete essence (homoousia) of the 
Holy Spirit with the Father and the Son was achieved. 
This was in opposition to all earlier attempts to subordi- 
nate the Holy Spirit to the Son and to the Father and to 
interpret the Spirit—similarly to anti-Trinitarian Christol- 
ogy—as a prince of the angels. According to Athanasius, 
the Holy Spirit alone guarantees the complete redemption 
of humanity: “through participation in the Holy Spirit we 
partake of the divine nature.” In his work De Trinitate, 
Augustine undertook to render the essence of the Trinity 
understandable in terms of the Trinitarian structure of 
the human person: the Holy Spirit appears as the Spirit 
of love, which joins Father and Son and draws people 
into this communion of love. In Eastern Church theolog- 
ical thought, however, the Holy Spirit and the Son both 
proceed from the Father. In the West, the divine Trinity 
is determined more by the idea of the inner Trinitarian 
life in God; thus, the notion was carried through that the 

Holy Spirit goes forth from the Father and from the Son. 
Despite all the efforts of speculative theology, a graphic 
conception of the person of the Holy Spirit was not devel- 
oped even later in the consciousness of the church. 
The operations of the Holy Spirit. For the Christian 

faith, the Holy Spirit is clearly recognizable in charismatic 
figures (the saints), in whom the gifts of grace (charis- 
mata) of the Holy Spirit are expressed in different forms: 
reformers and other charismatic figures. The prophet, for 
instance, belongs to these charismatic types. The history 
of the church knows a continuous series of prophetic 
types, which reaches from New Testament prophets, such 
as Agabus (in Acts 11:28), through the 12th-century 
monk Bernard of Clairvaux to such Reformers as Luther 
and Calvin. Christoph Kotter and Nicolaus Drabicius— 
prophets of the Thirty Years’ War period—were highly 
praised by the 17th-century Moravian bishop John Amos 
Comenius. Other prophets have existed in Pietism, Puri- 
tanism, and the Anglo-Saxon Free churches. 
Prophetic women are especially numerous. In church 

history they begin with Anna (in Luke 2:36) and the 
prophetic daughters of the apostle Philip. Others are: Hil- 
degard von Bingen, St. Bridget of Sweden, Joan of Arc, 
and the prophetic women of the Reformation period. In 
the modern world numbers of pioneers in the “holiness” 
and Pentecostal traditions were women, and women’s gifts 
of prophecy have sometimes been cherished among Pen- 
tecostalists when they were overlooked or disdained by 
much of the rest of Christianity. 
A further type of charismatic person is the healer, who 

functioned in the early church as an exorcist but who 
also emerged as a charismatic type in healing personalities 
of more recent church history (e.g., Vincent de Paul in 
the 17th century). Equally significant is the curer-of-souls 
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type, who exercises the gift of “distinguishing between 
spirits” in daily association with people. This gift is found 
especially emphasized among many of the great saints of 
all times. In the 19th century it particularly stands out 
in Johann Christoph Blumhardt, in Protestantism, and 
in Jean-Baptiste Vianney, the curé of Ars, in Roman 
Catholicism. 

The charismatic wanderer type, who leads a roving life 
in imitation of Jesus Christ, who “has nowhere to lay 
his head,” was molded through the ideal of “ascetic 
homelessness.” The latter drove Scots-Irish monks, for 
example, not only through all of Europe but also to the 
remotest islands of the northern seas and as far as Ice- 
land and Newfoundland. This ideal is still alive today in 
the Eastern Orthodox Church in the form of the stran- 
nik (“wanderer”). The “holy fool” type conceals a radical 
Christianity under the mask of foolishness and holds the 
truth of the gospel, in the disguise of folly, before the eyes 
of highly placed personalities: the worldly and the princes 
of the church who do not brook unmasked truth. This 
type, which frequently appeared in the Byzantine Church, 

has been represented especially in Western Christianity by 
Philip Neri, the founder of the religious order known as 
the Oratorians, in the 16th century. 
The charismatic teacher (didaskalos), on the other hand, 

still appears. Filled with the spirit of intelligence or knowl- 
edge of the Holy Spirit, he carries out his teaching office, 
which does not necessarily need to be attached to an 
academic position. Many Free Church and ecclesiastical 
reform movements owe their genesis to such spirit-filled 
teachers, who are often decried as anomalous. The deacon 
likewise is originally the holder of a charismatic office 
of selfless service. Christian service, or diakonia, was not 
confined to Christian offices. Some of the energies that 
once went into it are now found in social service out- 
side the church. Many of the agents of such service were 
originally or still may be inspired by Christian norms and 
examples in the care of the sick and the socially outcast or 
overlooked. Alongside such men as the Pietist August Her- 
mann Francke, the Methodist John Wesley, Johann Wich- 

ern (the founder of the Inner Mission in Germany), and 
Friederich von Bodelschwingh (the founder of charitable 
institutions), important women have appeared as bearers 
of this charisma (e.g., the English nurse Florence Nightin- 
gale and the Salvation Army leader Catherine Booth). 
The Holy Spirit that “blows where it wills” has often 

been recognized as the impulse behind an enlargement 
of roles for women in the church. However limited these 
have been, they enlarged upon those that Christians in- 
herited from Judaism. Partitions had screened women in 
a special left-hand section of the synagogue. While the 
pace of innovation was irregular, in the ecstatic worship 
services of the Christian congregations women tended to 
participate in speaking in tongues, hymns, prayer calls, 
or even prophecies. Evidently, this innovation in the face 
of the strict synagogal custom was held admissible on the 
basis of the authority of the Holy Spirit: “Do not quench 
the Spirit” (1 Thessalonians 5:19). Inasmuch as the ap- 
pearance of charismatic women upset traditional concepts, 
however, Paul, acting on any number of personal and 
social motivations, reverted to the synagogal principle and 
inhibited the speaking role of women: “the women should 
keep silence in the churches.” (1 Corinthians 14:34). 
Because expressions of free charisma were increasingly 

suppressed in the institutional churches, the emergence of 
Pentecostal movements outside the institutional churches 
and partly in open opposition to them arose. This move- 
ment led to the founding of various Pentecostal Free 
churches at the end of the 19th century and the beginning 
of the 20th; today, it is represented through numerous 
independent Pentecostal groups, such as the Church of 
God and the Assemblies of God. At first scorned by 
the established churches and devalued as “demonic,” the 
Pentecostal movement has grown to a world movement 
with strong missionary activity not only in Africa and 
South America but also in the European countries. In 
the United States, a strong influence of the Pentecostal 
movement—which has returned high esteem to the proto- 
Christian charismata of speaking in tongues, healing, and 
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exorcism—is noticeable in the older churches as well, even 
in the Roman Catholic, Lutheran, and Anglican. This has 
occurred especially in liturgy and church music but also 
in preaching style and the return to faith healing. 

THE HOLY TRINITY 

The basis for the doctrine of the Trinity. The central 
Christian affirmations about God are condensed and fo- 
cused in the classic doctrine of the Trinity, which has 
its ultimate foundation in the special religious experience 
of the Christians in the first communities. This basis of 
experience is older than the doctrine of the Trinity. It 
consisted of the fact that God came to meet Christians 
in a threefold figure: (1) as Creator, Lord of the history 
of salvation, Father, and Judge, as revealed in the Old 
Testament; (2) as the Lord who, in the figure of Jesus 
Chnist, lived among human beings and was present in 
their midst as the “Resurrected One”; and (3) as the Holy 

Spirit, whom they experienced as the power of the new 
life, the miraculous potency of the Kingdom of God. The 

question as to how to reconcile the encounter with God 
in this threefold figure with faith in the oneness of God, 
which was the Jews’ and Christians’ characteristic mark 
of distinction from paganism, agitated the piety of ancient 
Christendom in the deepest way. In the course of history, 
it also provided the strongest impetus for a speculative 
theology, which inspired Western metaphysics for many 
centuries. In the first two centuries of the Christian Era, 
however, a series of different answers to this question stood 
in juxtaposition. At first none of the Christian theologians 
had considered them speculatively. 
The diversity in interpretation of the Trinity was condi- 

tioned especially through the understanding of the figure 
of Jesus Christ. According to the theology of the Gospel 
According to John, the divinity of Jesus Christ constituted 
the departure point for understanding his person and ef- 
ficacy. The Gospel According to Mark, however, did not 
proceed from. a theology of incarnation but instead under- 
stood the baptism of Jesus Christ as the adoption of the 
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Testament Trinity, detail from the Four-Part-lcon, Novgorod 
School, c. 1400. In the State Russian Museum, Leningrad. 
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man Jesus Christ into the Sonship of God, accomplished 

through the descent of the Holy Spirit. The situation be- 
came further aggravated by the conceptions of the special 
personal character of the manifestation of God developed 
by way of the historical figure of Jesus Christ; the Holy 
Spirit was viewed not as a personal figure but rather as a 
power and appeared graphically only in the form of the 
dove and thus receded, to a large extent, in the Trinitarian 
speculation. 
Introduction of Neoplatonic themes. In the Johannine 

literature in the Bible there appeared the first traces of 
the concept of Christ as the Logos, the “word” or “prin- 
ciple” that issues from eternity. Under the influence of 
subsequent Neoplatonic philosophy, this tradition became 
central in speculative theology. There was interest in the 
relationship of the “oneness” of God to the “triplicity” of 
divine manifestations. This question was answered through 
the Neoplatonic metaphysics of being. The transcendent 
God, who is beyond all being, all rationality, and all con- 
ceptuality, is divested of divine transcendence. In a first 
act of becoming self-conscious the Logos recognizes itself 
as the divine mind (Greek: nous), or divine world reason, 
which was characterized by the Neoplatonic philosopher 

Plotinus as the “Son” who goes forth from the Father. The 
next step by which the transcendent God becomes self- 
conscious consists in the appearance in the divine nous 
of the divine world, the idea of the world in its individ- 
ual forms as the content of the divine consciousness. In 
Neoplatonic philosophy both the nous and the idea of the 

world are designated the hypostases of the transcendent 
God. Christian theology took the Neoplatonic metaphysics 
of substance as well as its doctrine of hypostases as the 
departure point for interpreting the relationship of the “Fa- 
ther” to the “Son” in terms of the Neoplatonic hypostases 
doctrine. This process stands in direct relationship with 
a speculative interpretation of Christology in connection 
with Neoplatonic Logos speculation. 
The assumption of the Neoplatonic hypostases doctrine 

meant from the beginning a certain evaluation of the 
relationships of the three divine figures to one another, 
because for Neoplatonism the process of hypostatization 
is at the same time a process that includes a diminishing 
of being. Thus, in flowing forth from the transcendent 
source, the divine being is progressively weakened with the 
distance from the transcendent origin. Diminution of be- 
ing, on these terms, is brought about through approach to 
matter, which for its part is understood in Neoplatonism 
as nonbeing. In transferring the Neoplatonic hypostases 
doctrine to the Christian interpretation of the Trinity 
there existed the danger that the different manifestations 
of God—as known by the Christian experience of faith: 
Father, Son, Holy Spirit—would be transformed into a 
hierarchy of gods graduated among themselves and thus 
into a polytheism. Though this danger was consciously 
avoided and, proceeding from a Logos Christology, the 
complete sameness of essence of the three manifestations 
of God was emphasized, there arose the danger of a re- 
lapse into a triplicity of equally ranked gods, which would 
displace the idea of the oneness of God. 
Attempts to define the Trinity. By the 3rd century it 

was already apparent that all attempts to systematize the 
mystery of the divine Trinity with the theories of Neopla- 
tonic hypostases metaphysics were unsatisfying and led to 
a constant series of new conflicts. The high point, upon 
which the basic difficulties underwent their most forceful 
theological and ecclesiastically political actualization, was 
the so-called Arian controversy. Arius belonged to the 
Antiochene school of theology, which placed strong em- 
phasis upon the historicity of the man Jesus Christ. In his 
theological interpretation of the idea of God, Arius was 
interested in maintaining a formal understanding of the 
oneness of God. In defense of the oneness of God, he was 
obliged to dispute the sameness of essence of the Son and 
the Holy Spirit with God the Father, as stressed by the 
theologians of the Neoplatonically influenced Alexandrian 
school. From the outset, the controversy between both 
parties took place upon the common basis of the Neopla- 
tonic concept of substance, which was foreign to the New 
Testament itself. It is no wonder that the continuation of 

the dispute on the basis of the metaphysics of substance 
likewise led to concepts that have no foundation in the 

New Testament—such as the question of the sameness of 

essence (homoousia) or similarity of essence (homoiousia) 
of the divine persons. 
The basic concern of Arius was and remained disputing 

the oneness of essence of the Son and the Holy Spirit 
with God the Father, in order to preserve the oneness of 

God. The Son, thus, became a “second God, under God 
the Father”—i.e., he is God only in a figurative sense, for 
he belongs. on the side of the creatures, even if at their 
highest summit. Here Arius joined an older tradition of 
Christology, which had already played a role in Rome in 
the early 2nd century—namely, the so-called angel-Chris- 
tology. The descent of the Son to Earth was understood 
as the descent to Earth of the highest prince of the angels, 
who became man in Jesus Christ; he is to some extent 

identified with the angel prince Michael. In the old angel- 
Christology the concern is already expressed to preserve 
the oneness of God, the inviolable distinguishing mark of 
the Jewish and Christian faiths over against all paganism. 
The Son is not himself God, but as the highest of the 
created spiritual beings he is moved as close as possible to 
God. Arius joined this tradition with the same aim—z.e., 
defending the idea of the oneness of the Christian concept 
of God against all reproaches that Christianity introduces 
a new, more sublime form of polytheism. 
This attempt to save the oneness of God led, however, to 

an awkward consequence. For Jesus Christ, as the divine 
Logos become human, moves thereby to the side of the 
creatures—i.e., to the side of the created world that needs 
redemption. How, then, should such a Christ, himself a 

part of the creation, be able to achieve the redemption of 
the world? On the whole, the Christian Church rejected, as 
an unhappy attack upon the reality of redemption, such 
a formal attempt at saving the oneness of God as was 
undertaken by Arius. 
The main speaker for church orthodoxy was Athanasius 

of Alexandria, for whom the point of departure was not 
a philosophical-speculative principle but rather the reality 
of redemption, the certainty of salvation. The redemption 
of humanity from sin and death is only then guaranteed if 
Christ is total God and total human being, if the complete 
essence of God penetrates human nature right into the 
deepest layer of its carnal corporeality. Only if God in the 
full meaning of divine essence became human in Jesus 
Christ is deification of man in terms of overcoming sin 
and death guaranteed as the resurrection of the flesh. 
Augustine, of decisive importance for the Western de- 

velopment of the Trinitarian doctrine in theology and 
metaphysics, coupled the doctrine of the Trinity with an- 
thropology. Proceeding from the idea that humans are cre- 
ated by God according to the divine image, he attempted 
to explain the mystery of the Trinity by uncovering traces 
of the Trinity in the human personality. He went from 
analysis of the Trinitarian structure of the simple act of 
cognition to ascertainment of the Trinitarian structure 
both of human self-consciousness and of the act of reli- 
gious contemplation in which people recognize themselves 
as the image of God. 
A second model of Trinitarian doctrine—suspected of 

heresy from the outset—which had effects not only in 
theology but also in the social metaphysics of the West as 
well, emanated from Joachim of Fiore. He understood the 
course of the history of salvation as the successive realiza- 
tion of the Father, the Son, and the Holy Spirit in three 
consecutive periods of salvation. This interpretation of the 
Trinity became effective as a “theology of revolution,” 
inasmuch as it was regarded as the theological justification 
of the endeavour to accelerate the arrival of the third state 
of the Holy Spirit through revolutionary initiative. 
The final dogmatic formulation of the Trinitarian doc- 

trine in the so-called Athanasian Creed (c. 500), una sub- 
stantia—tres personae (“one substance—three persons”), 
reached back to the formulation of Tertullian. In practi- 
cal terms it meant a compromise in that it held fast to 
both basic ideas of Christian revelation—the oneness of 
God and divine self-revelation in the figures of the Fa- 
ther, the Son, and the Holy Spirit—without rationalizing 
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the mystery itself. In the final analysis the point of view 
thereby remained definitive that the fundamental assump- 
tions of the reality of salvation and redemption are to be 
retained and not sacrificed to the concern of a rational 
monotheism. 
Characteristically, in all periods of the later history 

of Christendom in which a rationalistic philosophy was 
achieved and the history of salvation aspect of the Trini- 
tarian question receded, anti-Trinitarian currents returned. 
Many, to some extent, consciously rejoined ties with Ari- 
us: the humanist Enlightenment of the 16th century and 
the so-called anti-Trinitarians of the Italian Renaissance. 
A direct connection exists between anti-Trinitarianism and 
18th-century research into the life of Jesus. The oldest life 
of Jesus researchers in the 18th century, such as Hermann 
Reimarus and Karl Bahrdt, who portrayed Jesus as the 
agent of a secret enlightenment order that had set itself 
the goal of spreading the religion of reason in the world, 
were at the same time anti-Trinitarians and pioneers of 
the radical rationalistic criticism of dogma. The Kantian 
critique of the proofs of God contributed further to a 
devaluation of Trinitarian doctrine. In the philosophy of 
German Idealism, Hegel, in the framework of his attempt 
to raise Christian dogma into the sphere of the conceptual, 
took the Christian Trinitarian doctrine as the basis for his 
system of philosophy and, above all, for his interpretation 
of history as the absolute spirit’s becoming self-conscious. 
In more recent theology, at least in the accusations of 
some of its critics, the school of dialectical theology in Eu- 
rope and the United States tended to reduce the doctrine 
of the Trinity and supplant it with a monochristism. 
In a brief but well-publicized episode in the mid-1960s 

in the United States, a number of celebrated Protestant 
theologians engaged in cultural criticism observed or an- 
nounced “the death of God.” The theology of the death of 
God downplayed any notion of divine transcendence and 
invested its whole claim to be Christian in its accent on 
Jesus of Nazareth. Christian dogma was reinterpreted and 
reduced to norms of human sociality and freedom. Before 
long, however, the majority of theologians confronted this 
small school with the demands of classic Christian dogma, 
which insisted on confronting divine transcendence in any 
assertions about Jesus Christ. 
The transcendence of God has been rediscovered by 

science and sociology; theology in the closing decades of 
the 20th century endeavoured to overcome the purely 
anthropological interpretation of religion and once more 
to discover anew its transcendent ground. Theology has 
consequently been confronted with the problem of Trinity 
in a new form, which, in view of the Christian experience 
of God as an experience of the presence of the Father, 
Son, and Holy Spirit, cannot be eliminated. 

THE DOCTRINE OF MAN 

What it is to be human. Most Christian theologians, 
following the culture and habits of their day, used the 
general term man to cover both sexes when referring to 
human beings. The literature on the subject consistently 
refers to anthropology in theology as “the doctrine of 
man,” but it must be understood as that of “human” or 
“human being.” The starting point for the Christian un- 
derstanding of what it is to be human is the recognition 
that humans are created after the image of God. This idea 
views God and humans joined with one another through 
a mysterious connection. God is thought of as incompre- 
hensible and beyond substance; yet God desired to reflect 
the divine image in one set of creatures and chose humans 
for this. Man as the image of God belongs, therefore, to 
the self-revelation of God in quite a decisive way. God, 
being reflected in the human creature, makes this being 
a partner in the realization of the divine self: there is 
constant interaction. God and humans belong so closely 
together that one can say that they are intended for each 
other. For this the statements of the great mystics are of 
significance. Man finds fulfillment in God, the divine pro- 
totype, but God also first comes to the fulfillment of the 
divine essence in relation, in this case, with the human. 
The human as a creature. The idea of the human being 

as the creature created according to the image of God was 
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already being interpreted in a twofold direction in the early 
church. For one thing, man, like all other creatures of the 
universe, is a creation of God. According to human na- 
ture, the creature is thus not divine but at the same time is 
not created out of nothingness; as creatures human beings 
stand in a relationship of utter dependency on God. They 
have nothing from themselves but owe everything, even 
their being, exclusively to the will of the divine Creator: 
they are joined with all other fellow creatures through a 
relationship of solidarity. Later, this idea of the solidarity 
of the creatures among one another almost completely 
receded behind the idea of the special position of humans 
and their special commission of dominion. The idea of 
solidarity with all creatures has been expressed and prac- 
ticed by but few charismatic personalities in the history of 
Western piety, such as by Francis of Assisi in his “Canticle 
of the Sun”: “Praised be Thou, my Lord, with all Thy 
creatures, especially with our sister sun.” 
The second aspect of the idea of the human being as a 

creature operated very much more emphatically: the su- 
periority of humans over all other creatures. God placed 
humans in a special relationship to the divine. God created 
them in the divine image, thereby assigning to humans a 
special commission vis-a-vis all other creatures. 
The human as the image of God. Under the influence 

of the dualistic philosophy of Plato, Christian theology 
attempted for some time to regard the image of God 
in human beings as restricted simply to their intellec- 
tual capability and faculty of perception. In his work De 
Trinitate, Augustine attempted to ascertain traces of di- 
vine Trinity in the human intellect. Christian mysticism 
confronted this dualistic view of humans. It understood 
humans in their mind-body entirety as being in the image 
of God. The image of God is stamped all the way into 
the sphere of human corporeality. The idea of human cre- 
ation according to the image of God is already based upon 
the intention of the Incarnation, the self-representation 
of God in corporeality. Even according to their somatic 
(bodily) condition, humans are the universal form of be- 
ing, in whom the powers and creative principles of the 
whole universe are combined in a personal unity of spirit, 
soul, and body. 
The Christian understanding of evil is also linked with 

the idea of human creation according to the image of God. 
Evil cannot, in the Christian view, be derived from the 
dualistic assumption of the contrasts of spirit and body, 
reason and matter. According to the Christian understand- 
ing, the triumph of evil is not identical with the victory 
of matter, the “flesh,” over the spirit. Such a dualistic in- 
terpretation has frequently been furthered by the fact that 
for many centuries the Christian understanding of sin, 
even among many of the church’s teachers, was influenced 
by the philosophical assumptions of Neoplatonic dualism. 
Moreover, in Augustine there are still the aftereffects of 
Manichaeism, which—out of the dualistic conceptions of 
Zoroastrian religion—ultimately viewed the main motive 
force of sin in “concupiscence”—i.e., the sex drive. 
The only genuine departure point for the Christian view 

of evil is the idea of freedom, which is based in the concept 
of the human being as the image of God. The human is 
person because God is person. It is apparent in Christian 
claims that the concept of the human as “being-as-person” 
is the real seal of that human as “being-as-the-image-of- 
God,” and therein lies the true nobility that distinguishes 
human beings from all other creatures. If the Christian 
faith is differentiated from other religions through the fact 
that for the Christian God is person, then this faith takes 
effect in the thereby resulting consequence that the human 
being, too, is person. 
God at the same time entered into a great risk in creating 

the human as person. The real sign of God as personal 
being is freedom. When God created humans according 
to his image, he also gave over to them this mark of no- 
bility—i.e., freedom. This alone constitutes the presuppo- 
sition of love. Only through this freedom can the human 
being as partner of God offer free love to God: only in 
this freedom can God’s love be answered through free 
love in return. Love in its fulfilled form, according to the 
Christian understanding, is possible only between persons; 
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conversely, the person can be realized only in the complete 
love to another person. Humans can use this freedom to 
offer God, their Creator, their freely given love. 
Yet, in the gift of freedom itself there also lay enclosed 

the possibility for humans to decide against God and to 
raise themselves to the goal of divine love. The event that 
is portrayed in the Mosaic creation story as the Fall of 
man (Genesis, chapter 3) is essentially the trying out of 
freedom, the free decision of humans against God. This 
rebellion consists of the fact that human beings improp- 
erly use their God-given freedom to set themselves against 
God and even to wish to be “like God.” 

Human redemption. This special interpretation of sin 
likewise renders understandable the specifically Christian 
understanding of human redemption, namely, the view of 
Jesus Christ as the historical figure of the Redeemer—i.e., 
the specifically Christian view of the incarnation of God 
in Jesus Christ. 

Members of Asian high religions have found it difficult 
to understand the fundamental Christian idea of the in- 
carnation. The religious person of the East is inclined to 
understand the Christian idea of incarnation as an analo- 
gy to the Hindu concept of the avatdra (best rendered 
as incarnation). The starting point of the latter is that 

the divine descends to Earth ever again and is constantly 
clothed anew in a human figure, in order to reveal the 
heavenly truth to every era and all people in a manner 
comprehensible to them. Thus, it was natural to under- 
stand the figure of Jesus Christ also as such an avatara, as 
a form of descent of the divine to mankind. In the realm 
of Hinduism ever-new attempts are found to comprehend 
Christology in this sense. 
The Christian understanding of the incarnation, how- 

ever, is based upon a fundamentally different idea, which 
is enclosed in the simple saying of the Gospel Accord- 
ing to John: “The Word became flesh” (chapter 1, verse 

14). Whereas the avatdra concept assumes that the divine 
appears in the cyclic lapse of time periods—continually 
occurring, now in this, now in that earthly veil—the incar- 

nation of the divine Logos in Jesus Christ is, according to 
the Christian view, a definitively unique happening. One 
might say that the Christian view of incarnation has an 
extremely material, even materialistic, feature. In Chris- 
tianity, it is not a transcendent, divine being that takes 
on the appearance of an earthly corporeality, so as to 
be manifested through this semblance of a body; instead, 
God himself as human, as member of a definite people, a 
definite family, at a certain time—“suffered under Pontius 
Pilate”—enters into the corporeality, carnality, and mate- 
riality of the history of mankind. In the midst of history 
God creates the beginning of a thorough transformation 
of humans that in like manner embraces all spheres of 
human being—matter, soul, and mind. Incarnation so 
constituted did not have the character of veiling God in 
a human form, which would enable the divine being to 
reveal a new teaching with human words. The incarna- 
tion is not the special instance of a cyclic descent of God 
always occurring afresh in constantly new veils. Instead, 
it is the unique intervention of God in the history of the 
human world. Therein God took the figure of a single 
historical person into the divine being, suffered through 
the historical conditions of being, and overcame in this 
person, Jesus Christ, the root of human corruption—the 
misuse of freedom. God thereby established the dawn of a 
transformed, renewed, exalted form of human being and 
opened a realm in which love to God and to neighbour 
can be tranquilly fulfilled. 
The problem of suffering. Here is raised the decisive 

question of the place of suffering within the Christian 
anthropology. Christianity’s opponents have ever again 
reproached it with glorifying suffering instead of overcom- 
ing it. This reproof seems to many to be not entirely 
unjustified. There have in fact been eras in the history 
of Christian piety in which suffering as such underwent 
a frankly ecstatic glorification. This was especially so in 
several periods of the Middle Ages, in which the Christian 
Church was convulsed by the severest inner and outer 
crises and Christ appeared predominantly in the figure of 
the man of suffering. 

The starting point for the Christian understanding of suf- 
fering is the messianic self-understanding of Jesus himself. 
A temptation to power and self-exaltation lay in the late 
Jewish promise of the coming of the Messiah—Son of man. 
The Gospel According to Matthew described the tempta- 

tion of Jesus by Satan in the wilderness as a temptation to 
worldly power. Jesus himself deeply disappointed his dis- 

ciples’ notions aiming at power and exaltation, in that he 
taught them, in accordance with Isaiah, chapter 53: “The 
Son of man will suffer many things.” Already in Jesus’ an- 
nouncements of suffering the Christian understanding of 
suffering is brought clearly to expression: suffering is not 
the final aim and end in itself in the realization of human 
destiny; it is the gateway to resurrection, to rebirth, to 
new creation. This idea receives its clarification from the 
Christian understanding of sin. Sin as the misuse of hu- 
man freedom has led humans into total opposition against 
God, who in return delivers them over to death. Turning 
to God can therefore take place only when the results of 
this rebellion are overcome in all levels of human being, 
all the way to physical corporeality. 

In the early church the sign of the cross was not con- 
sidered a glorification of suffering but a “sign of victory” 
(tropaion) in the sense of the ancient triumphal sign that 
was set up at the place where the victorious turning point 
of the battle took place. The cross was likewise consid- 
ered the “dread of the demons,” since as a victory sign it 
struck terror into the hitherto ruling demonic powers of 
the world. An ancient church hymn of the cross spoke of 
the “cross of the beauty of the Kingdom of God.” Christ 
generally appeared upon early church representations of 
the cross as the crowned victor, who in such figures is rep- 
resented as the lord of the new eon, the new age promised 
in the coming of Christ. The emperor Constantine thus 
fastened to the standards of the imperial legions the cross, 
which was considered the victory sign for the community 
of Christians hitherto persecuted by the Roman Empire, 
and elevated it to a token of military triumph over the 
legions of his pagan foes that were Assembled under the 
sign of the old gods. 
In the Christian understanding, suffering also does not 

appear—as in Buddhism—as suffering simply under the 
general conditions of human existence in this world; it 
is instead coupled with the specifically Christian idea of 
the imitation of Christ. Individual Christians are called to 
become imitators of Christ; incorporation into the body of 
Christ is granted to those who subsequently are ready to 
carry out within themselves Christ’s destiny of suffering, 
death, and resurrection. The early church’s characteriza- 
tion of the Christian was that of Christophoros—“bearer 
of Christ.” Suffering was an unalterable principle in the 
great drama of freedom, which was identical with the 
drama of redemption. 
The resurrection of the body. Just as clear, however, is 

the real, indeed materialistic, significance that lies in the 
Christian understanding of the resurrection. A dualistic 
understanding of what it is to be human, which assumes 
an essential difference between the spiritual and the ma- 
terial-bodily sides of human existence, necessarily leads to 
the idea of the immortality of the soul. According to this 
view, imperishableness belongs to spiritual nature alone. 
The Christian hope, however, does not aim at the im- 
mortality of the soul but at the resurrection of the body. 
Corporeality is not a quality that is foreign to the spiri- 
tual. Everything spiritual presses toward corporealization; 
its eternal figure is a corporeal figure. This hope was ex- 
pressed by Vladimir Solovyov: 
What help would the highest and greatest moral victory be 
for man, if the enemy, “death,” which lurks in the ultimate 
depth of man’s physical, somatic, material sphere, were not 
overcome? 

The goal of redemption is not separation of the spirit 
from the body; it is rather the new human in the entirety 
of body, soul, and mind. It is appropriate to say that 
Christianity has contended for a “holistic” view of the 
human. The Christian image of the human being has an 
essentially corporeal aspect that is based in the idea of the 
incarnation and finds its most palpable expression in the 
idea of the resurrection. 
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Progressive human perfection. For a long time Chris- 
tian anthropology in academic theology was dominated by 
static thinking. The human appeared as a complete being, 
placed in a finished world like a methodically provided-for 
tenant in a prefabricated, newly built residence ready for 
occupation. Redemption was understood just as statically: 
salvation appeared in the teachings of church dogma as 
restitution and restoration of the lost divine image and 
often in fact more a patching up of fragments through 
ecclesiastical remedies than as a real new creation. 
Although it is not an uncontroversial point, there is in 

the New Testament, in the observation of many, a pro- 
gression of salvation in history. Indeed, there is a progress 
of both the individual human being and of mankind as a 
whole, what might be thought of under some terms and 
conditions as a potential for the progressive perfection of 
the human being. This characteristic stands out already 
in the proclamation of Jesus. He promises his disciples: 
“Then the righteous will shine like the sun in the kingdom 
of their Father. He who has ears, let him hear.” (Matthew 
13:43). In the Gospel According to John, Jesus promises 
his disciples an increase of their divine powers that is to 
exceed even the spiritual powers at work in himself (John 
14:12). Similar expectations are also expressed in the First 
Letter of John: “Beloved... it does not yet appear what 
we Shall be, but we know that when he appears we shall be 

like him, for we shall see him as he is” (chapter 3, verse 2). 
The idea of the Christian “superman,” which was ex- 

pressed by Montanus, is a result of this view. In con- 
nection with the breakthrough of the idea of evolution 
through Darwin in the areas of biology, zoology, and an- 
thropology, the tendency asserted itself—above all in 19th- 
century American theology—of interpreting the Christian 
history of salvation in terms of the evolution and expec- 
tation of future human perfection in the form of reaching 
even higher charismatic levels and ever higher means of 
spiritual knowledge and communication. 
In and after the mid-20th century a number of theolo- 

gians, some of them of schools called “process theology” 
and some in evolutionary camps, have used these biblical 
clues to develop new understandings of Christian anthro- 
pology. These understandings challenge old orthodoxies, 
and it cannot be said that any of them have securely 
been worked into the development of classical thought. 
Yet these schools, influenced by thinkers such as the 

British philosopher Alfred North Whitehead or the Jesuit 
paleoanthropologist Teilhard de Chardin, see the human 
progressing toward later stages of fulfillment “in Christ.” 
In such forms of Christian natural theology, Christ is not 

only a past reference point through the incarnation and 
a present experience in worship and devotion but also 
a focal point of the collective salvation of the world. In 
Teilhard’s term, this is the “Omega Point” toward which 
creation is striving and in respect to which it is unfolding. 
Such Christian naturalists refer to the New Testament 
Letter to the Ephesians, where the goal of Christian mo- 
tion is described: “until we all attain to the unity of the 
faith and of the knowledge of the Son of God, to mature 
manhood, to the measure of the stature of the fulness of 
Christ.” (Ephesians 4:13). It must be said that evolution- 
ary theology also met reaction and resistance from many 
more traditional Christians who operated with other (some 
would say more scholastic or more static) metaphysics, 
or who found fault with the thought of Whitehead or 
Teilhard. At the same time, it is safe to say that through 
the centuries of change in scientific thought, and with the 
enlarged cultural experience of Christianity apart from the 
Western world, ways of thinking about God are certain 
to be altered. 
The justified human. Since the Reformation of the 16th 

century in the West, the Christian anthropology of Luther, 
Zwingli, and Calvin has been oriented primarily toward 
the schema of justification. The Christian is the one to 
whom the righteousness of God is ascribed in faith for 
the sake of the merit of Jesus Christ, which he earned for 
himself through his expiatory sacrifice on the cross. In the 
20th century, however, the schema of justification seems 
less understandable as the starting point for a Christian 
anthropology, because Jewish law and the Roman Catholic 
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concept of penance based on Roman law (against which 
the Reformers fulminated) are scarcely found any more in 
religious consciousness. Paul only speaks of justification 
when he becomes “as a Jew to the Jews,” but if he speaks 
to Gentile Christians, then he becomes “as a Greek to 
the Greeks” and talks to them in ideas and images that 
are more suitable to the Greek ways of thinking in terms 
of the mystery religions: the new being, the freed and 
ransomed human, the new creation, the resurrection with 
Christ, the process of human transformation and supra- 
formation, and the Sonship and friendship of God. 
The “new man”: The human being in the light of Christ. 

Probably no idea and no sentiment in the early church 
dominated the Christian feeling for life so thoroughly and 
comprehensively as the consciousness of the newness of 
the life into which persons viewed themselves transposed 
through participation in the life and body of Christ. The 
newness of the Christian message of salvation not only 
filled the hearts of the faithful but was also striking to the 
non-Christian milieu. The new humans experience and 
recognize the newness of life as the life of Christ that is 
beginning to mature in themselves, as the overwhelming 
experience of a new state already now commencing. In 
the New Testament statements about the new man, it 
was not a settled, complete new condition that was be- 
ing spoken of, into which people are transposed through 
grace, but rather the beginning of a coming new state, the 
consummation of which will first take place in the future. 
The new human is one who is engaged in the process of 
renewal; new life is a principle of growth of the Christian 
maturing toward “perfect manhood in Christ.” The new 
situation of human beings, for their part, works anew 
as fermenting “leaven” within old humankind, as “fresh 
dough,” and contributes to transforming the old form of 
humanity through its fermentation into the state of the 
Kingdom of God. 
The “reborn human.” “Rebirth” has often been identi- 

fied with a definite, temporally datable form of “conver- 
sion.” Especially the pietistic and revival type of Christian- 
ity has contributed to a certain leveling of this concept. In 
the history of Christian piety a line of prominent personal- 
ities experienced their rebirth in the form of a temporally 
datable and also locally ascertainable conversion event. 
Fixation upon a single type of experience, however, is 
factually not justified. There are numerous other forms 
of completion of that mysterious event characterized with 
the expression rebirth. The mode of experience of rebirth 
itself is as manifold as the individuality of the person con- 
cerned, his special intellectual or emotional endowment, 
and his special history. The different forms of rebirth ex- 
perience are distinguished not only according to whether 
the event sets in suddenly with overwhelming surprise, as 
when one is “born again” or “sees the light,” or as the re- 
sult of a slow process, a “growing,” a “maturing,” and an 
“evolution.” They are also distinguished according to the 
psychic capability predominant at the time that thereby 
takes charge (will, intellect), the endowment at hand, and 
the personal type of religious experience. With the volun- 
taristic type, rebirth is expressed in a new alignment of 
the will, in the liberation of new capabilities and powers 
that were hitherto undeveloped in the person concerned. 
With the intellectual type, it leads to an activation of the 
capabilities for understanding, to the breakthrough of a 
“vision.” With others it leads to the discovery of an un- 
expected beauty in the order of nature or to the discovery 
of the mysterious meaning of history. With still others it 
leads to a new vision of the moral life and its orders, to a 
selfless realization of love of neighbour. In the experience 
of Christian rebirth, the hitherto existing old condition 
of humanity is not simply eliminated so far as the given 
personality structure is concerned—a structure dependent 
upon heredity, education, and earlier life experiences. In- 
stead, each person affected perceives his life in Christ at 
any given time as “newness of life.” 
Human liberation. The condition of “fallen” humanity 

is frequently characterized in the New Testament as “slav- 
ery.” It is the slavery of human willfulness that wants to 
have and enjoy all things for itself: the slavery of alienated 
love, which is no longer turned toward God but toward 
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one’s own self and the things of this world and which also 
degrades one’s fellows into the means for egoism and ex- 
ploitation. The servitude of people fallen away from God 
is much more oppressive than mere slavery of the senses 

and of greed for life. It is the enslavement not only of 
their “flesh” but also of all levels of their being, even the 
“most spiritual.” 
In a bold reversal of the language of Platonic dualism, 

Luther expressed it thusly in his commentary to the Letter 
of Paul to the Romans: “The entire man who is not reborn 
is flesh, even in his spirit; the entire man who is reborn 
is spirit, even when he eats and sleeps.” Only from this 
perspective do Martin Luther’s words about the “Freedom 
of a Christian Man” (1520) receive their true meaning. 
The freedom that Christians receive is the freedom that 
Christ, spoken of by Paul as the new Adam, gained for 
them by fighting. The freedom of Christians is the free- 
dom reattained in Christ, in which the possibility of the 
misuse of freedom is addressed and overcome. 
In the initial centuries of the church a special significance 

fell to the evangelical schema of liberation—and to the 
corresponding schema of ransom—in a society that, in its 
social structure, was constructed entirely upon the system 
of slavery. On the one hand, wide strata of the popula- 
tion lived in the permanent state of slavery; on the other 
hand, on the basis of the prevailing usage of war, even the 
free population was constantly exposed to the danger of 
passing into possession of the victor as a slave in case of a 
conquest. The schema of liberation could therefore count 
upon a spontaneous understanding. 
Freedom alone also makes a perfect community possible. 

Such a community embraces God and the neighbour, in 
whom the image of God confronts human beings in the 
flesh. Community is fulfilled in the free service of love. 
Luther probably most pertinently articulated the paradox 
of Christian freedom, which includes both love and ser- 
vice: “A Christian man is a free lord of all things and 
subordinate to no one. A Christian man is a submissive 
servant of all things and subject to everyone.” Christian 
freedom is thus to be understood neither purely individ- 
ually nor purely collectively. The motives of the personal 
and the social are indivisibly joined by the idea that each 
person is indeed an image of God for himself alone, but 

that in Christ he also recognizes the image of God in the 
neighbour and with the neighbour is a member in the one 
body of Christ. Here, too, the evolutive principle of the 
idea of freedom is not to be mistaken; in it, for example, 

lay the spiritual impetus to the social and racial emancipa- 
tion of slaves, as it was demanded by the great Christian 
champions of human rights in the 18th and 19th centuries 
and, through great efforts, pursued and achieved. 
Joy in human existence. Friedrich Nietzsche summa- 

rized his critique of the Christians of his time in the words 
of Zarathushtra (Zoroaster): “They would have to sing 
better songs to me that I might believe in their Redeemer: 
his disciples would have to look more redeemed!” The cri- 
tique is to the point. In the New Testament testimonials, 
joy appears as the characteristic mark of distinction of the 
Christian. It is the spontaneous result of being filled with 
the Holy Spirit and is among the main fruits of the Holy 
Spirit. Joy was the basic mood of congregational gather- 
ings and was often expressed in an exuberant jubilation; it 
has its origin in the recognition that the dominion of evil 
is already broken through the power of Christ, that death, 
devil, and demons no longer possess any claim upon be- 
lievers, and that the forces of forgiveness, reconciliation, 
resurrection, and transfiguration are already effective in 
humankind. This principle of the joy of the Christian is 
most strongly alive in the liturgy of the Eastern Ortho- 
dox Church. 

The roots of a specifically Christian sense of humour 
also lie within this joy. Its peculiarity consists of the fact 
that in the midst of the conflicts of life the Christian is 
capable of regarding all sufferings and afflictions from the 
perspective of overcoming them in the future or from 
the perspective of victory over them already achieved in 
Christ. In Christian humour, freedom and joy are com- 
bined. The Christian does not let himself be confused and 
tempted through cross and suffering but already perceives 

in the cross and in suffering a foretaste of eschatological 
trumph and joy. At one extreme the humour of the Dan- 
ish philosopher Seren Kierkegaard is too dialectical and 
too bitter to exhaust the entire fullness of the Christian joy. 
More of it is found in the “hallelujah” of black spirituals. 
The charismatic believer. In the New Testament the 

Christian is depicted as the person who is filled with the 
powers of the Holy Spirit. The view of the gifts of the Spirit 
stands in a direct relationship with the understanding of 
the human as the image of God. For the believing Chris- 
tian of the original period of the church, the Holy Spirit 
was the Spirit of the Lord Jesus Christ, who is already 
now made manifest in his body, the community of the 
faithful, as the miraculous principle of life of the new eon. 
Throughout the centuries the Holy Spirit has remained 
the ferment of church history—all great reformations and 
numerous foundings of new churches and sects stand un- 
der the banner of new charismatic breakthroughs. 
Christian perfection. The demand for perfection is fre- 

quently repeated in the New Testament and has played 
a significant role in the history of Christian spirituality. 
In the Gospel According to Matthew, Jesus directs the 
demand to his disciples: “You, therefore, must be per- 
fect, as your heavenly Father is perfect” (chapter 5, verse 
48). This demand seems to exceed by far the measure of 
reasonableness for man. Yet, it is meant literally, for it 
is asserted again in the writings of the New Testament. 
The meaning of this claim is recognizable only from the 
understanding of the human as the image of God and 
from the apprehension of Christ as the “new Adam.” The 
perfection of believers is the perfection with which they 
reflect the image of God. They have, to be sure, disfigured 
this image through willful alienation from the original, but 
in Christ they recover the perfection of the image of God. 
The idea of the deification of man, which captures the 

Greek notion of “partaking” of the divine character, also 
points in the direction of perfection. Post-Reformation 
theology, out of anxiety before “mysticism,” struck almost 
entirely from its vocabulary this concept that originated in 
the techniques of the mystical experience. In the first one 
and a half millennia of the Christian Church, however, 
the idea of deification—of partaking in God’s being— 
constituted a central concept for Christian anthropology. 
Athanasius created the fundamental formula for the the- 
ology of deification: “God became man in order that 
we become God.” In the theology of the early church 
these words became the basis of theological anthropology. 
Only the idea of perfection makes understandable a final 
enhancement of the Christian image of the human—the 
intensification from “child of God” to “friend of God.” 
This appears as the highest form of communion reached 
between God and human beings; in it love is elevated 
to the highest form of personal communication between 
prototype and image. 

Fellow humans as the present Christ. That revolution- 
izing idea, which constitutes the basis of Christian ethics, 
also becomes comprehensible through the foundation of 
Christian anthropology in the image of God: in the eye of 
Christian faith Christ is present in everyone, even the most 
debased. According to Matthew (chapter 25, verses 40 and 

45) the Judge of the world says to the redeemed: “Truly, 
I say to you, as you did it to one of the least of these my 
brethren, you did it to me,” and to the damned: “As you 
did it not to one of the least of these, you did it not to 
me.” Another saying of the Lord is cited by Tertullian: “If 
you have seen your brother, you have seen your Lord.” 
For the Christian the fellow human is the present Christ 
himself. In the fellow, Christians see, under the wrapping 
of misery, degeneration, and suffering, the image of the 
present Lord, who became human, who suffered, died, 
and was resurrected in order to lead all humanity back 
into the Kingdom of God. 
In the self-understanding of the Christian community 

two tendencies battle with one another from the begin- 
ning of church history. They lead to completely different 
consequences in the basic orientation of Christians toward 
fellow Christians and fellow human beings. 
The one attitude stands under the governing idea of 

election. God chooses some out of the human race, which 
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exists in opposition to all that is divine, and erects a King- 
dom from these elect. This idea underlines the aristocratic 
character of the Kingdom of God; it consists of an elite of 
elect. In the Johannine apocalypse the 144,000 “... who 
have not defiled themselves with women” (Revelation 
14:4) constituted the picked troops of the Kingdom of 
God. For Augustine and his theological successors up to 
Calvin, the community of the elect is numerically re- 
stricted; their number corresponds to the number of fallen 
angels, who must again be replaced through the matching 
number of redeemed men so that the Kingdom of God 
would again be restored numerically as well. The church is 
here understood as a selection of a few out of the masses 
of perdition who constitute the jetsam of the history of 
salvation. A grave endangering of the consciousness of 
community is concealed in this orientation, for self-righ- 
teousness, which is the root of self-love and thereby the 

death of love of neighbour, easily enters again via this 
consciousness of exclusive election. 
The other attitude proceeds from the opposite idea that 

the goal of the salvation inaugurated through Jesus Christ 
can only be redemption of all humanity. According to 
this view God’s love of humans (philanthropia), as the 
drama of divine self-surrender for human salvation shows, 

is greater than the righteousness that craves the eternal 
damnation of the guilty. Since the time of Origen, this 
second attitude is found not only among the great mystics 
of the Eastern Church but also among some mystics of 
Western Christendom. The teaching of universal reconcili- 
ation (apokatastasis panton) has struck against opposition 
in all Christian confessions. This is connected with the fact 
that such a universalistic view easily leads to a disposition 
that regards redemption as a kind of natural process that 
no one can evade. Such an orientation can lead to a weak- 
ening or loss of a consciousness of moral responsibility 
before God and neighbour; it contains the temptation to 
spiritual security and moral indolence. 

THE CHURCH 

The Christian view of the church was influenced by the 
Old Testament concept of the gahal, the elected people of 
God of the end time, and by the expectation of the com- 
ing of the Messiah in Judaism. The Greek secular word 
ekklesia, the term used for the church, means an assembly 
of people coming together for a meeting. 
In Christianity the concept received a new meaning 

through its relationship to the person of Jesus Christ as 
the messianic inaugurator of the Kingdom of God: (1) 
with Christ the elected community of the end time has ap- 
peared; (2) the church is the eschatological gift of the Holy 
Spirit, which already flows through the life of the church 
(Acts 2:33); (3) the community of the end time consists of 
those who believe in Jesus Christ—both Jews and pagans; 
the idea of the elected convenant people (i.e., the Jews) is 
transferred to the “new Israel”; (4) the church forms the 
body of its Lord; and (5) the church consists of “living 
stones,” from which its house is “built” (1 Peter 2:5). 
Jesus himself created no firm organization for his com- 

munity; the expectation of the immediate imminence of 
the Kingdom of God provided no occasion for this. Nev- 
ertheless, the selection of Apostles and the special position 
of individual Apostles within this circle pointed to the 
beginnings of a structuralization of his community. Af- 
ter the community was constituted anew because of the 
impressions made by the appearances of the Resurrected 
One, the succession of the appearances apparently effected 
a certain gradation within the community. 
The unity of the church, which was dispersed geographi- 

cally, was understood from the viewpoint of the Diaspora 
(James 1:1—the scattered churches of the new Israel rep- 
resent “the twelve tribes in the Dispersion”). The Didaché, 
or the Teaching of the Twelve Apostles (late 1st century), 
viewed the church in terms of the bread of the Eucharist, 
whose wheat grains “are gathered from the mountains.” 
The idea of the preexistence of the divine Logos brought 
into existence the concept of the preexistence of the 
church, which included the view that the world was cre- 
ated for the sake of the church. The earthly church is thus 
the representative of the heavenly church. 

Christianity 

Normative defenses in the early church. Establishment 
of norms for the church was necessary because diverse 
kinds of interpretations of the Christian message were con- 
ceived under the influence of the religions of late antiquity, 
especially Gnosticism—a syncretistic religious dualistic be- 
lief system that incorporated many Christian motifs and 
became one of the strongest heresies of the early church. In 
Gnostic interpretations, mixed Christian and pagan ideas 
appealed to divine inspiration or claimed to be revelations 
of the Resurrected One. The church erected three de- 
fenses against the apparently uncontrollable prophetic and 
visionary efficacy of pneumatic (spiritual) figures as well 
as against pagan syncretism, which was represented by a 
mixing together of many divine images and expressions: 
(1) the New Testament canon, (2) the apostolic “rules 

of faith,” or “creeds,” and (3) the apostolic succession of 

bishops. The common basis of these three defenses is the 
idea of “apostolicity.” 
The early church never forgot that it was the church that 

created, selected the books, and fixed the canon of the 

New Testament, especially because of the threat of Gnostic 
writings. This is one of the primary distinctions between 
the Orthodox Church vis-a-vis the Reformation churches, 
which view the Scriptures as the final norm and rule for 
the church and church teaching. The Orthodox Church, 
like the Roman Catholic Church, emphasizes the fact that 
the Christian Church existed prior to the formation of the 
canon of Scripture—that it is indeed the source and origin 
of the Scripture itself. Thus, tradition plays a significant 
role alongside the Holy Scriptures in the Orthodox and 
Roman churches. 

The apostolic rule of faith—i.e., the creed—issued from 
the apostolic tradition of the church as a second, shorter 
form of its solidification, at first oral and then written. It 
also served as a defense against Gnosticism and syncretis- 
tic heretical interpretations of the Christian faith. 
The third defense that the church used against both 

Gnostic and syncretistic movements and free charismatic 
movements within the church was the office of bishop, 
which became legitimized through the concept of apos- 
tolic succession. The mandate for missions, the defense 
against free prophecy, the polemics with Gnosticism and 
other heresies, the persecution of the church, and, not 
least of all, management of church discipline—all allowed 
the monarchical episcopacy to emerge as a strong juris- 
dictional office in the early centuries. The bishop, in his 
capacity as leader of the eucharistic worship service, as 
teacher, and as curer of souls, became the chief shepherd 
of the church and was considered its representative. 
The basic idea of apostolic succession is as follows: 

Christ appointed the original Apostles and entrusted to 
them his full spiritual authority; the original Apostles then 
appointed overseers (bishops) for the churches founded 
by them and passed on to them, through the sacramen- 
tal laying on of hands, their authority of office. These 
men transmitted the office of overseer to their successors 
also by the laying on of hands. In this manner, apostolic 
succession guaranteed the legitimacy of episcopal church 
government, episcopal doctrine, and the validity of the 
sacraments dispensed by the bishops. 
Evolution of the episcopal office. The evolution of the 

episcopal office followed a different development in the 
East and in the West. The Orthodox Church accepts the 
monarchical episcopacy insofar as it involves the entire 
church, both the visible earthly and the invisible heavenly 
churches bound together inseparably. The monarchical 
principle, however, finds no application to the organiza- 
tion of the visible church. The latter is based upon demo- 
cratic principles that are grounded in the polity of the 
early church. Just as all Apostles without exception were 
of equal authority and none of them held a paramount 
position over against the others, so too their successors, 
the bishops, are of equal authority without exception. 
Thus, the politics of the Eastern Orthodox churches have 

a decidedly synodal character. Not only the priesthood 
but also the laity have been able to participate in Ortho- 
dox synods. Election to ecclesiastical offices (i.e., pastor, 
bishop, or patriarch) involves participation by both clergy 
and laity. The individual polities of modern Orthodox 
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churches (e.g., Greek or Russian) are distinguished accord- 

ing to the amount of state participation in the settlement 
of ecclesiastical questions. 
The ecumenical council, which consists of the assembly 

of all Orthodox bishops, constitutes the highest authority 
of Orthodox synodal polity. The bishops gathered at an 
ecumenical council resolve all questions of Orthodox faith 
as well as of worship and canon law according to the prin- 
ciple that the majority rules. The councils recognized by 
the Orthodox Church as ecumenical councils are: Nicaea 
in 325, Constantinople in 381, Ephesus in 431, Chalcedon 

in 451, second Council of Constantinople in 553, third 
Council of Constantinople in 680, and second Council of 
Nicaea in 787. No council since then has been regarded 
as ecumenical by Eastern Orthodoxy. 
Orthodoxy was divided into various old and new types 

of churches. Some of these were “patriarchal,” which 
meant that they were directly responsible to a patriarch. 
Others were “autocephalous,” which has come to mean in 

the modern world that as national churches they are in 

communion with Constantinople but are responsible for 
authority to their own national synods. This division, plus 
the fact that Orthodoxy has so often been the victim of 
revolutionary change and political onslaught, has served 
as a hindrance against any new ecumenical council, even 
though many Orthodox have asked for such a council. 
On the basis of the joint action of special circumstances, 

in the Roman Church the papacy evolved out of the 

monarchical episcopate. Rome, as the capital of the Ro- 
man Empire, in which a numerically significant Christian 
community was already formed in the Ist century, occu- 
pied a special position. A leading role devolved upon the 
leading bishop of the Roman community in questions of 
discipline, doctrine, and ecclesiastical and worship order. 
This occurred in the Latin provinces of the church in the 
West (Italy, Gaul, Spain, Africa), whose organization fol- 

lowed the provincial organization of the Roman Empire. 
A special leadership position devolved upon the Roman 
bishop after the collapse of the Western Roman Empire. 
The theological underpinning of this special position was 
emphasized by Petrine theology, which saw in the words 
of Jesus, “You are Peter, and on this rock I will build 
my church” (Matthew 16:18), a spiritual-legal institut- 
ing of the papacy by Jesus Christ himself. In the Greek 
Church of the East (e.g., Origen) and also in Augustine 
in the West, however, these words were referred to Peter’s 

confession of faith; since the time of the popes Gelasius 
I (reigned 492-496), Symmachus (reigned 498-514), and 
Gregory I (reigned 590-604), these words have served as 
the foundation for the claim of papal primacy over the 
entire Christian Church. 

Authority and dissent. Christianity, from its beginning, 
tended toward an intolerance that was rooted in its reli- 
gious self-consciousness. Christianity understands itself as 
revelation of the divine truth that became human in Jesus 
Christ himself. “I am the way, and the truth, and the life: 
no one comes to the Father, but by me” (John 14:6). To be 
a Christian is to “follow the truth” (3 John); the Christian 
proclamation is “the way of truth” (2 Peter 2:2). Those 
who do not acknowledge the truth are enemies “of the 
cross of Christ” (Philippians 3:18) who have “exchanged 
the truth about God for a lie” (Romans 1:25) and made 
themselves the advocates and confederates of the “adver- 
sary, the devil,” who “prowls around like a roaring lion” 
(1 Peter 5:8). Thus, one cannot make a deal with the devil 
and his party—and in this lies the basis for intolerance in 
Christianity. 
Christianity consistently practiced an intolerant attitude 

in its approach to Judaism and paganism as well as heresy 
in its own ranks. By practicing its intolerance vis-a-vis 
the Roman emperor cult, it thereby forced the Roman 
state, for its part, into intolerance. Rome, however, was 
not adapted to the treatment of a religion that negated its 
religious foundations, and this inadequacy later influenced 
the breakdown of paganism. 
Early Christianity aimed at the elimination of pagan- 

ism—the destruction of its institutions, temples, tradition, 
and the order of life based upon it. After Christianity’s 
victory over Greco-Roman religions, it left only the ruins 

of paganism still remaining. Christian missions of later 
centuries constantly aimed at the destruction of indige- 
nous religions, including their cultic places and traditions 
(as in missions to the Anglo-Saxons, Germans, and Slavs). 

This objective was not realized in mission areas in which 
Christian political powers did not succeed in conquests— 
e.g., China and Japan; but in Indian Goa, for example, 
the temples and customs of all indigenous religions were 
eliminated by the Portuguese conquerors. 
The attitude of intolerance was further reinforced when 

Islam confronted Christianity from the 7th century on. Is- 
lam understood itself as the conclusion and fulfillment of 
the Old and New Testament revelation; from the Christian 
view, however, Islam was understood eschatologically— 
1.é., as the religion of the “false prophets,” or as the religion 
of the Antichrist. The aggression of Christianity against 
Islam—on the Iberian Peninsula, in Palestine, and in the 
entire eastern Mediterranean area during the Crusades— 
was carried out under this fundamental attitude of intol- 
erance. Intolerance of indigenous religions was also man- 
ifested in Roman Catholic missions in the New World: 
these missions transferred the methods of the struggle 
against Islam to the treatment of the Native Americans 
throughout the Western Hemisphere and destroyed their 
cults and cultic places. Against Protestants, the Counter- 
Reformation displayed the same kind of intolerance and 
was largely equated with the struggle against the Turks. 
The idea of tolerance first arose during a series of histori- 

cal catastrophes that forced Christianity into self-reflection: 
the devastating impressions of the military proceedings 
of the Inquisition troops against the heretical Cathari, 
Albigenses, and Waldenses during the Middle Ages; the 
psychological effect of the permanent inquisitional terror: 
the conquest of Constantinople by the Turks; the fratri- 
cidal struggle among the churches that arose during the 
Reformation; and the battles of the Protestant territorial 
churches against the sectarian and Free Church groups 
in their midst. 

Thus, for Nicholas of Cusa (1401-64) the conquest of 
Constantinople became the occasion to demand, for the 
first time, the mutual toleration of Christianity and Islam 
as the presupposition for a religious peace. When the 
Reformation churches asserted the exclusive claim of pos- 
sessing the Christian truth, they tried to carry it out with 
the help of the political and military power at their dis- 
posal. In the religious wars of the 16th and 17th centuries, 
Christian intolerance developed into an internal fratricid- 
al struggle in which each side sought to annihilate the 
other party in the name of truth. Only the fact that such 
attempts did not succeed led to new reflections upon the 
Justification of one’s own exclusive claim to absoluteness. 
The intolerance of the Reformation territorial churches 

found its counterpart in the intolerance of the revolu- 
tionary groups of the Reformation period, such as that 
of the German radical Reformer Thomas Mintzer, which 
wanted to force the coming of the Kingdom of God 
through the dominion of the “elect” over the “godless.” 
In the intolerance of the ideology and techniques of many 
modern political revolutions and authoritarian regimes 
some see either a legacy or a mimicking of old Christian 
patterns and methods (e.g., inquisition or brainwashing). 
Among those who first spoke up consistently for toler- 

ance were the Baptists and Spiritualists of the Reformation 
period. Their most important contribution consisted in 
that they stood up for their constantly reiterated demand 
for tolerance not only through their preaching but also 
through their courageous suffering. 
The victory of tolerance contributed especially to the 

recognition of the evident contradiction between the theo- 
logical self-conception of Christianity as a religion of love 
of God and neighbour and the inhumanity practiced by 
the churches in the persecution of dissenters. Recognition 
of this contradiction even provoked criticism of the Chris- 
tian truths of faith themselves. 
The Roman Catholic Church in the past has consistently 

opposed the development of religious toleration. Its claim 
to absolute power in a state is still practiced in the 20th 
century in some Catholic countries, such as Spain and 
Colombia, in relationships to Protestant minorities. Since 
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Pope John XXIII and the second Vatican Council (1962- 

65), however, a more tolerant attitude of the Roman 

Catholic Church has been demanded that is appropriate 
both to the ecumenical situation of Christendom in the 
latter part of the 20th century and to the personal charac- 
ter of the Christian faith. 

Creeds and confessions. The faith of Christendom is 
present in the confessions of faith and the creedal writings 
of the different churches. Three creeds find general ecu- 
menical acknowledgment: the Apostles’ Creed, the Nicene— 
Constantinopolitan Creed (also called the Nicene Creed), 
and the Athanasian Creed. The Apostles’ Creed is the 
baptismal confession of the Roman Catholic community; 
its original form as a Greek hymn can be traced back to 
the apostolic tradition (of the 2nd century). The Nicene- 
Constantinopolitan Creed is the confession of faith of the 
ecumenical Council of Nicaea in 325, which was later sup- 
plemented at the ecumenical Council of Constantinople 
in 381. Its principal use is in the liturgy of the Eucharist. 
The Athanasian Creed is a Latin creed whose theological 
content can be traced back to Athanasius of Alexandria 
(4th century) but that probably first originated in the Sth 
century in Spain or southern Gaul. It contains a detailed 
formulation of the doctrine of the Trinity and Christology 
(the two-natures doctrine), which was influenced by Au- 
gustine. All three creeds were accepted by the churches of 
the Reformation. 

Around central confessional statements about Jesus as 
the Christ in the New Testament—e.g., “Jesus is Lord” 
(Romans 10:9); “You are the Christ” (Matthew 16:16)— 
are concentrated a series of further assertions that laud his 
significance for salvation and concern his suffering, death 
by crucifixion, Resurrection, and his exaltation to God. 

This tradition, through Mark, Luke, and Paul, was called 
“gospel,” or kerygma (proclamation). 

The original form of the creed possessed not a didactic 
but a hymnal character and had its locus in the worship 
service. Regular use of a creed as a baptismal confes- 
sion, and, accordingly, in the preparation of candidates 
for baptism in catechetical instruction, influenced its fixed 
formulation. This was also true of its use in the eucharis- 
tic worship service as an expression of the congregation’s 
unity in faith before receiving the elements of the Lord’s 
Supper as well as its use as testimony before the world in 
times of persecution and as norm of faith (regula fidei) in 
the altercation with heresies. 

Development of confessions of faith into theological 
didactic: creeds, which began during the Christological 
controversies of the Sth century, was continued in the 

Reformation. The relatively short creedal formulas grew 
into extensive creedal compositions, primarily because 
the Reformers conducted their battles with the Roman 
Church as a struggle for “pure doctrine” as well as for 
a foundation for the unity of the church. In the Diet of 
Augsburg in 1530 the feuding ecclesiastical parties were 
induced to deliver a presentation of their faith. Though 
the Roman Catholics did not accede to this challenge, the 
Protestants offered the Confessio Augustana (or the Augs- 
burg Confession). First planned by Philipp Melanchthon, 
a follower of Luther, as a creed for union, it later became 
the basic confessional statement of the Lutheran Church. 
The formation of various Protestant confessions was 

achieved in the individual territorial churches and led to 
the development of diverse corpora doctrinae (“bodies of 
doctrines”). The differences of the traditional creeds and 
adherence to them are still clearly noticeable in the ecu- 
menical movement of the 20th century. 
A similar development of doctrinal confessions occurred 

in Calvinism. The idea of the completion of confessional 
writings is missing in the Lutheran churches but not in 
Calvinistic churches: the revision of old and the forma- 
tion of new creedal writings are permitted and in part are 
provided for in the rules of the church. Thus the Barmen 
Declaration in 1934, against the “German Christians” and 

the Nazi worldview, arose primarily from Reformed cir- 
cles. The Anglican Church incorporated the Thirty-nine 
Articles (a confessional statement) and a short catechism 
into The Book of Common Prayer of 1559/1662 (revised 
in the United States by the Protestant Episcopal Church 
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in 1928 and 1979) and thereby emphasized the unity of 
doctrine and worship. 
Of the denominations that arose out of the Reforma- 

tion churches, most created doctrinal documents that 
are comparable to the reformational confessional writings 
(e.g., among Methodists, Baptists, and Congregationalists). 
Some denominations (e.g., the Quakers, the Disciples of 
Christ, and some Baptists), on the other hand, have re- 
jected any form of creed because they believe creeds to be 
obstacles to the Christian faith, thus conflicting with the 
freedom of the Holy Spirit. 
The shifting of the chief emphasis in church life to “pure 

doctrine” in the 16th and 17th centuries also obliged the 
Orthodox and Roman Catholic churches to formulate their 
teaching in confessional texts. Thus, under the influence 
of the reformational creedal writings, the Eastern Ortho- 
dox Church developed confessional texts. An example is 
The Orthodox Confession of Faith (Confessio orthodoxa) 
of the metropolitan Peter Mogila of Kiev against Cyril 
Lucaris, a Calvinist-influenced patriarch of Constantino- 
ple; it was approved in 1643 by the Greek and Russian 
patriarchs. At the Council of Trent (1545-63) the Ro- 
man Catholic Church countered the Protestant doctrinal 
creeds with a Professio fidei Tridentina (“The Tridentine 
Profession of Faith”), which at the end of every article of 

faith respectively anathematizes the dissenting Protestant 
article of faith. 

In modern Christendom, creedal formulation is contin- 
ued in two areas. (1) Within the ecumenical movement, 
since the formation of the World Council of Churches in 
1948 there have been attempts to create a brief uniform 
confession as the common basis of faith for the Christians 
in that council. These efforts have not yet been con- 
cluded. According to its constitution, the World Council 
of Churches is “a fellowship of Churches which accepts 
our Lord Jesus Christ as God and Saviour.” In 1960 at 
St. Andrews, Scot., the World Council’s central committee 
unanimously accepted an expanded draft of the “basis”: 

The World Council of Churches is a community of churches 
which confess the Lord Jesus Christ, according to the Holy 
Scriptures, as God and Savior and therefore seek to fulfill 
that to which they are jointly called, to the glory of God the 
Father, the Son and the Holy Spirit. 

This new version ensued mainly at the instigation of the 
Orthodox churches, for whom the hitherto existing form 
of the “basis” was not adequate. 
The movement of Roman Catholicism into the intercon- 

fessional orbit after the second Vatican Council compli- 
cated attempts to draft a modern ecumenical confession. 
The Roman Catholic Church is not a member of the 
World Council, but conciliar Protestant and Orthodox 
members are reluctant to make major moves without con- 
sidering Roman Catholic interests. 
(2) There are great numbers of churches—the majority, 

many would contend—that are products of missionary 
endeavours by the West. For a time they were called “the 
younger churches” but are now more frequently referred 
to simply as Asian or African churches, or churches in de- 
veloping nations. Among them the doctrinal disputes and 
confessional battles of Western Christendom have often 
been viewed as alien, imported, and frequently incompre- 
hensible. The union of churches in South India into the 
Church of South India (1947) occurred only on the basis 
of the participating churches dismantling their traditional 
creedal differences. The Church of South India’s scheme 
of union substitutes biblical revelation for doctrinal for- 
mulation. Similarly, the United Church of Christ in Japan 
(Kyodan) renounced drawing up a new creed and limited 
itself to a preface to the Apostles’ Creed. In the churches 
of Africa, the inadequacy of the confessions of the 16th 
century also has been strongly recognized as a result of 
their own indigenous cultural presuppositions. 
Organization. In the early church, discipline—qualified 

by the ideal of holiness demanded from baptized Chris- 
tians—concerned four areas in which there arose viola- 
tions of the demand for holiness: (1) the relationship to 
the pagan social milieu and the forms of life and cul- 
ture connected with it (e.g., idolatry, the emperor’s cult, 
the theatre, and the circus); (2) the relationship of the 
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sexes within the Christian community (e.g., rejection of 
polygamy, prostitution, pederasty, sodomy, and obscene 

literature and art); (3) other offenses against the commu- 

nity, especially murder and property crimes of all kinds; 

and (4) the relationship to teachers of false doctrine, false 
prophets, and heretics. 

Employment of church discipline at an early date led to 
the formation of a casuistry that at first consisted simply 

of the distinction between “mortal” and “not mortal” sins 
(1 John 5:15 ff.)\—i.e., between sins that through their 
gravity resulted in loss of eternal life and those with which 
this was not the case. In earliest Christianity, the relapse 
of a baptized Christian into paganism (/.e., apostasy) was 
believed to be the most serious offense. In the Letter to 
the Hebrews one who is baptized irrevocably forfeits sal- 
vation through a relapse into grievous sin. The various 
difficulties in substantiating the theory and practice of a 
second repentance were solved by Pope Calixtus (reigned 
217/218-222). This question was especially important in 
Rome because of the great number of offenses against the 
idea of holiness. Pope Calixtus granted to bishops deci- 
sions about definitive exclusion from the congregation or 
readmission as well as the evaluation of church punish- 
ments. Among all the factors that led to the power of the 
episcopacy, the concentration of penitential discipline in 
the hands of the bishop probably contributed more to the 
strengthening of episcopal power and to the achievement 
of the monarchical episcopate in the church than any 
other single factor. This development did not take place 
without fierce opposition (e.g., Montanism). 
Attainment of the church’s demand of holiness was made 

more difficult in the large cities, especially in reference 
to sexual purity. The period of persecution by the pagan 
emperors and the legal constraint to performance of sac- 
rifice before the altars of the emperor’s images brought 
countless new instances of apostasy. The so-called Lapsi 
(Lapsedones), who had performed sacrifices before the 
emperor’s image but, after persecution, faded away and 
then moved back into the churches again, became a se- 
rious problem for the church, sometimes causing schisms 
(e.g., the Donatists). 

The execution of church discipline by the clergy was 
subordinated to the regulations of canon law provided for 
priests. A genuine practice of church discipline was main- 
tained in the monasteries in connection with the public 
confession of guilt, which was made by every monk before 
the entire assembly in the weekly gatherings of the chap- 
ter. A strong revival of church discipline among the laity 
also resulted from the church discipline pursued within 
monasticism. 
On the whole, the casuistic regulation of church dis- 

cipline led to its externalization and devaluation. The 
medieval sects, therefore, always stressed in their critique 
of the worldly church the lack of spiritual discipline and 
endeavoured to realize a voluntary church discipline in 
terms of a renewed radical demand of holiness based on 
early Christianity. The radical sects that emerged in the 
Reformation reproached the territorial churches by claim- 
ing that they had restricted themselves to a renovation 
of doctrine and not to a renewal of the Christian life 
and a restoration of the “communion of saints.” Different 
groups of Anabaptists (e.g., Swiss Brethren, Mennonites, 
and Hutterites), especially, attempted to realize the ideal 
of the purity and holiness of the church through the rein- 
troduction of a strict church discipline. 

The Reformed churches in particular endeavoured to 
make church discipline a valid concern of the community. 
In Geneva, church discipline was expressed, at the insti- 
gation of Calvin, in the establishment of special overseers, 
who, in the individual districts assigned to them, had 
to watch over the moral behaviour of church members. 
There likewise came about the creation of such social ar- 
rangements as ecclesiastically controlled inns and taverns, 
in which not only the consumption of food and drink 
but even the topics of conversation were subject to stern 
regulation. The cooperation of ecclesiastical discipline 
and state legislation found its characteristic expression in 
the United States in the Prohibition amendment to the 
Constitution. Its introduction came most strongly from 

congregational churches, above all those characterized 
by Evangelical, Fundamentalist, or Pentecostal outlooks. 
They united forces with more moderate or liberal churches 
that were experienced in trying to affect the social order 
through legislation. Together they battled against the mis- 
use of alcohol as part of their ideal to extend Christian 
norms and influence to the whole of society. 
In the 20th century, church discipline, in the orginal 

spiritual sense of voluntary self-control, is practiced only 
in smaller communities of evangelical Christians, in which 
the ideal of holiness of the community is still maintained 
and in which the mutual, personal bond of the congrega- 
tional members in the spirit of Christian fellowship still 
allows a meaningful realization of a church discipline. It is 
also practiced in churches in developing nations. In these 
churches the practice of church discipline still appears as a 
vitally necessary centre of the credible self-representation 
of the Christian community. Characteristically, therefore, 
these churches’ main criticism of the old institutional 
churches has been directed against the cessation of church 
discipline among their members. 
The development of the episcopacy in the Orthodox and 
Roman Catholic churches has been covered in the general 
introduction of this section under evolution of the epis- 
copal office. Occupying a special position is the episcopal 
polity of the Anglican Communion. Despite the embittered 
opposition of Puritan and independent groups during the 
period of the Reformation and Revolution in England, 
this polity has maintained the theory and practice of the 
episcopal office of apostolic succession. The Low Church 
tradition of the Anglican Communion views the episcopal 
office as a form of ecclesiastical polity that has been tested 
through the centuries and is therefore commendable for 
pragmatic reasons; the Broad Church tradition, however, 
emphatically adheres to the traditional worth of the epis- 
copal office without allowing the faithful to be excessively 
dependent upon its acknowledgement. The High Church 
tradition, on the other hand, values episcopal polity as an 
essential element of the Christian Church that belongs to 
the church’s statements of faith. The episcopal branch of 
the Methodist Church has also retained in its polity the 
bishop’s office in the sense of the Low Church and Broad 
Church view. 
In the Reformation churches an episcopal tradition has 

been maintained in the Swedish state church (Lutheran), 
whose Reformation was introduced through a resolution 
of the imperial Diet of Vasteras in 1527, with the cooper- 

ation of the Swedish bishops. In the German Evangelical 
(Lutheran and Reformed) territories, the bishops’ line of 
apostolic succession was ruptured by the Reformation. As 
imperial princes, the Roman Catholic German bishops of 
the 16th century were rulers of their territories; they did 
not join the Reformation in order to avoid renouncing the 
exercise of their sovereign (temporal) rights as demanded 
by Luther’s Reformation. On the basis of a legal construc- 
tion originally intended as a right of emergency, the Evan- 
gelical rulers functioned as the bishops of their territorial 
churches but only in questions concerning external church 
order. This development was promoted through the older 
conception of the divine right of kings and princes, which 
was especially operative in Germanic lands. 
In matters of church polity, controversial tendencies that 

began in the Reformation still work as divisive forces 
within the ecumenical movement in the 20th century. For 
Luther and Lutheranism, the polity of the church has no 
divine-legal characteristics; it is of subordinate significance 

for the essence of the church, falls under human ordi- 
nances, and is therefore quite alterable. In Calvinism, on 

the other hand (e.g., in the Ecclesiastical Ordinances [Or- 

donnances ecclésiastiques] of 1541 and in Calvin’s Insti- 
tutes of the Christian Religion [1536]), the Holy Scriptures 
appear as a codex from which the polity of the congrega- 
tion can be inferred or certainly derived as a divine law. 
Thus, on the basis of its spiritual—legal character, church 
polity would be a component of the essence of the church 
itself. Both tendencies stand in a constant inner tension 
with one another in the main branches of the Reformation 
and within the individual confessions as well. 
Even in Lutheranism, however, there has been a demand 
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for a stronger emphasis upon the independent episcopal 
character of the superintendent’s or president’s office. 
Paradoxically, in the Lutheran Church, which came forth 
with the demand of the universal priesthood of believers, 
there arose the development of ecclesiastical authorities 
but not the development of self-contained congregational 
polities. When a merger of three Lutheran bodies produced 
a new Evangelical Lutheran Church in America in 1988 
it established the bishop as leader of the synodal jurisdic- 
tions. In Lutheranism these bishops replaced presidents. 
Bishops were regarded there, as in Methodism, as part of 
the bene esse, the well-being, and not the esse, the essence, 
of the church. More or less self-contained congregational 
polities were developed in many Reformed churches be- 
cause the Reformed Church congregation granted greater 
participation in the life of the congregation to the laity as 
presbyters and elders. Furthermore, the Reformed Church 
areas in Germany, France, England, and Scotland, as 
well as in The Netherlands and Hungary, had to build 
up their own ecclesiastical structure without dependence 
upon state authorities. 

Among the conservative but often spontaneous evan- 
gelical Protestant churches diverse forms of polity have 
developed. They have all been founded with an appeal to 
the Holy Scriptures. Their prototypes can, in fact, be iden- 
tified in the multiformity of congregational polities in the 
first three centuries before the victory of the monarchical 
episcopal office. 
Presbyterian polity appeals to the model of the original 

church. The polity of the Scottish Presbyterian Church 
and the Presbyterian churches of North America is pri- 
marily based upon this appeal, which was also found 
among many English Puritan groups. It proceeds from 
the basic view that the absolute power of Christ in his 

church postulates the equality of rights of all members 
and can find expression only in a single office, that of the 
presbyter. The calling to this office is through election by 
church members, formally analogous to the democratic, 
republican political mode, and, accordingly, in contrast 
with the monarchy of the papal and the aristocracy of 
the episcopal church polity. In Presbyterian churches the 
differences between clergy and laity have been abolished 
in theory and, to a great extent, in practice. A superstruc- 
ture of consistories and presbyteries is superposed one 
upon the other, with increasing disciplinary power and 
graduated possibilities of appeal. Through their emphases 
upon the divine-legal character of Presbyterian polity, 
the Presbyterian churches have represented a Protestant 
polity that counters the Roman Catholic concept of the 
church in the area of ecclesiastical polity. In ecumenical 
discussions in the 20th century, the divine—legal character 

of this polity is occasionally noticeable in its thesis of an 
apostolic succession of presbyters as a counter-thesis to 
that of the apostolic succession of bishops. 
Congregationalism stresses the autonomous right of the 

individual congregation to order its own life in the ar- 
eas of teaching, worship, polity, and administration. This 
demand had been raised and practiced by the medieval 
sects and led to differentiated polities and congregational 
orders among the Waldenses, the Hussites, and the Bo- 

hemian Brethren. Congregationalism was advanced in the 
Reformation period by the most diverse parties in a re- 
newed and reinforced way not only by “Enthusiasts” (or, 
in German, Schwarmer) and Anabaptists, who claimed 
for themselves the right to shape their congregational life 
according to the model of the original church, but also 
by individual representatives of Reformation sovereigns, 
such as Franz Lambert (Fran¢gois Lambert d’Avignon), 
whose resolutions at the Homberg Synod of 1526 were 
not carried out because of a veto by Luther. The begin- 
nings of modern Congregationalism probably lie among 
the English refugee communities on the European main- 
land, in which the principle of the established church was 
first replaced by the concept of a covenant sealed between 
God or Jesus Christ and the individual or the individual 
congregation. 

The basic concepts of Congregationalism are: the under- 
standing of the congregation as the “holy people” under 

gationalism the regent Jesus Christ; the spiritual priesthood, kingship, 

Christianity 

and prophethood of every believer and the exchange of 

spiritual experiences between them, as well as the intro- 
duction of a strict church discipline exercised by the con- 
gregation itself; the equal rank of all clergy; the freedom of 
proclamation of the gospel from every episcopal or official 
permission; and performance of the sacraments according 
to the institution of Jesus. By virtue of the freedom of 
self-determination fundamentally granted every congrega- 
tion, no dogmatic or constitutional union but rather only 
county union of the Congregationalist churches developed 
in England. North America, however, became the classic 
land of Congregationalism as a result of the great Pu- 
ritan immigration to New England, beginning with the 
Pilgrims on the Mayflower (1620). In the 20th century, 
acknowledgement of the full authority of the individual 
congregation runs through almost all Protestant denom- 
inations in the United States and is even found among 
the Lutherans. Congregationalism participates in the ecu- 
menical movement, within which it presses for awakening 
the independent activity of the Christian churches in the 
entire world in terms of a proto-Christian ideal of the 
congregation. 

Numerous other forms of congregational polity have 
arisen in the history of Christendom, such as the asso- 
ciation idea in the Society of Friends. Even Pentecostal 
communities have not been able to maintain themselves 
in a state of unrestrained and constant charismatic im- 
pulses but instead have had to develop a legally regulated 
polity. This was what happened in the early church, 
which likewise was compelled to restrain the freedom 
of charisma in a system of rulers and laws. Pentecostal 
communities either have been constituted in the area of a 
biblical fundamentalism theologically and on the basis of 
a congregationalist church polity constitutionally or they 
have ritualized the outpouring of the Spirit itself. Thus, 
the characteristic dialectic of the Holy Spirit is confirmed: 
the Spirit creates law and the Spirit breaks law even in the 
most recent manifestations of its working. 
Liturgy. The central focus of the liturgy of the early 

church was the Eucharist, which the Christian commu- 
nity interpreted as a fellowship meal with the resurrected 
Christ. Judaism at the time of Christ was dominated by an 
intense expectation of the Kingdom of God, which would 
be inaugurated by the Messiah-Son of man. The early 
Christian Church appropriated this expectation, which re- 
volved around the image of the messianic meal in which 
the faithful would “sit at table” (Luke 13:29) with the com- 
ing Messiah—Son of man. At the centre of Jesus’ preaching 
on the Kingdom of God is the promise that the blessed 
would “eat bread” with the exalted Messiah-Son of man 
(Luke 13:29). The Lord himself would serve the chosen 
community of the Kingdom at the messianic meal (Luke 
12:37 ff.), which bears the features of a wedding banquet. 
The basic mood in the community gathered about him 
is thus one of nuptial joy over the inauguration of the 
promised end time, which Jesus emphasized in Matthew, 
chapter 9, verse 15: “Can the wedding guests mourn as 
long as the bridegroom is with them?” The supper that 
Jesus celebrated with his disciples “on the night when 
he was betrayed” (1 Corinthians 11:23) inaugurated the 
heavenly meal that will be continued in the Kingdom of 
God. Decisive for understanding the original meaning of 
the Eucharist are the words of Jesus in Matthew, chapter 

26, verse 29: “I shall not drink again of this fruit of the 

vine until that day when I drink it new with you in my 
Father’s kingdom.” 
The death of Jesus at first bewildered his community in 

the face of his promise, but the appearances of the Res- 
urrected One, beginning with Easter morning, confirmed 
their expectations about the messianic Kingdom. These 
appearances influenced the expectations about the mes- 
sianic meal and the continuation of fellowship with the 
exalted Son of man in the meal. Faith in the Resurrection 
and an expectation of the continuation of the fellowship 
meal with the exalted Son of man are two basic elements 
of the Eucharist that are a part of the liturgy from the 
beginnings of the church. In meeting the Resurrected One 
in the eucharistic meal the community sees all the glowing 
expectations of salvation confirmed. 
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The basic mood of the community at the eucharistic 
meal is thereby one of joy. “And breaking bread in their 
homes, they partook of food with glad and generous 
hearts, praising God” (Acts 2:46). The Orthodox liturgy 

has maintained this original Christian mood of joy as at a 
wedding feast until the present. In Reformation churches, 
however, a mood of repentance and sorrow over sin often 

diminished and suppressed the original Christian attitude 
of joy. 
What the Christian community experiences in the eu- 

charistic meal is basically a continuation of the appear- 
ances of the Resurrected One in its midst. Thus, many 
liturgical forms developed, all of which served to enhance 
the mystery of the eucharistic meal. In the magnificent 
liturgical creations from the Ist to the 6th century, diver- 
sity rather than uniformity was a commanding feature of 
the development of worship forms. The eucharistic mys- 
tery developed from a simple form, as depicted in the Ist- 
century Didaché, to the fully developed liturgies of the Sth 
and 6th centuries in both the East and the West. 
This diversity that was demonstrated in the liturgies of 

the early church is still preserved in the Clementine liturgy 
(Antioch), the Syrian liturgy, the Liturgy of St. James of 
the church of Jerusalem, the Nestorian liturgy in Iran, 
the Liturgy of St. Mark in Egypt, the Roman mass, the 
Gallic liturgies, and the Ambrosian (Milanese), Mozarabic 

(Spanish), and Scottish-Irish (Celtic) liturgies. 
In the 6th century two types of liturgies were fixed by 

canon law in the Eastern Orthodox Church: the Liturgy 
of St. John Chrysostom (originally the liturgy of Con- 
stantinople) and the Liturgy of St. Basil (originally the 
liturgy of the Cappadocian monasteries). The Liturgy of 
St. Basil, however, is celebrated only 10 times during 
the year, whereas the Liturgy of St. John Chrysostom is 
celebrated most other times. In addition to these liturgies 
is the so-called Liturgy of the Preconsecrated Offerings, 
attnbuted to Pope Gregory I the Great of the 6th century. 
In this liturgy no consecration of the eucharistic offering 
occurs—because the eucharistic offerings used have been 
consecrated on the previous Sunday—and it is celebrated 
on weekday mornings during Lent as well as from Mon- 
day to Wednesday during Holy Week. 
The period of liturgical improvisation apparently was 

concluded earlier in the Latin West than in the East. The 
liturgy of the ancient Latin Church is textually available 
only since the 6th century. Though the Gallic liturgies 
are essentially closer to the Eastern liturgies, the liturgy of 
Rome followed a special development. From the middle of 
the 4th century, the Roman mass was celebrated in Latin 

rather than in Greek, which had been the earlier practice. 
The fixing of the Roman mass by canon law is congruent 
with the historical impulse of the Roman Catholic Church 
to follow the ancient Roman pattern of rendering sacred 
observance in legal forms and with stipulated regularities. 
Because of the authority inhering in the sacred, every 

liturgy has the tendency to become fixed in form, and any 
alteration of the liturgy can thus be regarded as a sacri- 
lege. The spiritual—legal fixation of the liturgy, however, 
through the process of constant repetition and habit, led 
to an externalization that can transfer the liturgy into a 
lifeless formalism for both the liturgist and the participat- 
ing community. 
Characteristically, all reformation eras in the history of 

Christianity, in which new charismatic impulses arise in 
the areas of piety and theology, are also periods of new 
liturgical creations. Thus in the late 16th-century Refor- 
mation a great diversity of new liturgical forms emerged. 
Luther in Germany restricted himself to a reformatory al- 
teration of the Roman Catholic liturgy of the mass, whereas 
Zwingli in Switzerland attempted to create a completely 
new evangelical liturgy of the Eucharist based upon a New 
Testament foundation. The Free churches also showed a 
strong liturgical productivity; in the Herrnhut Brethren 
(Moravian) community, Graf von Zinzendorf ushered in 
the singing worship services. Methodism, influenced by 
the Moravian spiritual songs and melodies, also produced 
new liturgical impulses, especially through its creation of 
new hymns and songs and its joyousness in singing. 
The innovative religious bodies, especially those that 

arose in the 19th and 20th centuries, have been especially 
productive in this area. The Mormons, for example, de- 
veloped not only a new type of church song but also a new 

style of church music in the context of their liturgical new 
creation (e.g., “sealing”). The mood of charismatic, litur- 
gical new creations has also been preserved in the Baptist 
churches of American blacks, whose spirituals are the most 
impressive sign of a free and spontaneous liturgy. The 
Pentecostal churches of the 20th century quite consciously 
attempt to protect themselves against liturgical formalism. 
The free, often spontaneously improvised liturgy of the 
Pentecostal tent missions was transformed into patterns 
that became familiar to a wider audience through televised 
evangelism, which was often of a Pentecostal nature. Often 
ecstatic, strongly rhythmized music endeavours to retain 
certain features of the charismatic spontaneity of the early 
Christian worship. 

Traditional liturgy fixed by canon law, which could de- 
velop into a lifeless formalism, occasionally led to the adop- 
tion of a fundamentally anti-liturgical attitude. Zwingli’s 
reformation, for example, exhibited an emphatically anti- 
liturgical tendency in that it reduced the intricate Roman 
Catholic order of service to beginning song, prayer, ser- 
mon, concluding prayer, and concluding song. In many 
Reformed churches, some anti-liturgical currents devel- 
oped, which, in terms of visual art, have been directed 
against encouraging expressions that might distract from 
the preached and prayed Word. In more radical instances 
this has even meant protests against the use of the organ 
in the worship service. The Society of Friends radically 
eliminated the liturgy and replaced it with mutual silence, 
expecting the spontaneous activity of the Holy Spirit. 
Though definite and obligatory liturgies have been es- 

tablished as normative, the forms of the liturgy continue 

to develop and change. The impulse toward variations 
in worship services has been especially noticeable in the 
latter part of the 20th century. In the Eastern Orthodox 
liturgy, in the Roman Catholic mass and breviary, and 
in Anglican and Lutheran liturgies, there are both fixed 
and changing sections. The fixed parts represent the ba- 
sic structure of the worship service concerned, and the 
alternating parts emphasize the individual character of a 
particular service for a certain day or period of the church 
year. The changing parts consist of special Old and New 
Testament readings that are appropriate for a particular 
church festival, as well as of special prayers and partic- 
ular hymns. 
The eucharistic liturgy consists of two parts: the Liturgy 

of the Catechumens and the Liturgy of the Faithful. This 
basic liturgical structure goes back to a time in which the 
church was a missionary church that grew for the most part 
through conversion of adults. The latter were first intro- 
duced to the Christian mysteries as catechumens through 
instruction in religious doctrine. They also received per- 
mission to take part in the first part of the worship service 
(which was instructional), but they had to leave the ser- 
vice before the eucharistic mystery was celebrated. The 
first part of the Orthodox worship service still ends with a 
threefold exclamation, reminiscent of pre-Christian, Hel- 
lenistic mystery formulas: “You catechumens, go forth! 
None of the catechumens (may remain here)!” 
The eucharistic liturgy of the Orthodox Church is a kind 

of mystery drama in which the advent of the Lord is mys- 
tically consummated and the entire history of salvation— 
the incarnation, death, and Resurrection of Christ the 
Logos, up to the outpouring of the Holy Sprit—is reca- 
pitulated. The Orthodox Church also attaches the greatest 
value to the fact that within the eucharistic mystery an 
actual transformation of the eucharistic elements in bread 
and wine takes place. This is not the same as the Roman 
Catholic dogma of transubstantiation, which teaches that 
the substance of the bread and wine is changed into the 
body and blood of Christ, though the properties of the 
elements remain the same, when the priest consecrates the 

bread and wine. According to some Orthodox authorities, 
the Orthodox view is similar to the Lutheran doctrine of 
the Real Presence. The essential and central happening in 
the Orthodox liturgy, however, is the descent of the res- 
urrected Lord himself, who enters the community as “the 
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King of the universe, borne along invisibly above spears 
by the angelic hosts.” The transformation of the elements 
is, therefore, the immediate emanation of this personal 
presence. Thus, the Orthodox Church does not preserve 
and display the consecrated host after and outside the 
eucharistic liturgy, as in the Roman Catholic Church, be- 
cause the consecrated offerings are mystically apprehended 
and actualized only during the eucharistic meal. 
In the Roman Catholic mass, the sacrificial character of 

the Eucharist is strongly emphasized, but it is less so in 
the Orthodox liturgy. This is because in the Orthodox 
liturgy the Eucharist is not only a representation of the 
crucifixion sacrifice (as in the Roman mass) but also of 
the entire history of salvation, in which the entire congre- 
gation, priest and laity, participates. Thus, the Orthodox 
Church has also held fast to the original form of Holy 
Communion in both kinds. 
The Orthodox Church still preserves the liturgical ges- 

tures of the early church. Though in many Protestant 
churches parishioners sit while praying, the Orthodox wor- 
shiper prays while standing (because he stands throughout 
the service), with arms hanging down, crossing himself at 
the beginning and ending of the prayer. 
The prayerful gesture of folded hands among Protes- 

tant churches derives from an old Germanic tradition of 
holding the sword hand with the left hand, which sym- 

bolizes one’s giving himself over to the protection of God 
because he is now defenseless. The prayerful gesture of 
hands pressed flat against one another with the fingertips 
pointed upward—the symbol of the flame—is practiced 
among Roman Catholics as well as Hindus and Buddhists. 
Other liturgical gestures found in many Christian churches 
are crossing oneself, genuflecting, beating oneself on the 
chest, and kneeling during prayer or when receiving the 
eucharistic elements. Among some Holiness or Pente- 
costal churches spontaneous handclapping and rhythmic 
movements of the body have been stylized gestures in the 
worship services. These gestures are often familiar features 
of worship in churches in Africa, Asia, and Latin America. 
Liturgical dancing, widely spread in pagan cults, was not 
practiced in the early church; vestigial remnants of this 
ancient practice, however, have been admitted in liturgical 
processionals. In the latter part of the 20th century, litur- 
gical dances have been reintroduced in some churches but 
only in a limited fashion. Among the many other gestures 
of devotion and veneration practiced in the liturgically 
oriented churches such as the Roman Catholic Church, 
the High Church Anglican churches, and the Orthodox 
Church, are kissing the altar, the gospel, the cross, and 
the holy icons. 
Liturgical vestments have developed in a variety of 

fashions, some of which have become very ornate. The 
liturgical vestments all have symbolic meaning (see below 
Church year: Liturgical colours). In the Orthodox Church 
the liturgical vestments symbolize the wedding garments 
that enable the liturgists to share in the heavenly wed- 
ding feast, the Eucharist. The epitrachélion, which is worn 
around the neck and corresponds to the Roman stole, 
represents the flowing downward of the Holy Spirit (see 
also RITES AND CEREMONIES, SACRED). 
The sacraments. The interpretation and number of the 

sacraments vary among the Roman Catholic, Orthodox, 
Eastern independent, and Protestant churches. The Roman 

Church has fixed the number of sacraments at seven: bap- 
tism, confirmation, the Eucharist, penance, holy orders, 
matrimony, and anointing of the sick. In the early church 
the number of sacraments varied, sometimes including as 
many as 10 or 12. The theology of the Orthodox Church, 
under the influence of the Roman Catholic Church, fixed 
the number of sacraments at seven. The classical Protes- 
tant churches (i.e, Lutheran, Anglican, and Reformed) 
have accepted only two sacraments—i.e., baptism and the 
Eucharist, though Luther allowed that penance was a valid 
part of sacramental theology. 
The New Testament mentions a series of “holy acts” 

that are not, strictly speaking, sacraments. Though the 
Roman Catholic Church recognizes a difference between 
such “holy acts,” which are called sacramentals, and 
sacraments, the Orthodox Church does not, in principle, 
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make such strict distinctions. Thus, though baptism and 
the Eucharist have been established as sacraments of the 
church, foot washing, which in the Gospel According to 
John, chapter 13, replaces the Lord’s Supper, was not 

maintained as a sacrament. It is still practiced on spe- 
cial occasions, such as on Holy Thursday in the Roman 
Catholic Church and as a rite prior to the observance of 
the Lord’s Supper, as in the Church of the Brethren. The 
“holy acts” of the Orthodox Church are symbolically con- 
nected to its most important mysteries. Hence, baptism 
consists of a triple immersion that is connected with a 
triple renunciation of Satan that the candidates say and 
act out symbolically prior to the immersions. Candidates 
first face west, which is the symbolic direction of the Anti- 

christ, spit three times to symbolize their renunciation of 
Satan, and then face east, the symbolic direction of Christ, 
the sun of righteousness. Immediately following baptism, 
chrismation (anointing with consecrated oil) takes place, 
and the baptized believers receive the “seal of the gift of 
the Holy Spirit.” 
Tradition. The disposition of Christianity toward tradi- 

tion has exhibited a characteristic tension from its very 
beginnings; it has broken tradition and it has created tra- 
dition. This tension, which is grounded in its essence, has 

been continued throughout its entire history. It began with 
breaking the tradition of piety described and prescribed in 
the Hebrew Scriptures and synagogue practices, which to 
the followers of Jesus looked legalistic. In the Sermon on 
the Mount, Jesus set forth his message as a renunciation 
of the Old Testament tradition of the Law. Yet, with his 
coming, new revelation, life, death, and Resurrection, he 
himself created a new tradition, a “new law,” that has been 

carried on in the church. The dogmatic controversies of 
the Reformation period give the impression that the tradi- 
tion of the church has to do primarily, if not exclusively, 
with ecclesiastical doctrinal tradition. Tradition, however, 
includes all areas of life of the Christian community and 
its piety, not just the teachings but also the forms of 
worship service, bodily gestures of prayer and the liturgy, 
oral and written tradition and the characteristic process of 
transition of the oral into written tradition, a new church 

tradition of rules for eating and fasting, and other aspects 
of the Christian life. 
The break with the tradition of Jewish legal piety was not 

total. The Old Testament was adopted from Jewish tradi- 
tion, but its interpretation was based upon the concepts of 
salvation that emerged around the figure of Jesus Christ. 
The Old Testament book of Psalms, including its musical 
form, was taken over in Christian worship as the founda- 
tion of the liturgy. The new revelation became tradition in 
the oral transmission of the words of the Lord (the logia) 
and the reports (kerygma) concerning the events of his life 
that were important for the early church’s faith in him; 
his baptism, the story of his Passion, his Resurrection, 
and his Ascension. The celebration of the Lord’s Supper 
as anticipation of the heavenly meal with the Messiah— 
Son of man in the coming Kingdom of God, even to the 
point of preserving in the liturgy the Aramaic exclamation 
maranatha (“O Lord, Come”) and its Greek parallel erche 
kyrie (“Come, Lord!”) as the supplicant calling for the 
Parousia (Second Coming)—all this became tradition. 
In addition to the traditions of the Old Testament syna- 

gogal worship service, traditions of the Hellenistic mystery 
cults also were absorbed and reinterpreted in Christian 
forms. Among the traditions taken over from the mystery 
religions were: the arcane discipline—the distinction be- 
tween the true mystae (those initiated into the secrets of 
the Christian faith), who were permitted to participate in 
the esoteric worship service (i.e., the Eucharist), and the 
catechumens; the introduction of hymn singing dependent 
upon the melodic style of the mystery hymns (in addition 
to the Jewish Psalms); the retention of the ancient gesture 
of upraised hands during the epiclesis, the prayer that calls 
down the Holy Spirit upon bread and wine as they are 
consecrated in the sacrament; and many others. 
Of special significance is the oral tradition of doctrinal 

transmission and its written record. Judaism over the cen- 
turies had developed its own unique tradition of the oral 
transmission of teachings. According to rabbinic doctrine, 

The inher- 

ent tension 

regarding 
tradition 
in Chris- 

tianity 

Oral and 
written 

tradition 



294 Christianity 

The role of 
kerygma in 
tradition 

orally transmitted tradition coexisted on an equal basis 
with the recorded Law. Both text and tradition were be- 
lieved to have been entrusted to Moses on Mount Sinai. 
Within the unbroken chain of scribes the tradition was 

passed on from generation to generation and substantiated 

through scripture and exegesis. The doctrinal contents of 
the tradition were initially passed on orally and memo- 
rized by the students through repetition. Because of the 
possibilities of error in a purely oral transmission, how- 
ever, the extensive and growing body of tradition was, by 
necessity, fixed in written form. The rabbinic tradition of 
the Pharisees (a Jewish sect that sanctioned the reinterpre- 
tation of the Mosaic Law) was established in the Mishnah 
(commentaries) and later in the Palestinian and Babylo- 

nian Talmud (compendiums of Jewish Law, lore, and 

commentary). Because the essence of tradition is never 
concluded—i.e., by its very nature is never completely 
fixed in writing—the learned discussion of tradition by 
necessity continued in constant exegetical debate with the 
Holy Scriptures. The written record of tradition, however, 
never claimed to be equal to the Holy Scriptures in Ju- 
daism. A similar process of written fixation also occurred 
among the sectarians of the community at Qumran, which 
in its Manual of Discipline and in the Damascus Doc- 
ument recorded its interpretation of the Law, developed 

first orally in the tradition. 
In the Christian Church a tradition also was formed pro- 

ceeding from Jesus himself. The oral doctrinal transmis- 
sion of the tradition was written down between the end of 
the Ist and the first half of the 2nd century in the form of 
various gospels, histories of the Apostles, letters, sermonic 
literature, and apocalypses. Among Christian Gnostics the 

tradition also included secret communications of the risen 
Christ to his disciples. 
A new element, however, inhered in the Christian vis- 

a-vis the Jewish tradition. For Jewish piety the divine 
revelation encompassed two forms of divine expression: 
the Law and the Prophets. Nevertheless, this revelation is 

considered concluded with the last Prophets; its actualiza- 
tion further ensues through interpretation. In the Christian 
Church the tradition is joined not only to the teachings of 
Jesus and the story of his life as prophet and teacher that 
terminated with his death but also to the central event 
of the history of salvation, which his life, Passion, death, 
and Resurrection represent—namely, to the resurrected 
Christ who is henceforth present as the living Lord of 
the church and guides and increases it through his Holy 
Spirit. This led to the literary form of church tradition— 
the Holy Scripture. As the “New Testament,” it takes its 

place next to the Holy Scripture of Judaism, henceforth 
reinterpreted as the “Old Testament.” The tradition of the 
church itself thereby entered into the characteristic Chris- 
tian tension between spirit and letter. The spirit creates 
tradition but also breaks tradition as soon as the latter is 
solidified into an external written form and thus impedes 
charismatic life. 
Throughout church history, however, the core of this 

field of tension is formed by the transmission of the 
Christ event—the kerygma—itself. On the one hand, the 
kerygma is the bearer and starting point for tradition; 
on the other hand, it molds the impetus for ever-new 

impulses toward charismatic, fresh interpretations and, 
under certain circumstances, suggests or even enforces a 
conscious elimination of accumulated traditions. Decisive 
in this respect is the self-understanding of the church. Ac- 
cording to the self-understanding of the Roman Catholic 
and the Eastern Orthodox churches, the church, as the 

institution of Jesus Christ, is the bearer of the oral and 
the written tradition. It is the church that created the New 
Testament canon. The selection of canonical writings un- 
dertaken by it already presupposes a dogmatic distinction 
between “ecclesiastical” teachings—which, in the opinion 
of its responsible leaders, are “apostolic’—and “heretical” 
teachings. It thereby already presupposes a far-reaching in- 
tellectualization of the tradition and its identification with 
“doctrine.” The oral tradition thus became formalized in 
fixed creedal formulas. 
Accordingly, in the history of the Christian Church a spe- 

cific, characteristic dialectic has been evidenced between 

periods of excessive growth and formalistic hardening of 
tradition that hindered and smothered the charismatic life 
of the church and periods of a reduction of tradition that 
follow new reformational movements. The latter occurred, 
in part, within the church itself, such as in the reforms 
of Cluny, the Franciscans, and the Dominicans; they also 
took on the form of revolutionary movements. The Ref- 
ormation of the 16th century exhibited various degrees 
of positions toward tradition. All of the Reformers broke 
with the institution of monasticism, the liturgical and 
sacramental tradition of the Roman Catholic Church, and 

certain elements of doctrinal tradition. Luther, however, 
was more conservative in his attitude toward the Roman 
Catholic Church than were Zwingli and Calvin. He was 
thus especially hated among the representatives of the rad- 
ical Reformation—e.g., the Anabaptists and Enthusiasts 
(Schwarmer), who demanded and practiced a revolution- 

ary break with the entire Roman Catholic tradition. The 
new churches that arose from the Reformation, however, 
soon created their own new traditions. This was made 
necessary by the predominance of both the didactic, doc- 
trinaire principle and the founding of one’s own church 
upon one’s own “confessional writings.” Practical man- 
ifestations against the tradition of the Roman Catholic 
Church also had public effects—e.g., the eating of sausage 
on fast days in Zurich at the start of Zwingli’s reformation 
or the provocative marriages of monks and nuns, 
In the 19th century, the period of a progressive revolu- 

tionizing of political life in Europe and North and South 
America, the Roman Catholic Church sought to safe- 

guard its tradition—threatened on all sides—through an 
emphatic program of “antimodernism.” It endeavoured to 
protect tradition both by law and through theology (e.g., 
in returning to a strict, obligatory neo-Thomism). The 
representatives of this development were the popes from 
Pius IX (reigned 1846-78) to Pius XII (reigned 1939-58). 
With Pope John XXIII (reigned 1958-63), a dismantling 
(aggiornamento) of antimodernism and a more critical 
attitude vis-a-vis the “tradition” set an; this extended to 
traditional dogmatic views as well as to the liturgy and 
church structure. The second Vatican Council (1962-65) 

guided this development into moderate channels. On the 
other hand, an opposite development has taken place in 
the Soviet Union and the eastern European countries. 
In these nations the remains of the Orthodox Church, 
which survived extermination campaigns of the Leninist 
and Stalinist eras from the 1920s to the 1950s, preserved 
themselves in a political environment hostile to the church 
precisely through a retreat to their church tradition and re- 
ligious functioning in the realm of the liturgy. In the World 
Council of Churches, the Orthodox Church in the latter 

part of the 20th century has viewed its task as the bearer 
of Christian tradition over against the predominant social- 
ethical tendencies of certain Protestant member churches 
that have disregarded or de-emphasized the tradition of 
the church 1n a wave of antihistorical sentiment. 
The most important creation of church tradition is that of 

the Holy Scriptures themselves and, secondarily, the exege- 
sis (critical interpretations and explanations) of the Scrip- 
tures. Exegesis first appeared in Christian circles among 
Gnostic heretics and the church catechists (teachers)— 
é.g., in the Christian school systems, such as in Alexan- 
dria and Antioch. The heretics, who could not claim the 
unbroken apostolic tradition maintained by the Orthodox 
Christian churches, had a necessary interest in claiming 
the tradition to justify their own movements. Thus, exege- 
sis was directly related to the development of a normative 
scriptural canon in the Orthodox churches. A similar need 
for the interpretation of an ecclesiastically fixed scriptural 
canon resulted in the Christian school system. 
The first representatives of early church exegesis were not 

the bishops but rather the “teachers” (didaskalot) of the 
catechetical schools, modeled after the Hellenistic philoso- 
phers’ schools in which interpretive and philological prin- 
ciples had been developed according to the traditions of 
the founders of the respective schools. The allegorical in- 
terpretation of Greek classical philosophical and poetical 
texts, which was prevalent at the Library and Museum 
(the school) of Alexandria, for example, directly influenced 
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the exegetical method of the Christian Catechetical school 
there. Basing his principles on the methods of Philo of 
Alexandria and Clement of Alexandria, his teacher, and 
others, Origen—the Christian Catechetical school’s most 
significant representative—created the foundation for the 
type of Christian exegesis (i.e., the typological-allegorical 
method) that lasted from the patristic period and the Mid- 
dle Ages up to the time of Luther in the 16th century. Ori- 
gen based his exegesis upon comprehensive textual-critical 
work that was common to current Hellenistic practices, 
such as collecting Hebrew texts and Greek parallel trans- 
lations of the Old Testament. His main concern, however, 
was that of ascertaining the spiritual meaning of the Scrip- 
tures, the trans-historical divine truth that is hidden in the 
records of the history of salvation in the Scriptures. He 
thus developed a system containing four types of interpre- 
tation: literal, moral, typological, and allegorical. 
The view of “teachers” as charismatic figures (i.e., those 

gifted by the Holy Spirit with the ability to uncover the 
hidden spiritual meaning of the letter) long hindered West- 
ern theologians in developing their own exegetical works. 
Exegetical literature was restricted to “chains” (catenae), 
in which excerpts from commentaries or homilies of the 
charismatic Fathers were joined together in a “chain” for 
the individual words and sentences of the Holy Scriptures. 
This was similar to the way in which early medieval theo- 
logical works were composed of “sentences”—i.e., individ- 
ual doctrinal definitions from the writings of authoritative 
church teachers along with a limited commentary. Typo- 
logical exegesis attained special significance for medieval 
Christian mysticism, which was inspired to a great extent 
by the allegorical interpretation of the Song of Solomon 
as the wedding between Christ and the soul. 
Only with the Reformation, under the leadership of 

Luther, did there emerge an emphatic turning away from 
the allegorical exegesis and a turning toward the literal 
meaning of the Scriptures. This had its beginnings in the 
early church in the theological school of Antioch. In con- 
trast to the Platonic tradition of the school of Alexandria, 
the school of Antioch was guided by Aristotelian phi- 
losophy. In place of allegorizing, which was consciously 
rejected, Antiochene exegesis was very much occupied 
with textual criticism. Both traditions often were included 
together in the so-called glosses of the Latin Middle Ages, 
such as in the Glossa ordinaria (“Ordinary Glosses”), 
edited by Anselm of Laon (died 1117), and the Postillae— 
the first biblical commentary to be printed (1471-72)—of 
Nicholas of Lyra (c. 1270-1349), 
According to his own statement, Luther’s reformational 

breakthrough came about through a fresh exegetical reflec- 
tion—legendo et docendo (“by perusing and teaching”)— 
in connection with his lectures on the Bible at the univer- 
sity of Wittenberg in Germany. He used the preliminary 
work of humanist philologists for the restoration of the 
Old and New Testament text (e.g., Erasmus’ 1516 edition 
of the Greek New Testament in the lectures on the Letter 
of Paul to the Romans). Luther replaced the traditional 
schema of the fourfold meaning of the Scripture with a 
spiritual interpretation of the letter—ie., one based on 
Christ. Inasmuch as the letter, which speaks historically of 
the work of Christ, at the same time always means this 
work as the salvation event that has happened “for us,” 
it always contains the spiritual meaning in itself. In de- 
bates with the Spiritualists and Enthusiasts, who made use 
of the allegorical-tropological (figurative) method, Luther 
appealed ever more strongly to the unequivocal “clarity” 
of the letter of the Scriptures, which contains the “clar- 
ity” of the “subject” expressed by it. His exegesis is thus 
also a dogmatic one. The struggle between historical and 
tropological exegesis was emphasized in the debate be- 
tween Luther and Zwingli over the understanding of the 
Lord’s Supper. 
During the early 18th century, biblical interpretation free 

of dogmatic interest was achieved among theologians ac- 
cused of heresy by orthodox colleagues of their confession, 
such as among the Dutch Arminians (e.g, Hugo Grotius 
and Johann Jakob Wettstein). Interest in the history of 
the Old and New Testament period was growing; ancient 
Middle Eastern history, biblical geography and archaeol- 
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ogy, and the history of the religions of the ancient East and 
Hellenism were being included in the interpretation of the 
Scriptures. Under the influence of the Enlightenment, the 
historical criticism of the Bible, which was independent of 
the moral and edifying evaluation of the Holy Scriptures, 
was established. Soon including criticism of early church 
dogma, it led directly to the rise of historical criticism of 
the Bible in the 19th and 20th centuries. 
In addition to the tradition of the Holy Scriptures and 

its interpretation, traditions centring on holy places also 
developed. The veneration of holy places is the oldest 
expression of Christian popular piety. From Judaism the 
Christian Church adopted the idea and practice of ven- 

- erating holy places. In post-exilic Judaism (i.e., after the 
5th century Bc), Jerusalem became the sanctuary and the 
centre of the Jews in Palestine as well as the goal of the 
pilgrimages of Jews of the Diaspora. After the destruction 
in AD 70 of Jerusalem, which was the holy city for the 
early church, it remained for Christians—as the site of the 
suffering and Resurrection of Jesus Christ and as the place 
of his return in glory—a holy city and a goal of pilgrim- 
ages. Such early bishops as Melito of Sardis and Alexander 
of Jerusalem and such theologians as Origen embarked 
on pilgrimages to Jerusalem. When the Christian Church 
became the state church in the 4th century, pilgrimages to 
the holy places in Palestine became popular. 
The journey of the empress mother Helena to the Holy 

Land before AD 330 inaugurated the cult of relics through 
the alleged discovery of the holy cross. Constantine built 
the Church of the Holy Sepulchre in Jerusalem (335) 
and the Church of the Nativity over the Grotto of the 
Nativity in Bethlehem. The numerous other biblical com- 
memorative places of the Old and New Testament history 
soon followed. 
The cult of martyrs and saints led to establishment of 

shrines outside Palestine that were developed into pil- 
grimage places. The idea that the martyrs are present at 
the places of their martyrdom (e.g., Peter’s tomb at the 
Vatican) secured a prominent position for holy places 
connected with the cult of saints and martyrs. The cult of 
the martyrs was developed especially in the Roman cata- 
combs, and it contributed to the formation of the Petrine 
doctrine and the teaching of the primacy of the Roman 
bishop. After the 4th century the cult of martyrs spread 
further and created an abundance of new holy places in 
the West: thus, Santiago de Compostela in Spain was 
connected with the tomb of James, to which equal rank 
with Rome and Jerusalem was later accorded: then Tréves 
in Germany, with the tomb of Matthew, which exerted a 
special power of attraction through the relic of the holy 
robe; and Marburg in Germany, with the shrine of St. 
Elizabeth. In the Middle Ages, during the development of 
the Roman Catholic sacrament of penance, holy places 
became places of grace, the visitation of which was con- 
sidered a work of penance. 
The original historical consciousness of the Christian 

Church is also alive in the cult of relics. In the relics of 
the body in which the saint suffered martyrdom, the saint 
himself is believed to be present, or at least something of 
the power of the Holy Spirit that filled him. The cult of 
relics began as a result of veneration of a martyr at his 
or her tomb, over which later was erected an altar of the 
church built to honour the saint. From the 4th century 
on in the East, and later also in the West, the remains of 
the martyrs were distributed in order that as many as pos- 
sible could share in their miraculous power. Fragments of 
relics were sewn into a silken cloth (antimension), and the 
Eucharist could be celebrated only upon an altar that was 
covered with such an antimension. In times of persecution 
the Eucharist could be celebrated upon any table, as long 
as it was covered with the antimension and consecrated 
through the presence of the martyr. In the Latin Church 
the relics are enclosed in a cavity (sepulcrum) in the altar 
top. During the deconsecration of a church, the relic is 
again removed from the sepulcrum. 
In the late Middles Ages the character of the pilgrimage, 

just like the veneration of relics, underwent a degener- 
ation in connection with the degeneration of the sacra- 
ment of penance because of the abuse of the indulgence. 
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Luther’s critique of the indulgence began with a criticism 
of the display of the elector of Saxony Frederick III the 
Wise’s imposing collection of relics in the Schlosskirche 
(Castle Church) of Wittenberg on All Saints’ Day (1516). 
Over against the attacks of Luther, the Council of Trent 
declared that 

the holy bodies of the holy martyrs and others living with 
Christ, whose bodies were living members of Christ and tem- 
ples of the Holy Spirit, and will be by him raised to eternal 
life and glorified, are to be venerated by the faithful, since by 
them God bestows many benefits upon men. 

In order to avoid the development of a holy place at his 
grave and a reliquary and saintly cult around his person, 
Calvin arranged by will that his body be buried at an 
unknown spot. The erection of the giant monument to 
the Reformer at the supposed place of his burial shows 
the futility of his effort and the strength of the Christian 
consciousness of tradition. 

Monasticism. Monasticism, an institution based on the 
Christian ideal of perfection, has its roots in New Testa- 
ment Christianity, in which the baptized were designated 
as the “perfect ones.” In the early church, monasticism 
equated perfection with world-denying asceticism, along 
with the view that perfect Christianity centred its way of 
life on the maximum love of God and neighbour. 
Monastic discipline, in the course of time, became an ex- 

ternal means for the attainment of this ideal of perfect love 
of God and neighbour. Only a few especially disciplined 
persons, however, have been able to live according to the 
path that leads to the ideal of perfection. The masses, on 

the other hand, are inwardly and outwardly incapable of 
exercising ascetic discipline. Therefore, the monastic rules 

of life were not generally binding “commands” but rather 
only “counsels” directed to those called to lead an as- 
cetic life. The essential distinction between command and 
counsel is found in the words of Jesus: he did not com- 
mand men to “make themselves eunuchs for the sake of 
the kingdom of heaven,” but rather he recommended this 
condition only to those who were “able to receive this” 
(Matthew 19:12). Unmarried ascetics were recognized as 
a special class in the early church, forming the core of 
many churches. Later, with its distinction between coun- 
sel (suasum) and command (iussum), as in the writings of 
Tertullian in the late 2nd century, the church found itself 
in full accord with the oldest Christian view. During the 
latter part of the 2nd and the beginning of the 3rd cen- 
tury, the combination of asceticism and mysticism, which 
was to become the spiritual basis of later monasticism in 
the East and in part also in the West, was emphasized by 
Clement of Alexandria and Origen. 
By the 4th century, monasticism had become an estab- 

lished institution in the Christian Church. This was not 
because of the decadence of the people of late antiquity, 
as has often been asserted, but rather because monasticism 
was sustained by the resilient and culturally unexhausted 
tural populations of Egypt and Syria, who had developed 
an enthusiasm for asceticism itself. Out of the desire for 
still further advanced isolation, ascetics moved from areas 
in proximity to inhabited places and established them- 
selves in tombs, abandoned and half-deteriorated human 
settlements, caves, and, finally, into the wilderness areas 

of the deserts. The main task of the ascetics—i.e., strug- 
gle with the demons—thereby underwent a heightened 
intensification: the desert was considered the abode of the 
demons, the place of refuge of the pagan gods falling back 
before a victorious Christianity. Hence, the expansion of 
Christianity in the cities of Egypt and the rise of Egyptian 
desert monasticism in the 4th century occurred both be- 
cause the masses streamed into the churches as a result 
of the official imperial toleration and support policies and 
because ascetics striving for perfection left the cities and 
moved into the desert in significant numbers. 
Certain writings that captured the spirit of monasticism 

further enhanced the development of this way of life in the 
church. Athanasius of Alexandria, the 4th century’s most 

Christian perfection. This work indicates that the church 
sanctioned and propagated monasticism. 
A former Roman soldier of the 4th century, Pachomius, 

created the first monastery in the modern sense. He united 
the monks under one roof in a community living under 
the leadership of an abbot (father, or leader). In 323 he 
founded the first true monastic cloister in Tabennisi, north 
of Thebes, in Egypt, and joined together houses of 30 to 40 
monks, each with its own superior. Pachomius also created 
a monastic rule that, however, served more as a regulation 

of external monastic life than spiritual guidance. During 
the remainder of the 4th century, monasticism soon de- 
veloped in areas outside Egypt. Athanasius brought the 
monastic rule of Pachomius to the West during his banish- 
ment (340-346) to Tréves in Germany—as a result of his 
opposition to the imperially sanctioned heretical doctrines 
of Arianism. Mar Awgin, a Syrian monk, introduced the 
monastic rule in Mesopotamia, and Jerome established a 
monastic cloister in Bethlehem. 
Basil the Great, one of the three Cappadocian Fathers 

of the 4th century, definitively shaped monastic commu- 
nity life in the Byzantine Church. His ascetic writings 
furnished the theological and instructional foundation for 
the “common life” (cenobitism) of monks. He became 
the creator of a monastic rule that, through constant vari- 

ations and modifications, became authoritative for later 
Orthodox monasticism. The Rule of Basil has preserved 
the Orthodox combination of asceticism and mysticism 
into the 20th century. 
Western monasticism, founded by Benedict of Nursia 

(Italy) in the 6th century, has gone through a double form 
of special development vis-a-vis early church monasticism. 
The first consists of its clericalization. In modern Ro- 
man Catholic cloisters, monks are, except for the serving 
brothers (fratres), ordained priests and are thereby drawn 
in a direct way into the ecclesiastical tasks of the Roman 
Church. Originally, however, monks were laymen. Pa- 
chomius had explicitly forbidden monks to become priests 
on the ground that “it is good not*to covet power and 
glory.” Basil the Great, however, by means of a special 
vow and a special ceremony, enabled monks to cease be- 
ing just laymen and to attain a position between that of 
the clergy and the laity. Even in the 20th century, monks 
of the Orthodox Church are, for the most part, lay monks; 
only a few fathers (abbots) of each cloister are ordained 
priests (hieromonachoi), who are thus allowed to adminis- 
ter the sacraments. 

The second special development in Roman Catholicism 
consists of the functional characteristics of its many orders. 
The individual orders aid the church in its various areas 
of activity—e.g., missions, education, care for the sick and 
needy, and combating heresy. Developing a wide-ranging 
diversification in its structure and sociological interests, 
Roman Catholic monasticism has extended all the way 
from the knightly orders to orders of mendicant friars, 
and it has included orders of decided feudal and aristo- 
cratic characteristics alongside orders of purely bourgeois 
characteristics. To the degree that special missionary, ped- 
agogical, scholarly-theological, and ecclesiastically political 
tasks of the orders increased in the West, the charac- 
ter of ancient monasticism—originally focused completely 
on prayer, meditation, and contemplation—receded more 
and more in importance. Few monastic orders—the Bene- 
dictines and the Carmelites are notable exceptions—still 
attempt to preserve the ancient character and purposes of 
monasticism in Roman Catholicism in the 20th century. 
The saintly life. In Christian popular piety the saint 

plays a very significant role. Originally a self-designation 
of all Christians collectively, “the saints,” understood in 
this broad sense, are “sanctified through the name of the 
Lord Jesus Christ and through the Spirit of our God,” 
according to the First Letter of Paul to the Corinthians, 
chapter 1, verse 31. On the one hand, the saint may be 
understood as a Christian who endeavours to fulfill the 
binding demand of moral holiness in obedience to God 
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of certain views on being “called to holiness,” members 
of many radical sects have designated themselves as “the 
saints”—from Oliver Cromwell’s “saints” in 17th-century 
England to the Mormon “latter-day saints” in the 19th 
and 20th centuries. 
The general meaning of “saint” was transformed during 

the period of the persecutions of Christians in the Roman 
Empire. The martyr, the witness in blood to Christ and fol- 
lower in his suffering, became the prototype of the future 
ideal of the saint. Veneration of the saints began because 
of a belief that martyrs were received directly into heaven 
after their martyrdoms and that their intercession with 
God was especially effective—in the Revelation to John 
the martyrs occupy a special position in heaven, immedi- 
ately under the altar of God (Revelation 6:9). Veneration 
of confessors (i.e., those who had not denied their belief in 
Christ but had not been martyred), bishops, popes, early 
Church Fathers, and ascetics who had led a godlike life 
was established soon after cessation of the persecutions. 
In the Greek church the saints were regarded as charis- 

matic figures in whom the prototype of Christ is reflected 
in multifarious images. Veneration of the saints in the Or- 
thodox churches was thus based more upon the idea that 
the saints provided instructional examples of the Christian 
life of sanctification. In the West, however, cultic vener- 
ation of the saints, the concept of patron saints, and the 
view that saints are helpers in need became predominant. 
The cult of the saints gradually came under the control of 
the papacy, which regulated cultic veneration of a saintly 
personality extolled in popular piety by means of a pro- 
cess of canonization strictly defined by canon law. The 
saints thus dominated the church calendar, which notes 
the names of the ecclesiastically recognized saints of each 
day of the year. They are venerated on a particular day 
in the prayer of intercession, and references are made to 
their deeds, sufferings, and miracles in the liturgy. 
Under Pope Paul VI, the Roman Catholic Church at- 

tempted to reduce the significance of the veneration of 
saints—and thereby emphasize the idea of their histori- 
cal exemplariness—by deleting some unhistorical, osten- 
sibly mythological figures from the calendar of saints. 
The difference between historical and mythological saints, 

however, is difficult to maintain in details because mytho- 
logical features from pre-Christian hero myths had often 
been intermixed, even in the lives of demonstrably his- 
torical saints. Thus, deletion of saints from the calendar 

has had little success in popular piety. Pope John Paul 
II, fully respectful of the directions of the second Vatican 
Council, did, however, pay renewed respect to some of the 
pre-council forms of devotion which the reformers had 
tended to displace. 
In the early church the veneration of saints at first was 

restricted to celebrations at their tombs, but the cult of 
saintly relics soon spread the veneration of particular saints 
to many areas. The Martyrdom of Polycarp, for example, 
called the remains of the bishop Polycarp of Smyrna, mar- 
tyred in 156/167, “more precious than costly stones and 
more excellent than gold.” A belief in the need of special 
protection by saints is the basis of the system of patron 
saints: most Roman Catholic churches have a saint as 
their patron, whose presence in the church is represented 
by a relic of that particular saint. Saints, however, became 
patrons not only of churches but also of cities, regions, 
vocational groups, or classes. Saints also won a special sig- 
nificance as patrons of names: in the Roman Catholic and 
Eastern Orthodox churches a Christian generally received 
the name of the saint on whose holiday (day of death) he 
is baptized. The believer is thus joined for life with the 
patron of his name through the name and the name day, 
which, as the day of rebirth (i.e., baptism), is of much 
greater significance than the natural birthday. 
In the Eastern Orthodox Church, relics of saints ap- 

pear less frequently, but icons of saints appear in greater 
numbers. Though cultic veneration of saints as patrons, 
tutelary saints, and helpers in need has increased through 
the centuries, the view that the saints are examples of the 
Christian life of sanctification has been preserved. The 
Roman Catholic Church, through its use of the canoniza- 
tion of saints, has constantly established new models for 

Christianity 297 

practical religiosity and morality to meet contemporary 
needs—raising to the position of sainthood personages all 
the way from the holy king to the holy servant girl. 
In view of the excess of the veneration of saints, the 

Reformation not only eliminated the cultic veneration of 
saints but also images and relics of the saints from the 
churches and homes. Although the Reformation did not 
theoretically deny the saints their significance as historical 
witnesses to the power and grace of God, through such 
radical measures it virtually eliminated the meaning of 
saints as guiding images and examples of Christian life. 
Under the influence of Luther’s view that all believers are 
saints, the veneration of the saints and their relics also 
was either de-emphasized or eliminated. The experience of 
martyrdom in the times of persecution in the Reformation 
and Counter-Reformation encouraged the development 
of a new saintly ideal in the radical Protestant sects in 
connection with the renewal of a strict demand for sanc- 
tification. Such was the case in the Baptists’ “Chronicle 
of the Martyrs” as well as in Spiritualism. The Swedish 
archbishop Nathan Séderblom’s attempt at awakening in 
Protestantism in the 20th century a new understanding of 
the saint received notice in Protestant ecumenical circles 
and led to a rediscovery of saints in the Protestant realm 
(e.g., through Walter Nigg’s book Great Saints). In mod- 
ern Roman Catholicism, emphasis is increasingly being 
placed upon the charismatic aspects of the saints and their 
significance as models of a spiritual, holy Christian life. 
Art and iconography. Christian art constitutes an es- 

sential element of the Christian religion. Until the 17th 
century the history of Western art was largely identical 
with the history of Western ecclesiastical and religious art. 
During the first three centuries of the Christian Church, 
however, there was no Christian art, and the church gen- 

erally resisted it with all its might. Clement of Alexandria, 
for example, criticized religious (pagan) art in that it en- 
couraged people to worship that which is created rather 
than the Creator. About the mid-3rd century an incipient 
pictorial art began to be used and accepted in the Chris- 
tian Church but not without fervent opposition in some 
congregations. Only when the Christian Church became 
the Roman imperial church under Emperor Constantine 
in the early 4th century were pictures used in the churches, 
and they then began to strike roots in Christian popu- 
lar religiosity. 
Later, however, when pictorial art was publicly placed 

in the service of the church, warnings against this devel- 
opment were voiced by leading theologians. The church 
historian Eusebius, the most diligent glorifier of Constan- 
tine, characterized the use of images of the Apostles Paul 
and Peter as well as of Christ himself as a pagan custom. 
Asterius, bishop of Amaseia in Pontus during the late 4th 
and early Sth centuries, similarly stated in a sermon: 
Do not picture Christ on your garments. It is enough that he 
once suffered the humiliation of dwelling in a human body 
which of his own accord he assumed for our sakes. So, not 
upon your robes, but upon your soul, carry about his image. 

Epiphanius (c. 315-402), bishop of Salamis in Greece, also 
energetically opposed in word and deed the disposition 
toward images in the imperial church: 

Have God always in your hearts, but not in the community 
house, for it does not become a Christian to expect the elation 
of his soul from recourse to his eyes and the roaming about 
of his senses. 

Christian art developed at such a late stage because of its 
origins in Judaism and its opposition to paganism and the 
emperor’s cult. In addition to a faith in God the Father, 
Creator of heaven and Earth, and faith in the uniqueness 
and holiness of God, Christianity also received from its 
Jewish origins a prohibition against the use of images to 
depict the sacred or holy, including humans, who were 
created in “the image of God.” The early Christian Church 
was also deeply involved in a struggle against paganism, 
which, to the Christian observer, was viewed as idolatry 
in that its many gods were represented in various pictorial 
and statuary forms. In early Christian missionary preach- 
ing, the Old Testament attacks upon pagan veneration of 
images were transferred directly to pagan image venera- 
tion of the first three centuries AD. The struggle against 
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images was conducted as a battle against “idols” with all 
the intensity of faith in the oneness and exclusiveness of 
the imageless biblical God. 
Abhorrence of images also was furthered because the em- 

peror’s cult was so despised by Christians. Christians were 
compelled, through anti-Christian legislation, to venerate 
the imperial images by offering sacrifices to them. Refusal 
to make the sacrifice was the chief cause of martyrdom. 
Characteristically, thus, the Christian Church’s reaction 

after its public recognition was expressed in the riotous 
destruction of the pagan divine images. 
In spite of these very strong religious and emotional re- 

straints, the church developed a form of art peculiar to its 

needs. Protestants often have held that the development 
of ecclesiastical art was a part of the entire process of the 
inner decay of the Christian Church when it was elevated 
to the position of the officially favoured religious institu- 
tion of the Roman Empire. In other words, some groups 
within Protestantism have claimed that the development 
of church art was part of the process of the church’s inner 
paganization. 

The starting point for the development of Christian 
pictorial art, however, lies in the basic teaching of the 
Chnistian revelation itself—namely, the incarnation, the 
point at which the Christian proclamation is differentiated 
from Judaism. The incarnation of the Son of man, the 
Messiah, in the form of a human being—who was created 
in the “image of God”—granted theological approval of 
a sort to the use of images that symbolized Christian 
truths. Clement of Alexandria, at one point, called God 

“the Great Artist,” who formed humans according to the 
image of the Logos, the archetypal light of light. The 
great theological struggles over the use of images within 
the church during the period of the so-called Iconoclastic 
Controversy in the 8th and 9th centuries indicate how 
a new understanding of images emerged on the basis of 
Christian doctrine. This new understanding was developed 
into a theology of icons that still prevails in the Eastern 
Orthodox Church in the 20th century. 
The great significance of images of the saints for the Or- 

thodox faithful is primarily expressed in the cultic venera- 
tion of the images within the worship service. Second, it is 
expressed in the dogmatic fixation of the figures, gestures, 
and colours in Eastern Church iconic art. In the West, the 
creative achievement of the individual artist is admired, 
but Orthodox painting dispenses with the predominance 
of the individual painter’s freely creative imagination. 
Throughout the centuries the Eastern Church has been 
content with reproducing certain types of holy images, and 
only seldom does an individual artist play a predominant 
role within the history of Orthodox Church painting. Most 
Orthodox ecclesiastical artists have remained anonymous. 
Icon painting is viewed as a holy skill that is practiced 
in cloisters in which definite schools of painting have 
developed. In the schools, traditional principles prevail so 
much that different artist-monks generally perform only 
certain functions in the production of a single icon. Style 
motifs—e.g., composition, impartation of colour, hair and 
beard fashions, and gestures of the figures—are fixed in 
painting books that contain the canons of the different 
monastic schools of icon painters. 
The significance of the image of the saint in the theology, 

piety, and liturgy of the Eastern Orthodox Church can be 
judged historically from the fact that the struggle over holy 
images within Orthodox Church history brought about a 
movement whose scope and meaning can be compared 

only with the Reformation of Luther and Calvin. In the 
7th century a tendency hostile to images and fostered by 
both theological and political figures gained ground within 
the Byzantine Church and upset Orthodox Christendom 
to its very depths; known as the Iconoclastic Controversy, 
it was supported by some reform-minded emperors. Al- 
though opponents of icons had all the political means of 
power at their disposal, they were not able to succeed 
in overthrowing the use of icons. The conclusion of this 
struggle with the victory of the supporters of the use of 
icons is celebrated in the entire Orthodox Church on the 
first Sunday of Lent as the Feast of Orthodoxy. 
Orthodox icon painting is not to be separated from its 

ecclesiastical and liturgical function. The painting of the 
image is, in fact, a liturgical act in which the artist-monks 
prepare themselves by fasting, penance, and consecrating 

the materials necessary for the painting. Before the fin- 
ished icon is used, it likewise is consecrated. Not viewed 
as a human work, an icon (according to 8th- and 9th- 
century literature) was understood instead as a manifesta- 
tion of a heavenly archetype. A golden background is used 
on icons to indicate a heavenly perspective. The icon is 
always painted two-dimensionally because it is viewed as a 
window through which worshipers can view the heavenly 
archetype from their earthly position. A figure in the three- 
dimensionality of the plastic arts, such as sculpture, would 
thus be an abandonment of the character of epiphany 
(appearance). 

Ideas of the iconic liturgy dominate the manuals of the 
Orthodox icon painters. The model of the Christ figure 
for icon painters was found in an apocryphal writing of 
the early church—the Letter of Lentulus, which was a 
legendary letter supposedly written by a certain Lentulus, 
who was named consul in the 12th year of the emperor 
Tiberius. As the superior of Pontius Pilate, the procurator 
of Judaea, he by chance was staying in Palestine at the 
time of the trial of Jesus. In an official report to the 
Emperor about the trial of Jesus, Lentulus included an 
official warrant for Jesus with a description of the Christ. 
This apocryphal description furnished the basic model for 
the Byzantine Christ type. 

The Trinity also may not be represented, except in those 
forms in which, according to the view of Orthodox church 
doctrine, the Trinity showed itself in the divine Word 

of the Old and New Testaments. Early church theology 

interpreted an Old Testament passage (Genesis 18:1 ff.) 
as an appearance of the divine Trinity—namely, the visit 
of the three men with the patriarch Abraham at Mamre 
in Palestine. Also included in icons of the Trinity are 
the appearance of the three divine Persons—symbolized 
as a hand, a man, and a dove—at the baptism of Jesus 
(Matthew 3:16 ff.) and the Pentecostal scene, in which the 
Lord, ascended to heaven, sits at the right hand of God 
and the Comforter (the Holy Spirit) is sent down to the 
Apostles in the form of fiery tongues (Acts 2). Another 
Trinitarian iconic scene is the Transfiguration of Jesus at 
Mount Tabor (Matthew 17:2). 

Icons of Mary were probably first created because of the 
development of Marian doctrines in the 3rd and 4th cen- 
turies. The lack of New Testament descriptions of Mary 
was compensated by numerous legends of Mary that con- 
cerned themselves especially with wondrous appearances 
of miraculous icons of the mother of God. In Russian and 
many other Orthodox churches, including the monasteries 
at Mount Athos, such miraculous mother of God icons, 
“not made by hands,” have been placed where the appear- 
ances of the mother of God took place. 
The consecration liturgy of the icons of saints expresses 

the fact that the saints themselves, for their part, are 
viewed as likenesses of Christ. In them, the image of God 
has been renewed again through the working of salvation 
of the incarnate Son of God. 
The foes of images explicitly deny that the New Testa- 

ment, in relation to the Old Testament, contains any new 

attitude toward images. Their basic theological outlook is 
that the divine is beyond all earthly form in its transcen- 
dence and spirituality; representation in earthly substances 
and forms of the divine already indicate its profanation. 
The relationship to God, who is Spirit, can only be a 
purely spiritual one; the worship of the individual as 
well as the community can happen only “in spirit and 
in truth” (John 4:24). Similarly, the divine archetype can 
also be realized only spiritually and morally in life. The 
religious path of the action of God upon humans is not 
the path of external influence upon the senses but rather 
that of spiritual action upon the mind and the will. Such 
an effect does not come about through the art of painting. 
Opponents of icons thus claim that the only way to reach 
an understanding of the truth is by studying the writings 
of the Old and New Testaments, which are filled with the 
Spirit of God. 

The decisive contrast between the iconodules (image 
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lovers) and the iconoclasts (image destroyers) is found in 
their understanding of Christology. The iconodules based 
their theology upon the view of Athanasius—who reflected 
Alexandrian Christology—that Christ, the God become 
human, is the visible, earthly, and corporeal icon of the 
heavenly Father, created by God himself. The iconoclasts, 
on the other hand, explain, in terms of ancient Antiochene 
Christology, that the image conflicts with the ecclesiastical 
dogma of the Person of the Redeemer. It is unseemly, 
according to their views, to desire to portray a personality 
such as Christ, who is himself divine, because that would 
mean pulling the divine down into the materialistic realm. 
The theology of the iconoclasts of the Reformation pe- 

riod in the West made use, for the most part, of the same 
arguments. For the radical Protestants, the realization of 
God is only in the Word and sacrament. 

After iconic theology had overcome opposition in the 
Byzantine imperial church, there were numerous Chris- 
tian groups—especially in Asia Minor—in which the old 
hostility toward church icons was still maintained and 
which, in part, already had been forced into positions of 
heresy, such as the Paulicians (members of a 7th—9th- 
century dualistic sect). 
The history of iconoclasm began in the early church with 

an emphatic (and, from the viewpoint of lovers of Greek 
and Roman culture, catastrophic) iconoclastic movement 
that led to the annihilation of nearly all of the sacred art 
of the pagan religions of the Roman Empire. In Western 
Christendom, an iconoclastic attitude was again expressed 
in various medieval lay movements and sects, such as 
the Cathari and the Waldenses. Iconoclasm underwent a 
revolutionary outbreak in the 16th-century Reformation 
in Germany, France, and England. Despite the different 
historical types of iconoclasm, a surprising uniformity in 
regard to their affective structure and theological argu- 
mentation exists. The Iconoclastic Controversy of the 7th 
and 8th centuries also became a point of contention in 
the Western Church. To be sure, the latter had recognized 
the seventh ecumenical council at Nicaea (787), in which 
iconoclasm was condemned. Nevertheless, an entirely dif- 

ferent situation existed in the West. The Frankish—Ger- 
manic Church was a young church in which images were 
much more infrequent than in the old Byzantine Church, 
in which holy icons had accumulated over the centuries. 
In the West there was still no Christian pictorial art as 
highly developed as in the East. Also, Christianity there 
did not have to struggle against a highly developed pagan 
pictorial art. Donar, a Germanic god, reputedly whispered 
in a holy oak, and Boniface merely had to fell the Donar 
oak in order to demonstrate the superiority of Christ over 
the pagan god. Among the Germanic tribes in the West, 
there was no guild of sculptors or goldsmiths, as in Eph- 
esus (Acts 19: 24 ff.), who would have been able to protest 
in the name of their gods against the Christian iconoclasts. 
The Western viewpoint is revealed most clearly in the 

formulations of the synodal decisions on the question of 
images, as they were promulgated in the Frankish king- 
dom in the Libri Carolini, Charlemagne’s code of laws. 
In this work it is emphasized that images have only a 
representative character. Thus, they are understood not as 

an appearance of the saint but only as a visualization of 
the holy Persons for the support of recollecting spiritual 
meanings that have been expounded intellectually through 
sermons. Hence, this led to an essentially instructional 
and aesthetic concept of images. The Western Church also 
viewed images as the Holy Scriptures’ substitute for the 
illiterate—i.e., for the overwhelming majority of church 
people in this period. Images thus became the Bible for 
the laity. Pope Adrian I, who encouraged Western recog- 
nition of the iconodulic Council of Nicaea, also referred 
to the perspicuity of the icons. This idea of perspicuity— 
i.é., the appeal to one’s imagination to picture the biblical 
persons and events to oneself—enabled him to recognize 
the Greek high esteem for the image without completely 
accepting the complicated theological foundation for icon 
veneration. The ideas articulated in the Libri Carolini 
remained decisive for the Western tradition. According to 
Thomas Aquinas, one of the greatest medieval theologians 
of the West, images in the church serve a threefold pur- 
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pose: (1) for the instruction of the uneducated in place of 
books; (2) for illustrating and remembering the mystery 
of the incarnation; and (3) for awakening the passion of 

devotion, which is kindled more effectively on the basis of 
viewing than through hearing. 
In the Western theology of icons, the omnipotence of 

the two-dimensionality of church art also was abandoned. 
Alongside church pictorial painting, ecclesiastical plastic 
arts developed; even painting in the three-dimensional 
form was introduced through the means of perspective. 
Art, furthermore, became embedded in the entire life of 
personal religiosity. The holy image became the devotional 
image; the worshiper placed himself before an image and 
became engrossed in his meditation of the mysteries of 
the Christian revelation. As devotional images, the images 
became the focal points for contemplation and mysti- 
cal representation. Conversely, the mystical vision itself 
worked its way back again into pictorial art, in that what 
was beheld in the vision was reproduced in church art. 
The burden of ecclesiastical tradition, which weighs heavi- 
ly upon Byzantine art, has been gradually abolished in 
the Western Church. In the Eastern Church the art form 
is just as fixed as ecclesiastical dogma; nothing may be 
changed in the heavenly prototypes. This idea plays little 
or no role in the West. There, religious art adjusts itself 
at any given time to the total religious disposition of the 
church, to the general religious mental posture, and also 
to religious needs. Religious art in the West also has been 
shaped by the imaginative fantasy of the individual artist. 
Thus, from the outset, a much more individual church 
art developed in the West. Thus, it became possible to 
dissociate sacred history from its dogmatic milieu and to 
transpose it from the past into the actual present, thereby 
allowing for an adaptable development of ecclesiastical art. 
Missions. The missions and expansion of Christianity 

are among the most unusual of historical occurrences. 
Other world religions, such as Buddhism and Islam, also 
have raised a claim to universal validity, but no world 

religion other than Christianity has succeeded in realizing 
this claim through missionary expansion over the entire 
world (see also below The Christian community and the 
world: Christian missions). 
The unique global expansion of Christianity is directly 

related to its expectation of the end time, in the immi- 
nent expectation of the return of Christ. The Christian 
expectation of the end time never consisted simply of a 
passive yearning for the coming Kingdom of God. Being 
grasped by faith in its immediately impending arrival was 
expressed instead in an intense activation and acceleration 
of efforts to prepare the world for the return of Christ and 
the coming of the Kingdom. This state of being grasped 
transformed itself into the pressing duty to “prepare the 
way of the Lord” (Matthew 3:3) and to remove all resis- 
tance to the establishment of the Kingdom on Earth. 
This eschatological pressure stands behind both the earlier 

and the later achievements of an ever wider expansion of 
Christianity. Columbus, in undertaking to cross the ocean 
in a westerly direction in the 15th century, for example, 
believed that Satan had settled in India, thus successfully 
disrupting the extension of the gospel and delaying the 
return of Christ. According to his eschatological calcula- 
tions, the time for the return of Christ was nearly at hand; 

thus, India had to be reached by the shortest way possi- 
ble so that the last bulwark of Satan might be removed 
through Christian missions. The same eschatological ex- 
pectation drove the Spanish Jesuit Francis Xavier to India 
and Japan in the 16th century. Protestant world missions, 
commencing a century later, also were influenced by the 
eschatological expectation of the end time (e.g., the mis- 
sions of the German Lutherans Bartholomaus Ziegenbalg 
and Heinrich Pliitschau in India in the early 18th century 
and the missions of the Puritans among the Indians in 
Massachusetts in the late 17th century). The first seal of 
Massachusetts displayed an Indian with a beckoning hand 
and the inscription “Come over and help us”—the words 
of the Macedonian who appeared to the Apostle Paul in a 
night vision (Acts 16:9). 

The leading missionaries of all times have accomplished 
great feats of extensive travels. On his numerous mission- 
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ary journeys, the Apostle Paul showed a greater accom- 
plishment in distances traveled than any known general 
of the Roman army, official of the Roman Empire, or 
trader of his time. Francis Xavier also traveled more than 

any other known person in his times and endured intense 
physical exertions on land and sea. John R. Mott, founder 
of the World’s Student Christian Federation, was the most 
widely traveled man of the first half of the 20th cen- 
tury. The catchphrase coined by him, “Jesus Christ to the 
nations in this generation,” has been the basic principle 
of all the great and small missionary impulses that have 
contributed to the worldwide expansion of Christianity. 
This eschatological aspect of Christian missions has con- 

tinued through the 20th century, especially among Pen- 
tecostals and Adventists. The missionary institutions of 
these churches come from the tradition of the conservative 
evangelical churches, which maintain a strong inclination 
toward an imminent expectation. 
Related to the eschatological motif in missions is the 

ideal of ascetic homelessness. In imitation of the homeless 
Chnist, who “has nowhere to lay his head” (Matthew 8:20), 
the early medieval Scots-Irish monks—as radical Chris- 
tian ascetics—demanded the renunciation of that which 
is dearest to humans: one’s own home. “For the sake of 
Christ” they assumed ascetic homelessness by leaving their 
cloisters—often in groups of 12 under the leadership of a 
13th—and ventured abroad. They traveled to continental 
Europe—especially in Celtic areas—as far as Switzerland 
and over the Alps and also went to Iceland. Similarly, 

Russian Orthodox hermits and monks, who often had to 
flee because of repressive measures by the state and the 
state church, conducted missions in areas northeast of the 
Soviet Union, Siberia, the Aleutian Islands, and Alaska. 
An example of a modern ascetic missionary is the French 
nobleman Charles-Eugéne de Foucauld (1858-1916), who 
became a martyred anchorite missionary among the 
Bedouin of the Sahara. 

LAST THINGS 

The “last things” were the first things, in terms of urgency, 
for the faithful of the early church. The central content 
of their faith and their hope was the coming Kingdom 
of God. They believed that the promises of the Old Tes- 
tament about the coming bringer of salvation had been 
fulfilled in Jesus Christ, but that the fulfillment was not 
yet complete. Thus, they awaited Christ’s Second Coming, 
which they believed was imminent. 
Expectations of the Kingdom of God in early Christianity. 

In early Christianity’s expectation of the Kingdom of God, 
two types were inherited from Judaism. The first was the 
expectation of a messianic Kingdom in this world, with 

its centre in Jerusalem, which was to be established by 
an earthly Messiah from the house of David. The second 
expectation was that of a heavenly Kingdom, which was 
to be inaugurated by the heavenly Messiah, Son of man, 
and in which the elected comrades of the Kingdom from 
all times would share in the state of the resurrection. 
The two types of expectation of salvation did not remain 

neatly separated in the early church but rather intersected 
one another in manifold ways. Under the influence of the 
persecutions of the church, a characteristic combination 
of the end-time expectations was established. In Paul’s 
letters and in the Revelation to John, the faithful Chris- 
tians will first reign together with their returning Lord 
for some time in this world. Those Christians who are 
still alive at his return will take part in the reign without 
dying (1 Thessalonians 4:17). Christians who have already 
died will rise again and, as resurrected ones, share in the 
Kingdom upon Earth. Only after completion of this first 
act of the events of the end time will there then follow 
the general resurrection of all the dead and the Last Judg- 
ment, in which the elect will participate as co-judges (1 
Corinthians 6:2). 
In the Revelation to John this expectation is condensed 

into the concept of the 1,000-year (millennial) Kingdom. 
For 1,000 years the dragon (Satan) is to be chained up and 
thrown into the abyss. In John’s vision, Christians, the 
first resurrected, “came to life and reigned with Christ a 
thousand years” (Revelation 20:4). Only later does the res- 

urrection of all the dead take place, as well as the general 
judgment, creation of the new heaven and the new Earth, 
and the descent of the new Jerusalem. According to the 
view of the Revelation to John, this 1,000-year Kingdom 
is composed of the chosen comrades of the Kingdom, 
especially the martyrs and all who stood the test in times 
of persecution; it is a Kingdom of the privileged elect. 
This promise has exerted revolutionary effects in the 

course of church history. In the early church the expecta- 
tion of the millennium was viewed as a social and political 
utopia, a state in which the chosen Christians would rule 
and judge with their Lord in this world. Such chiliastic (or 

millennial) expectations provided the impetus for ecclesi- 
astical, political, and social reformations and revolutions 
in the course of church history. The establishment of a 
1,000-year Kingdom in which the elect, with Christ, will 

reign and receive the administrative and judgeship posts 
has fascinated religious expectations as well as political 
and social imagination far more than the second part of 
the eschatological expectation, the “Last Judgment.” 

The delay of the Parousia resulted in a weakening of 
the imminent expectation in the early church. In this 
process of “de-eschatologizing,” the institutional church 
increasingly replaced the expected Kingdom of God. The 
formation of the Roman Catholic Church as a hierarchical 
institution is directly connected with the declining of the 
imminent expectation. The theology of Augustine con- 
stitutes the conclusion of this development in the West. 
He de-emphasized the original imminent expectation by 
declaring that the Kingdom of God has already begun in 
this world with the institution of the church; the church 
is the historical representative of the Kingdom of God 
on Earth. The first resurrection, according to Augustine, 
occurs constantly within the church in the form of the 
sacrament of baptism, through which the faithful are in- 
troduced into the Kingdom of God. The expectation of the 
coming Kingdom of God, the resurrection of the faithful, 
and the Last Judgment have in actuaJity finally become a 
doctrine of the “last things” because the gifts of salvation 
of the coming Kingdom of God are interpreted as being 
already present in the sacraments of the church. 
Expectations of the Kingdom of God in the medieval 

and Reformation periods. Nevertheless, the original im- 
minent expectation has spontaneously and constantly 
reemerged in the history of Christianity. In the period 
before the 16th-century Reformation, heretical groups— 
such as the 2nd-century Montanists and the medieval 
Cathari, Waldenses, the followers of Joachim of Fiore, and 
the Franciscan Spirituals—accused the Roman Catholic 
Church of betraying the original eschatological imminent 
expectation. These groups revived eschatological expec- 
tations. Even within the Roman Catholic Church itself, 
however, such movements have constantly reemerged to 
inspire reform efforts. In the medieval church new out- 
breaks of an imminent expectation occurred in connection 
with great historical catastrophes, such as epidemics of the 
plague, Islamic invasions, schisms, and wars. 
Luther’s Reformation also was sustained by an immi- 

nent expectation. For the Reformers, the starting point 
for their eschatological interpretation of contemporary 
history was that the “internal Antichrist,” the pope, had 
established himself in the temple at the Holy Place and 
that through persecution by the “external Antichrist,” the 
Turk, the church had entered into the travails of the end 
time. The Reformation churches, however, soon became 
institutional territorial churches, which in turn repressed 
the end-time expectation, and thus doctrine of the “last 
things” became an appendix to dogmatics. 
Expectations of the Kingdom of God in the post-Refor- 

mation period. In the post-Reformation period, the im- 
minent expectation appeared in individual groups on the 
margin of the institutional Reformation churches; such 
groups generally made the imminent expectation itself 
the object of their sect formation. This has been the re- 
sult of the fact that, since the Reformation, the Roman 
Catholic Church has been virtually immune to eschato- 
logical movements, The Lutheran Church has been less 
immune; a series of eschatological groups whose activity 
in the church was determined by their expectation of the 
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imminent return of Christ appeared in Pietism. Among 
the congregational and evangelical churches of England 
and America, the formation of new eschatological groups 
has been a frequent occurrence, especially during the pe- 
riod of the English Revolution in the 17th century and 
during the revival movements in the United States in the 
18th-20th centuries. Such groups shared significantly in 
the renewal and expansion of Christianity in domestic and 
foreign missions. Indeed, by late in the 20th century much 
of the Christian missionary outreach had passed into the 
hands of millennial-minded groups. 
The role of imminent expectation in missions and emi- 

grations. The great missionary activities of the Christian 
Church are in most cases based upon a reawakened im- 
minent expectation, which creates a characteristic tension. 
The tension between the universal mission of the church 
and the hitherto omitted missionary duties as well as the 
idea that the colossal task must be accomplished in the 
shortest time possible renders comprehensible the aston- 
ishing physical and spiritual achievements of the great 
Christian missionaries. After the inundation of the old 
Christian areas of Africa and Asia by Islam, Franciscan 
missionaries in the 13th and 14th centuries, enduring 
incredible hardships, went by land and by sea to India, 
China, and Mongolia to preach the gospel. In a similar 
way, the missionary movement of the 18th and 19th 
centuries also proceeded from such eschatological groups 
within Protestantism. 
The expectation of the Kingdom of God, in the form 

of the imminent expectation, plays a strong role in em- 
igration movements. In a sense, the Crusades could be 
included among such movements. Great masses of Eu- 
ropean Christians again and again set out for Palestine 
with a sense of finding there the land of their salvation 
and personally being present when Christ returns there 
to establish his Kingdom. The eschatological strain of the 
Crusades can be noted in the Crusade sermons of Bernard 
of Clairvaux in 1147, who kindled enthusiasm to liberate 
Jerusalem with reference to the pressing terminal dates of 
the end time. 
The emigration movement toward America also was in- 

fluenced by beliefs in eschatologically fixed dates (e.g., 
Columbus). Puritans who traveled to America in the 17th 
century and Quakers, Baptists, and Methodists in the 
18th century believed that America was the “wilderness” 
promised in the Revelation to John. William Penn gave 
the name Philadelphia to the capital of the woodland 
areas ceded to him (1681) because he took up the idea 
of establishing the true church of the end time, repre- 
sented by the Philadelphia community of the Revelation 
to John. A great number of the attempts undertaken to 
found radical Christian communities in North America 
may be viewed as anticipations of the coming Jerusalem. 
The same holds true for the emigration of German re- 
vivalists of the 18th and early 19th centuries to Russia and 
Palestine. The “Friends of the Temple”’—Swabians who 
went with Christoph Hoffmann to Palestine in 1866—and 
the Swabians, Franks, Hessians, and Bavarians, who after 
the Napoleonic Wars followed the call of Tsar Alexander 
I to Bessarabia, were all dominated by the idea of living 
in the end time and preparing themselves for the coming 
Kingdom of God. In Tsar Alexander I they saw the “ea- 
gle... as it flew in midheaven” (Revelation 8:13), which 
prepared the “recovery spot” for them in the East upon 
which Christ will descend. 
Eschatological expectations and secularization. In the 

eyes of some theologians, the very process of secular- 
ization, which progressively rules out transcendent expla- 
nations of natural and historical conditions, has been a 
working out of a form of eschatological expectation. Of 
course, the substance is quite different in the cases where 
people work in expectation of the Kingdom of God and 
in the other cases where they become “futurologists.” But 
the impulse to prepare oneself for such futures has ana- 
logues and origins, it is contended, in old Christian ideas 
of penance and preparation for the coming Kingdom. 
In the Gospels the attitude toward the coming Kingdom 

of God led, over and beyond the expectation of nullifying 
sin and death, to certain worldly conclusions of an organi- 
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zational kind. The disciples of Jesus knew that there will 
be “first ones” in the Kingdom of Heaven; they pressed 
for the administrative posts in the coming Kingdom of 
God (e.g., the Apostles James and John). The promise, 
too, that they are to take part as judges at the Last Judg- 
ment (Luke 22:30) sparked definite conceptions of rank. 
Jesus castigated them in their disputes over rank with the 
words, “If any one would be first, he must be last of all 
and servant of all” (Mark 9:35). 
Despite this warning, the imminent expectation of the 

coming Kingdom of God awakened concrete, substantial 
ideas that led ever closer to social utopias. With the 
18th-century German Lutheran mystic and Pietist F.C. 
Oetinger, the end-time expectation generated definite so- 
cial and political demands—e.g., dissolution of the state, 
abolition of property, and elimination of class differ- 
ences. Some of the aspects of the end-time expectation of 
Pietism were revived in the French Revolution’s political 
and social programs. The transition from the end-time 
expectation to the social utopia, however, had already 
been achieved in writings from the 16th and early 17th 
centuries—e.g., the English humanist and saint Thomas 
More’s .. . de optimo reipublicae statu deque nova Insula 
Utopia (1516; “On the Highest State of a Republic and 
on the New Island Utopia”), the German theologian Jo- 
hann Valentin Andrea’s Reipublicae Christianopolitanae 
Descriptio (1619; “A Description of the Christian Repub- 
lic”), the English philosopher Francis Bacon’s New Atlantis 
(1627), and the English bishop Francis Godwin’s Man in 
the Moone (1638). It is also found in early socialism of the 
19th century—e.g., the French social reformer Henri de 
Saint-Simon’s Nouveau Christianisme (1825; “The New 
Christianity”) and the French Socialist Etienne Cabet’s 
Voyage en Icarie (1840; “Voyage to Icaria”). 
What distinguishes the Christian social utopia from the 

earlier kind of eschatology is the stronger emphasis upon 
social responsibility for the preparation of the Kingdom 
of God and a considerable preponderance of various tech- 
niques in the establishment of the utopian society. (In 
general, the end-time expectation has also inspired tech- 
nical fantasy and science fiction.) Also characteristic is 
the basic attitude that people themselves must prepare 
the future perfect society in a formative and organizing 
manner and that “hoping” and “awaiting” are replaced 
by human initiative. A graduated transition from a social 
utopia still consciously Christian to a purely Socialist one 
can be observed in the writings and activities of the French 
Socialists Charles Fourier, Saint-Simon, and Pierre-Joseph 
Proudhon, the English Socialist Robert Owen, and the 
German Socialist Wilhelm Weitling. Secularized remnants 
of a glowing Christian end-time expectation are still found 
even in the Marxist view of the social utopia. 
Modern planning and projection of alternative futures is 

a secularization of the end-time expectations previously 
envisioned in Christian terms. The future is thus manip- 
ulated through planning (i.e., “horizontal eschatology”) in 
place of eschatological “hoping” and “waiting for” fulfill- 
ment. “Horizontal eschatology” is thus taken out of the 
sphere of the unexpected and numinous (spiritual); it is 
made the subject not only of a detailed prognosis based 
upon statistics but also of a detailed programming un- 
dertaken on the basis of this prognosis. An eschatological 
remainder is found only in an ideological image of man, 
upon which programming and planning are based. 
Concepts of life after death. The Christian end-time 

expectation is directed not only at the future of the church 
but also at the future of the individual believer. It includes 
definite conceptions of the personal continuance of life af- 
ter death. Many baptized early Christians were convinced 
they would not die at all but would still experience the 
advent of Christ in their lifetimes and would go directly 
into the Kingdom of God without death. Others were 
convinced they would go through the air to meet Christ 
returning upon the clouds of the sky: “Then we who are 
alive, who are left, shall be caught up together with them 
in the clouds to meet the Lord in the air; and so we 
shall always be with the Lord” (1 Thessalonians 4:17). In 
the early imminent expectation, the period between death 
and the coming of the Kingdom still constituted no ob- 
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ject of concern. An expectation that one enters into bliss 
or perdition immediately after death is also found in the 
words of Jesus on the cross: “Today you will be with me 
in Paradise” (Luke 23:43). 
In the Nicene Creed the life of the Christian is character- 

ized as “eternal life.” In the Gospels and in the apostolic 
letters, “eternal” is first of all a temporal designation: in 
contrast to life of this world, eternal life has a deathless 
duration. In its essence, however, it is life according to 
God’s kind of eternity—i.e., perfect, sharing in his glory 
and bliss (Romans 2:7, 10). “Eternal life” in the Christian 

sense is thus not identical with “immortality of the soul”; 
rather, it is only to be understood in connection with the 
expectation of the resurrection. “Continuance” is neutral 
vis-a-vis the opposition of salvation and disaster, but the 
raising from the dead leads to judgment, and its decision 
can also mean eternal punishment (Matthew 25:46). The 

antithesis to eternal life is not earthly life but eternal death. 
Eternal life is personal life, and precisely therein is ful- 

filled the essence of man who is created according to the 
image of God. Within eternal life there are differences. 
In the present life there are variations in talent, duty, 
responsibility, and breadth and height of life, just as there 
are also distinctions in “wages” according to the measure 
of the occupation, the sacrifice of suffering, and the trial 
(1 Corinthians 3:8). Correspondingly, the resurrected are 
also distinguished in eternal life according to their “glory”: 

There is one glory of the sun, and another glory of the moon, 
and another glory of the stars; for star differs from star in 
glory. So it is with the resurrection of the dead (1 Corinthi- 
ans 15:41-42). 

This expectation has had a great influence upon the 
Christian conception of marriage and friendship. The idea 
of a continuation of marriage and friendship after death 
has contributed very much to the deepening of the view of 
marriage, as is shown by the strong influence of the 17th- 
18th-century Swedish mystic, philosopher, and scientist 
Emanuel Swedenborg’s ideas upon the romantic philos- 
ophy of religion and its interpretation of marriage and 
friendship in the thought of the German scholars Friedrich 
Schelling and Friedrich Schleiermacher. The Western con- 
cept of personality was thus deepened through the Chris- 
tian view of its eternal value. 
The delay of the imminent expectation brought about 

the question of the fate of the dead person in the pe- 
riod between the death of the individual Christian and 
the resurrection. Two basic views were developed. One 
view is that of an individual judgment, which takes place 
immediately after death and brings the individual to an 
interim state, from which he enters into the realm of bliss 
or that of perdition. The idea of an individual judgment, 
however, cannot be readily harmonized with the concept 
of the general Last Judgment on the day of the general 
resurrection of the dead. It anticipates the decision of the 
general judgment and thus deprives of its significance the 
notion of the Last Judgment. A second view, therefore, 
also prevailed: the sleep of the soul—i.e., the soul of the 
dead person enters into a sleeping state that continues un- 
til the Last Judgment, which will occur after the general 

resurrection. At the Last Judgment the resurrected will be 
assigned either to eternal life or eternal damnation. This 
conception, accepted in many churches, contains many 
discrepancies, especially the abandonment of the funda- 
mental idea of the continuity of personal life. 
Both views contain an inhuman consequence. The first 

leaves to people no further opportunity to improve the 
mistakes of their lives and to expiate their guilt. The sec- 
ond preserves the personality in an intermediate state for 
an indefinite period so as to later punish it for sins or re- 
ward it for good deeds from a time prior to entrance into 
the sleep of the soul. The belief in purgatory (an interim 
state in which a correction of a dead person’s evil condi- 
tion is still possible) of the Roman Catholic Church gives 
the deceased opportunities for repentance and penance to 
ameliorate their situation. 
The presupposition of the doctrine of purgatory is that 

there is a special judgment for each individual at once 
after death. Hence, the logical conclusion is that purgatory 
ceases with the Last Judgment. The stay in purgatory can 

be shortened through intercession, alms, indulgences, and 
benefits of the sacrifice of the mass. The Eastern Orthodox 
Church has no doctrine of purgatory but does practice an 
intercession for the dead. It assumes that, on the basis of 

the connection between the church of the living and that 
of the dead, an exertion of influence upon the fate of the 
dead through intercession is possible before the time of 
the Last Judgment. 
The idea of the Last Judgment has often become in- 

comprehensible to the modern world. At the most, people 
apparently are still open to the concept of judgment of the 
guilt and innocence of the individual. The idea decisive for 
the early church’s expectation of the Judgment, however, 
was that the Last Judgment will be a public one. This cor- 
responds to the fundamental Christian idea that human 
beings—both the living and the dead—are bound together 
in an indissoluble communion; it presupposes the concep- 

tion of the church as the body of Christ. All of humanity 
is aS One person. Humans sin with one another, and their 
evil is connected together in the “realm of sin” in a man- 
ifold way, unrecognizable in the individual. Each person 
is responsible for the other and is guilty with the other. 
The judgment upon each person, therefore, concerns all. 
Judgment upon the individual is thus at the same time 
judgment upon the whole, and vice versa. The Judgment 
is also public in regard to the positive side—the praise and 
reward of God for that which is done rightly and practiced 
in the common life, often without knowing it. 
For the most part, the churches of the latter part of the 

20th century no longer have the courage to uphold the 
Christian teaching of life after death. The church has long 
neglected teachings about the entire area of the last things. 
The New Testament responses presuppose the imminent 
expectation and thus leave many questions unanswered 
that arose because of the delay of the Parousia. The doc- 
trine of the sleep of the soul, on the other hand, contains 

many consequences that question the fundamental idea 
of the Christian view of the personality of the imago Dei 
(“image of God”). The beginnings of a further develop- 
ment of the Christian view of life after death, as are 
found in Swedenborg, have never been recognized posi- 
tively by the church. For this reason, since the period of 
Romanticism and Idealism, ideas of the transmigration of 
souls and reincarnation, taken over from Hinduism and 

Buddhism, have gained a footing in Christian views of the 
end-time expectation. Some important impulses toward a 
new understanding of the view of life after death are found 
in Christian theosophy, such as the idea of a further de- 
velopment of the human personality upon other celestial 
bodies after death. (E.W.B./M.E.M.) 

Church year 

The Christian church year is an annual cycle of seasons 
and days observed in the Christian churches in commem- 
oration of the life, death, and Resurrection of Jesus Christ 
and of his virtues as exhibited in the lives of his saints. 
This section surveys the origin and meaning, development, 
and current revisions of this cycle. 

ORIGINS OF THE CHURCH YEAR 

Religious times and seasons. The church year has deep 
roots in the primitive human impulse to mark certain 
times with sacral significance and ritual observance. These 
are times when conscious attention is given to the myste- 
rious forces that surround and involve all living creatures 
in the natural and inexorable cycles of light and darkness; 
labour and rest; birth, growth, decay, and death. 

Two interrelated cycles have had primary importance 
in the shaping of religious calendars. One is cosmic: the 
phases of the Moon and the solar equinoxes and solstices. 
The other is the periodic succession of the seasons of 
nature that determines times of sowing and reaping. Both 
cycles speak to the mystery of birth, death, and rebirth and 
to human dependence upon the fecundity of life given in 
the natural creation. 
Jewish background. The Jewish religious year, grounded 

in the divinely revealed Law of the Old Testament, was the 
foundation for the church year of Christians. It is a lunar- 
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month calendar stemming from the primitive nomadic 
life of the Hebrews, with its chief festival at the first full 
moon of spring, known later as the Passover. Grafted onto 
this calendar after the settlement of the Hebrew tribes in 
Palestine were the agricultural festivals—dependent upon 
“the early and later rains”—the firstfruits at Passover, the 
first harvest at the Feast of Weeks or Pentecost, and the 
autumn harvest at the Feast of Tabernacles or Booths. 
Of uncertain origin, but prior to the monarchical period 

(11th to 6th century Bc), the Hebrews observed a seven- 
day week, of which the last day, or sabbath, was a holiday 
and day of rest. Whatever its original purpose, it became 
transformed into a sacral day, consecrated to Yahweh, the 

one God of the Hebrews, and increasingly surrounded with 
restrictions upon all activity other than worship. In the 
time of Jesus (Ist century AD), “keeping holy the sabbath 
day” was a principal hallmark of adherence to Judaism. 
The remarkable aspect of the Jewish religious year was its 

transformation, in successive codifications of the Old Tes- 

tament Law, into a series of historical commemorations 
associated with God’s deed in creation and in the redemp- 
tion of God’s people. At first, the sabbath was related to 
the Exodus, the deliverance of the Hebrews from Egypt in 
the 13th century Bc (Deuteronomy 5:15), and, later, to the 
repose of God ai the completion of creation (Exodus 20:8- 
11; Genesis 2:2-3). The three agricultural feasts became 
a sequence of remembrances of the Exodus from Egypt 
and the pilgrimage through the wilderness to the promised 
land (Exodus 12:1-20; Leviticus 23; Deuteronomy 16:1- 
17). Through these annual celebrations the devout Jew 
relived the saving events of the past and anticipated the 
final deliverance of the people of God in the age to 
come. Rabban Gamaliel, a contemporary of Jesus, said, 
“In every generation a man must so regard himself as if 
he came forth himself out of Egypt. ...” (from Mishna, 
Pesahim 10:5). 
Formation of the church year. In his earthly life Jesus 

was subject to the law of sabbath, feast, and fast prescribed 
in the Old Testament; but his ministry and teaching 
pointed to a new age, the coming Kingdom of God, when 
the Law would be fulfilled. He was, therefore, not so much 
concerned with outward conformity to legal regulations as 
he was with the spirit in which they were observed. “The 
sabbath was made for man, and not man for the sabbath” 
(Mark 2:27). It was in the context of a celebration of the 
Passover feast with his disciples that he was arrested, tried, 
and put to death. 
Early Christians believed that the new age promised by 

Jesus had dawned with his Resurrection, on “the first day 

of the week” (Matthew 28:1; Mark 16:2; Luke 24:1; John 
20:1). By this event the Law was fulfilled. Now every day 
and time were viewed as holy for the celebration and re- 
membrance of Jesus’ triumph over sin and death. Though 
many of his disciples continued to observe the special 
times and seasons of the Jewish Law, new converts broke 
with the custom because they regarded it as no longer 
needful or necessary. Paul, himself a dutiful observant of 
the Law, considered the keeping of holy days a matter 
of indifference, provided the devotion be “in honor of 
the Lord” (Romans 14:5-9). He warned his converts not 
to judge one another with regard “to a festival or a new 
moon or a sabbath” (Colossians 2:16). 
From the beginning the church took over from Judaism 

the seven-day week. Before the end of the apostolic age (1st 
century AD), as the church became predominantly Gentile 
in membership, the first day of the week, or Sunday, had 
become the normative time when Christians assembled 
for their distinctive acts of worship, in commemoration of 
the Lord’s Resurrection (Acts 20:7; 1 Corinthians 16:2). 
During the first two centuries AD, the Greco-Roman 
world in general adopted the planetary seven-day week of 
the astrologers. 
Christian writers of the 2nd century came to view Sun- 

day, “the Lord’s day,” as a symbol of Christianity in 
distinction from Judaism. Most of the churches decided 
to observe the Lord’s Passover (Easter) always on a Sun- 
day, after the Jewish feast was over. In addition, local 
churches began to celebrate the anniversaries of the deaths 
of their martyrs, called “birthdays in eternity,” for these 
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also were regarded as witnesses to the resurrection tri- 
umph of Christ in his followers. The weekly Sunday and 
the annual Paschal (Passover) observance of 50 days from 
Easter to Pentecost (the Jewish harvest festival that also 
commemorated the revelation of the Law to Moses) were 
thus the principal framework of the church year until the 
4th century—reminders of the new age to be brought by 
Christ at his coming again in glory at the end of time, 
when the true believers would enter their inheritance of 
perpetual joy and feasting with their Redeemer and Lord. 
The establishment of Christianity as a state religion, fol- 

lowing the conversion of the emperor Constantine (AD 
312), brought new developments. The Paschal season was 
matched by a longer season of preparation (Lent) for 
the many new candidates for baptism at the Easter cer- 
emonies, and the discipline and penance of those who 
for grievous sins had been cut off from the communion 
of the church. 
A new focus of celebration, to commemorate the birthday 

of Christ, the world Redeemer, was instituted at ancient 
winter solstices (December 25 and January 6) to rival the 
pagan feasts in honour of the birth of a new age brought 
by the Unconquered Sun. Later, the Western churches 
created a preparatory season for this festival, known as 
Advent. Many new days were gradually added to the ros- 
ter of martyr anniversaries to commemorate distinguished 
leaders, the dedication of buildings and shrines in honour 
of the saints, and the transferral of their relics. 

THE MAJOR CHURCH CALENDARS 

Unlike the cycle of feasts and fasts of the Jewish Law, 
the Christian year has never been based upon a divine 
revelation. It is rather a tradition that is always subject to 
change by ecclesiastical law. Each self-governing church 
maintains the right to order the church year according 
to pastoral needs of edification. The pattern of the year 
therefore varies in the several churches of the East and 
of the West. The subtle adjustments of a lunar-month 
calendar, with its movable date of Easter, and a solar cal- 
endar of fixed dates require many rules to avoid conflict 
of observances. 
In the Western churches periodic reforms of the church 

year have occurred, notably in the Reformation era and 
again in the 20th century. The Protestant Reformers of the 
16th century took differing attitudes toward such reforms. 
With their strong sense of the prime authority of Scripture 
and of the freedom of the gospel from all legalisms in 
liturgical matters, they revised the church year with vary- 
ing degrees of radicalism. Lutherans and Anglicans took 
a conservative position, retaining the traditional seasons 
but eliminating commemorations that had no connection 
with the biblical record. 
The Reformed churches, on the other hand, allowed only 

those feasts with a clear basis in the New Testament: Sun- 
days, Holy Week and Easter, Pentecost, and in some cases 
Christmas. The Church of Scotland and Anabaptist and 
Puritan groups abolished the church year entirely, except 
for Sundays. In recent years this attitude has been very 
much modified. Their protest has been a reminder to the 
church that all days are regarded as belonging to Christ 
in the freedom of his Spirit, who cannot be controlled by 
rigid systems of fixed special observances. 
In the late 20th century in the Western churches the 

church year was being subjected to an overall revision 
comparable in scope only to that of the 16th century. 
This was due to a number of currents of interest that 
were converging; i.e., advances in historical and liturgical 
studies, changes in theological perspectives, and ecumeni- 
cal encounters. 
The basic structure of the church year was the creation 

of the ancient churches in the varied cultures surround- 
ing the Mediterranean Sea that were embraced in the 
Roman Empire. Christian missionaries have carried the 
church year throughout the world—first in the Northern 
Hemisphere and, since the 16th century, in the Southern 
Hemisphere, where the natural seasons are reversed. It is 
unlikely that the dates of the two major feasts, Easter and 
Christmas, which control the seasons of the church year, 
will be changed. But new symbols and popular customs 
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associated with them will emerge in areas where, for ex- 
ample, Easter is celebrated in the autumn rather than as a 

spring festival. 
The church year consists of two concurrent cycles: (1) 

the Proper of Time (Temporale), or seasons and Sundays 
that revolve around the movable date of Easter and the 
fixed date of Christmas, and (2) the Proper of Saints 

(Sanctorale), other commemorations on fixed dates of the 
year. Every season and holy day is a celebration, albeit 
with different emphases, of the total revelation and re- 
demption of Christ, which are “made present at all times” 
or proclaim “the paschal mystery as achieved in the saints 
who have suffered and been glorified with Christ” (second 
Vatican Council, “Constitution on the Sacred Liturgy”). 
The church year is an epitome in time of the history of 
salvation in Christ. 
Eastern churches. The Orthodox churches of the Byzan- 

tine tradition recall the Resurrection of Christ every Sun- 
day. Many Sundays take their title from the Gospel lesson 
for the day. In addition to Easter, “the feast of feasts,” 
there are 12 other major feasts: Christmas, Epiphany, 
Hypapante (Meeting of Christ with Simeon, February 2), 
Palm Sunday, Ascension, Pentecost, Transfiguration (Au- 

gust 6), Exaltation of the Holy Cross (September 14), 
and four feasts of the Blessed Virgin Mary—her Nativity 
(September 8), Presentation in the Temple (November 21), 

Annunciation (March 25), and Falling Asleep (August 15). 
The principal cycle consists of (1) 10 weeks before Easter, 

contained in the Triddion (pre-Easter liturgical service 
book); the first four of these Sundays prepare for the Great 
Fast, or Lent (i.e., the Sunday of the Pharisee and Publican; 
the Sunday of the Prodigal Son; Meat-Fast Sunday, after 
which abstinence from meat is enjoined; and Cheese-Fast 
Sunday, after which the fast includes cheese, eggs, butter, 

and milk), and (2) eight weeks after Easter, contained 
in the Pentékostarion (post-Easter liturgical service book), 
including the Feast of Ascension, 40 days after Easter, 
and concluding with the Festival of All Saints on the 
Sunday after Pentecost. Other special commemorations of 
the period are the Feast of Orthodoxy, on the first Sunday 
in Lent, recalling the end of the Iconoclastic Controversy 

in 843, and the feast of the Fathers of the first Ecu- 
menical Council of Nicaea in 325 on the sixth Sunday 
after Easter, 
The schedule of fixed holy days in the Menaion (liturgical 

service book for each month) begins on September 1, the 
New Year’s or Indiction Day of the Byzantine Empire. It 
includes the invariable feasts of Christ, St. Mary and other 
Christian saints, and many Old Testament saints. 
The separated churches of the East (those not accepting 

the jurisdiction of Orthodox patriarchs or bishops) have 
calendars basically similar to the Byzantine. West Syri- 
ans (Jacobites) and East Syrians (Nestorians) begin the 
year with a series of Sundays devoted to themes of the 
Dedication of the Church (consecration by a bishop) and 
the Annunciation (of the angel Gabriel to Mary that she 
would bear the Son of God)—the West Syrian sequence 
starting on November 1, the East Syrian on December 1. 
There are few saints’ days in the Nestorian calendar. The 
Copts (Egyptians) and Ethiopians date their year from Au- 
gust 29, considered the beginning of the Christian Era in 
the persecution of the emperor Diocletian (AD 303-311). 
They have some 32 feasts of the Virgin Mary and many 
feasts of angels. The Armenian Church follows the Byzan- 
tine in beginning the year with the preparatory Sundays 
before Lent, but it commonly observes fixed holy days 
on the nearest Sunday. It is the only ancient church that 
never adopted the feast of Christmas on December 25 but 
celebrates the incarnation only on Epiphany, January 6. 
Roman Catholic Church. The church year begins on the 

first Sunday in Advent, which is the fourth Sunday before 
Christmas Day. Until 1969, after Advent and Christmas, 
there followed the seasons of Epiphany, Pre-Lent, Lent, 
Easter, Ascension, and Pentecost. The first day of Lent is 
Ash Wednesday, being the 40th day (exclusive of Sundays) 
before Easter. A special festival of the Holy Trinity occurs 
on the first Sunday after Pentecost. Corpus Christi, a feast 
celebrating the Real Presence of Christ in the bread and 
wine of the Eucharist (Communion meal, or the Lord’s 

Supper), was instituted in 1264 by Pope Urban IV and is 
observed on the Thursday after Trinity Sunday. In 1925 
Pope Pius XI created the Feast of Christ the King, assigned 
to the last Sunday in October. 
Until 1969, the fixed holy days began with St. Andrew 

(November 30), the nearest to the beginning of Advent. 
The three days before Ascension Day, called Minor Ro- 
gation Days (“Days of Asking”), are devoted to special 

prayers for fruitful harvests. Found only in the Roman 
Catholic Church are the fasts of the four seasons (quatuor 
tempora), known as Ember Days, and especially associ- 

ated with ordinations to the ministry. They occur on 
the Wednesdays, Fridays, and Saturdays after the third 
Sunday of Advent and the first Sunday in Lent, in the 
week of Pentecost and the week after Holy Cross Day 
(September 14). 
A revised calendar was issued by Pope John XXIII in 
1960. The “Constitution on the Sacred Liturgy” of the 
second Vatican Council called for further reforms. These 
have been completed in the new calendar and lectionary 
promulgated by Pope Paul VI in 1969. 
The most important feature of the new calendar was the 

restoration of all Sundays as feasts of Christ. No saints’ 
days, even of the Virgin Mary, may take precedence of 
a Sunday. In the Proper of Time, the season of Pre- 
Lent was eliminated, and two cycles were provided: (1) 
the principal seasons, Sundays, and holy days from Ad- 
vent to Pentecost and (2) a schedule of 33 Sundays per 
annum to be observed in numbered sequence in place of 
the Sundays previously designated “after Epiphany” and 
“after Pentecost.” The ancient Roman Feast of St. Mary 
was restored to January 1; a new Feast of the Baptism 
of Christ was assigned to the first Sunday after Epiphany; 
and the Feast of Christ the King was shifted to the last 
Sunday of Ordinary Time. All octaves were eliminated. 
Fixed holy days are now arranged from January 1. 
A considerable simplification, reclassification, and in 

many cases shifting of dates were made in the Proper of 
Saints. Except for 13 “solemnities” (including major feasts 
of Christ and Mary) and 25 “feasts,” all other saints’ days 
and holy days were reduced to “memorials,” either obliga- 
tory or optional—with the right of national and regional 
episcopal conferences to alter their rank. Ember and Ro- 
gation Days were assigned as votive masses to be observed 
according to regional directives. 
Regulations regarding holy days and processes leading to 

the canonization of saints are controlled by the Sacred 
Congregation for Divine Worship (formerly the Congrega- 
tion of Rites). Certain feasts, in addition to all Sundays, 
are designated “holy days of obligation,” when all the 
faithful must attend Mass. In the United States these 
are: Christmas Day (December 25), the Feast of St. Mary 
(New Year’s Day), Ascension Day, the Assumption of the 
Blessed Virgin Mary (August 15), All Saints’ Day (Novem- 
ber 1), and the Immaculate Conception of the Blessed 
Virgin Mary (December 8). In addition to these, “days of 
obligation” observed elsewhere include: St. Joseph’s Day 
(March 19), the Annunciation (March 25), SS. Peter and 
Paul Day (June 29), and the Feast of Corpus Christi. 
Protestant churches. Lutheran and Anglican churches 

preserve in their liturgies the seasons of the Roman 
Catholic calendar; but in general they reduced the fixed 
holy days to primary feasts of Christ and the Apostles 
and evangelists, Michaelmas Day (September 29), and All 
Saints’ Day (November 1). In the second half of the year, 
Sundays were named “after Trinity.” In the late 20th cen- 
tury the revisions of Lutheran and Anglican service books 
were influenced by the new designs of the Roman Catholic 
calendar, notably proposals to eliminate Pre-Lent and to 
name Sundays “after Pentecost” instead of “after Trinity.” 
Anglican and Lutheran calendars were also enriching their 
entries with many non-biblical saints and holy days, but 
for optional observance. Lutherans celebrate a festival of 
the Reformation on October 31 or the Sunday preced- 
ing that date. 
In other Protestant churches, only Sunday observance 

remains obligatory, including Easter and Pentecost. Holy 
Week is frequently observed, and Christmas is commonly 
celebrated liturgically on the Sunday preceding Decem- 
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ber 25. Among these Protestant churches, new service 
books and hymnals have exhibited interest in recovering 
the major seasons of the Proper of Time, from Advent 
to Pentecost, and in some cases the Feast of All Saints. 
Especially significant was the restoration of the seasons in 
the Reformed (Presbyterian) and Methodist churches. 
Many Protestant churches devote Sundays to special 

themes of a religious, charitable, or civic nature, such as 

Race Relations, Rural Life, Christian Home, and Labour 
Sundays. Harvest festivals, common in the Western 
churches since the Middle Ages, have a distinctive Ameri- 
can tradition in Thanksgiving Day, on the fourth Thursday 
in November. Traditionally held to have originated in the 
Plymouth (Mass.) colony in 1621, it was first proclaimed 
a national holiday by President Abraham Lincoln in 1863. 
Ecumenical services, now worldwide, are observed during 

the Octave or Week of Prayer for Christian Unity, Jan- 
uary 18-25—a custom started by Paul James Wattson of 
the Franciscan Friars of the Atonement and developed 
by Abbé Paul Couturier. The week is jointly sponsored 
by the World Council of Churches and the Vatican Secre- 
tariat for Promoting Christian Unity. 

HISTORY OF THE CHURCH YEAR 

Sunday. Regular Christian corporate worship on Sun- 
days goes back to the apostolic age, but New Testament 
writings do not explain how the practice began. Jewish 
Christians probably kept the sabbath at the synagogue, 
then joined their Gentile fellow believers for Christian 
worship after the close of the sabbath at sundown, either 
in the evening or early Sunday morning. When the church 
became predominantly Gentile, Sunday remained as the 
customary day of worship. Assemblies for the Eucharist 
were common on Saturday, however, as well as on Sunday 
in the Eastern churches into the 5th century, and Eastern 
canons forbade the practice, customary in the Roman 
Church, of fasting on the sabbath. 
The term Lord’s Day, signifying the triumph of Christ 

in his Resurrection and the beginning of a new creation, 
was in use by the end of the Ist century (Revelation 1:10; 
Didaché 14; Ignatius of Antioch, Magnesians 9:1). Some 
writers referred to the sabbath as the rest promised to the 
people of God at the end of time and to Sunday as “the 
eighth day,” or beginning of a new world (Hebrews 4:4- 
11; Letter of Barnabas 15). 
In 321 the Roman emperor Constantine decreed Sunday 

to be a legal holiday and forbade all trade and work 
other than necessary agricultural labour. Later emperors 
extended the prohibition to include public amusements 
in the theatre and circus. Church councils of the period 
were more concerned to enforce the obligation of Sunday 
worship, the earliest being the Spanish Council of Elvira 
(c. 300); but a synod of Laodicea (c. 381) enjoined Chris- 
tians not to “Judaize” but to work on the sabbath and 
rest, if possible, on the Lord’s Day. The Old Testament 
commandment of sabbath rest received a spiritual inter- 
pretation from the Church Fathers when they applied it 
to Sunday; e.g., Augustine of Hippo held that the sab- 
bath rest from servile work meant abstention from sin 
(compare Tract. in Joannis, Book III, chapter 19; Book 
XX, chapter 2). 
A literal application of the sabbath law to Sunday became 
evident in conciliar canons and civil laws of the Frankish 
kingdoms in the 6th century, climaxed by Charlemagne’s 
capitulary adopted by the Council of Aachen, 789 (canon 
80). Medieval legislation thereafter repeatedly sought to 
enforce the “holiday” of Sunday, as also of many other 
holy days, for the benefit of serfs and labourers. 
Sabbatarian laws applied to Sunday were also continued 

by the Protestant Reformers. The Acts of Uniformity of 
Edward VI in 1552 and of Elizabeth I in 1559 required all 
persons to attend worship on Sunday, the latter imposing a 
fine for neglect to do so. The Church of England’s Canons 
of 1604 (number 13) make similar provision. Many Pu- 
Titans were strongly sabbatarian in sentiment. Some of 
them referred to Sunday as “the sabbath.” In the Puritan 
colonies of New England, the so-called Blue Laws of Sun- 
day observance were especially severe. Today some states 
and cities in the United States have statutes restricting 
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certain trades and amusements on Sunday. Church laws 
continue to insist upon the moral obligation to attend 
worship every Lord’s Day. 
Advent. The Advent (from Latin adventus, “coming”) 

season is peculiar to the Western churches, though its 
original impulse probably came from the East, where it 
was common, after the ecumenical Council of Ephesus in 
431, to devote sermons on Sundays before Christmas to 
the theme of the Annunciation. In Ravenna—a channel 
of Eastern influences upon the Western Church—Peter 

Chrysologus (reigned c. 433-450) delivered such homilies 
(sermons). The earliest reference to a season of Advent 
is the institution by Bishop Perpetuus of Tours (reigned 
461-490) of a fast before Christmas, beginning from St. 
Martin’s Day on November 11. Known as St. Martin’s 
Lent, the custom was extended to other Frankish churches 
by the Council of Macon in 581. 
The six-week season was adopted by the church of Milan 

and the churches of Spain. At Rome, there is no indication 
of Advent before the latter half of the 6th century, when it 
was reduced—probably by Pope Gregory I the Great—to 
four weeks before Christmas. The longer Gallican season 
left traces in medieval service books, notably the Use of 

Sarum (Salisbury), extensively followed in England, with 
its Sunday before Advent. The coming of Christ in his 
Nativity was overlaid with a second theme, also stemming 
from Gallican churches, namely, his Second Coming at 
the end of time. This interweaving of the themes of two 
advents of Christ gives the season a peculiar tension both 
of penitence and of joy in expectation of the Lord who 
is “at hand.” 
Popular piety in Advent is chiefly devoted to musical 

and dramatic performances based upon biblical prophecies 
and stories of the Nativity of Christ. In many homes and 
churches simple devotions are associated with an Advent 
evergreen wreath, in which four candles are inserted and 
lighted, one by one, each week, as a symbol of the coming 
of the “Light” of the world. 
Christmas. The word Christmas is derived from the 

Old English Cristes maesse, “Christ’s Mass.” There is no 
certain tradition of the date of Christ’s birth. Christian 
chronographers of the 3rd century believed that the cre- 
ation of the world took place at the spring equinox, then 
reckoned as March 25; hence the new creation in the 
incarnation (i.e., the conception) and death of Christ must 
therefore have occurred on the same day, with his birth fol- 
lowing nine months later at the winter solstice, December 
25. The oldest extant notice of a feast of Christ’s Nativity 
occurs in a Roman almanac (the Chronographer of 354, 
or Philocalian Calendar), which indicates that the festival 
was observed by the church in Rome by the year 336. 
Many have posited the theory that the feast of Christ’s Na- 

tivity, the birthday of “the sun of righteousness” (Malachi 
4:2), was instituted in Rome, or possibly North Africa, as 
a Christian rival to the pagan festival of the Unconquered 
Sun at the winter solstice. This syncretistic cult that leaned 
toward monotheism had been given official recognition by 
the emperor Aurelian in 274. It was popular in the armies 
of the Illyrian (Balkan) emperors of the late 3rd century, 
including Constantine’s father. Constantine himself was 
an adherent before his conversion to Christianity in 312. 
There is, however, no evidence of any intervention by him 
to promote the Christian festival. The exact circumstances 
of the beginning of Christmas Day remain obscure. 
From Rome the feast spread to other churches of the 

West and East, the last to adopt it being the Church of 
Jerusalem in the time of Bishop Juvenal (reigned 424- 
458). Coordinated with Epiphany, a feast of Eastern origin 
commemorating the manifestation of Christ to the world, 
the celebration of the incarnation of Christ as Redeemer 
and Light of the world was favoured by the intense concern 
of the church of the 4th and 5th centuries in formulating 
creeds and dogmatic definitions relating to Christ’s divine 
and human natures. 
Christmas is the most popular of all festivals among 

Christians and many non-Christians alike, and its ob- 
servance combines many strands of tradition. From the 
ancient Roman pagan festivals of Saturnalia (December 
17) and New Year’s come the merrymaking and exchange 
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of presents. Old Germanic midwinter customs have con- 
tributed the lighting of the Yule log and decorations with 
evergreens. The Christmas tree comes from medieval Ger- 
man mystery plays centred in representations of the Tree 
of Paradise (Genesis 2:9). Francis of Assisi popularized the 
Christmas crib, or créche, in his celebration at Greccio, 
Italy, in 1223. 
Another popular medieval feast was that of St. Nicholas 

of Myra (c. 340) on December 6, when the saint was 
believed to visit children with admonitions and gifts, in 
preparation for the gift of the Christ child at Christmas. 
Through the Dutch the tradition of St. Nicholas (Sinter- 
klaas, hence “Santa Claus”) was brought to America in 

their colony of New Amsterdam, now New York. The 
sending of greeting cards at Christmas began in Britain 
in the 1840s and was introduced to the United States 
in the 1870s. 

Epiphany. In Hellenistic times an epiphany (from the 
Greek epiphania, “manifestation”), or appearance of di- 
vine power in a person or event, was a common religious 
concept. The New Testament uses the word to denote the 
final appearing of Christ at the end of time; but in 2 Timo- 
thy 1:10 it refers to his coming as Saviour on earth. In this 
latter sense, a festival of Christ’s epiphany is first attested 
among heretical Gnostic Christians (those who believed 
that mankind was saved by secret knowledge, not faith, 
and that matter was evil and the spiritual world good) 
in Egypt in the late 2nd century (Clement of Alexandria, 
Stromateis, Book I, chapter 21), on January 6, when he 
was manifested as Son of God at his baptism. The date 
is that of an Egyptian solstice, celebrated by pagans as a 
time of overflow of the waters of the Nile, and in certain 
mystery cults as the occasion of the birth of a new eon, or 

age, from the virgin goddess Kore, daughter of the earth- 
mother goddess Demeter. In other places of the Middle 
East, the time was associated with miraculous fountains 
from which wine flowed in place of water. 
Nothing more is known of an Epiphany feast until the 

4th century, when it appears in the Eastern churches as a 
festival second in rank only to Easter. It commemorated 
three “manifestations”: the birth, the baptism, and the 
first miracle of the Lord at Cana (John 2:1 ff.). In the 
latter half of the century Eastern and Western churches 
adopted each other’s incarnation festival, thus establishing 
the 12-day celebration from Christmas to Epiphany. The 
particular emphasis in the Eastern feast upon the baptism 
of Christ led to special liturgical ceremonies of the blessing 
of waters and the ministration of baptism at this time. In 
the West, where Christmas was the primary festival, the 
Epiphany was associated particularly with the Adoration 
of the Magi to the infant Jesus (Matthew 2:1-12), as 
anticipation of the universal redemption of Christ in his 
“Manifestation to the Gentiles.” 
Pre-Lent. A season of Pre-Lent, peculiar to the Roman 

Catholic rite, was eliminated from that calendar in 1969. 
It had developed in the 6th century as a time of special 
supplication for God’s protection and defense in a period 
of great suffering in Italy from war, pestilence, and famine. 
It was marked by three Sundays before the beginning 
of Lent, called, respectively, Septuagesima, Sexagesima, 
and Quinquagesima—roughly 70, 60, and 50 days before 
Easter. Though not included in the discipline of Lenten 
penitence and fast, the season was related by some author- 
ities to influences from the East, especially upon Roman 
monastic customs, for a longer Lent of eight weeks. 
Shrove Tuesday, the day before Ash Wednesday (the 

initial day of Lent), is in many places a day of carnival, 
though its name derives from the custom of going to 
confession for absolution and penance before Lent (from 
the Middle English word shriven, “to shrive”). A famous 
carnival is that of Mardi Gras (French: “Fat Tuesday”) in 
New Orleans. 
Lent. The Lenten (from Middle English /enten, 

“spring”) season is rooted in the preparation of candi- 
dates for baptism at the Paschal vigil. For several weeks 
they received intensive instruction, each session followed 
by prayer and exorcism. The earliest detailed account of 
these ceremonies is in the Apostolic Tradition (c. 200) of 
Hippolytus. At the conclusion all the faithful joined the 

catechumens (inquirers for instruction) in a strict fast on 
the Friday and Saturday before Easter. These were the 
days “when the Bridegroom was taken away” (compare 
Mark 2:20). 

As a 40-day period (six weeks) Lent is mentioned in 
canon 5 of the first ecumenical Council of Nicaea in 325. 
In the 4th century instruction of the baptismal candidates 
was normally given by the bishop. Several such “catechet- 
ical lectures” on the creed and sacraments haye survived, 
notably those of Cyril of Jerusalem and Theodore of Mop- 
suestia. Augustine’s treatise De catechizandis rudibus (c. 
400) gave a less dogmatic and more biblical and historical 
approach. The Roman Church organized its instruction 
around three (later seven) “scrutinies,” at which the cat- 
echumens were introduced to the Gospels, the Apostles’ 
Creed, and the Lord’s Prayer. 
Since Sunday was never a fast day, piety sought to con- 

form the Lenten fast exactly to 40 days, after the examples 
of the 40 days in the wilderness of Moses, Elijah, and 
Christ. In the Eastern churches, where Saturdays were also 
excluded from fasting, this developed into an eight-week 
Lent. At Rome, from the late Sth century, the fast began 
on Wednesday before the first Sunday in Lent. 
During Lent also, grievous sinners were excluded from 
Communion and prepared for their restoration. As a sign 
of their penitence, they wore sackcloth and were sprinkled 
with ashes (Tertullian, De paenitentia 11; compare the 
biblical precedents: Jeremiah 6:26; Jonah 3:6; Matthew 
11:21). This form of public penance began to die out in 
the 9th century. At the same time, it became customary 
for all the faithful to be reminded of the need for penitence 
by receiving an imposition of ashes on their foreheads on 
the first day of Lent—hence the name Ash Wednesday. 
The last week of Lent was one of special devotion in 

remembrance of the Lord’s Passion. Athanasius in his 
Festal Letter of 330 called it “holy Paschal week.” The 
Church of Jerusalem in particular organized dramatic cer- 
emonies during the week at appropriate holy sites of its 
neighbourhood. A detailed descriptiom is contained in the 
account of a Spanish nun (c. 395), Peregrinatio ad loca 
sancta (or Peregrinatio Etheriae). From Jerusalem many 
of these ceremonies, such as the Palm Sunday procession 
and the Good Friday veneration of the cross, spread to 
other churches. 

The Roman Catholic liturgy of Holy Week begins with 
the blessing of palms and a procession on Sunday, with 
a solemn rendition of St. Matthew’s Passion narrative at 
the mass. On Thursday the bishop blesses the sacred oils 
for the catechumens and the sick and the chrism (oil) for 
confirmation, and, in ancient times, penitents were rec- 
onciled for their Easter Communion. After a festal mass 
commemorating the institution of the Eucharist, the altars 
are stripped and washed. An additional ceremony, of me- 
dieval origin, has given its name to this day—the washing 
of feet, in imitation of the Lord’s action at the Last Supper 
(John 13:2-15). It is popularly called the Maundy, from 
the anthem sung during the ceremony (Mandatum, “a 
new commandment,” John 13:34). 
Another medieval custom, which has had a popular re- 

vival in the late 20th century, is the service of Tenebrae, 
held on Wednesday, Thursday, and Friday, in the evening. 
It is the old choir office of Matins and Lauds, originally 
sung before dawn and marked by the gradual extinguish- 
ing of candles before the breaking of the light of day. 
On Good Friday (the day commemorating the Crucifix- 

ion of Christ), the Mass of the Presanctified is observed. Its 
name is derived from the fact that there is no consecration 
of the sacred elements of bread and wine; instead, Com- 
munion is ministered from the Reserved Sacrament (con- 
secrated elements retained from previous celebrations). 
Other features are the singing of the Passion according 
to John, the impressive series of intercessions, and the 

adoration of the cross with singing of the Reproaches and 
the hymn “Pange lingua” (“Sing, my tongue, the glorious 
battle”). Following the Communion and dismissal of the 
people, there are no further liturgical rites other than the 
daily choir offices until the vigil of Easter. 
Easter. The term Easter, commemorating the Resurrec- 

tion of Christ, comes from the Old English éaster or éastre, 

Ash 
Wednes- 
day and 
Holy Week 

Maundy 
Thursday 



Differ- 

ences in 

the cele- 

bration of 

Easter 

a festival of spring; the Greek and Latin Pascha, from the 
Hebrew Pesah, “Passover.” The earliest Christians cele- 
brated the Lord’s Passover at the same time as the Jews, 
during the night of the first (paschal) full moon of the first 
month of spring (Nisan 14-15). By the middle of the 2nd 
century most churches had transferred this celebration to 
the Sunday after the Jewish feast. But certain churches 
of Asia Minor clung to the older custom, for which they 
were denounced as “Judaizing” (Eusebius, Ecclesiastical 
History, Book V, chapters 23-25). The first ecumenical 
Council of Nicaea in 325 decreed that all churches should 
observe the feast together on a Sunday. Yet many dispar- 
ities remained in the way the several churches calculated 
the date of Easter. Today the Eastern churches follow the 
Julian calendar, the Western churches its correction by 
Pope Gregory XIII in 1582, so that in some years there 
may be a month’s difference in the time of celebration. 
Since 1900, various religious, business, and professional 

groups have promoted the concept of a fixed world cal- 
endar, which would include a fixed date for Easter. Pro- 

posals have been placed before the League of Nations and 
its successor, the United Nations. The second Vatican 
Council in its “Constitution on the Sacred Liturgy” (1963) 
accepted the principle of a fixed date for Easter, subject to 
approval by other churches, provided that no world calen- 
dar impaired the regular succession of a seven-day week. 
The World Council of Churches in the early 1970s can- 
vased its member bodies to this end, and a large majority 
replied in favour of such a change. An Easter message of 
Athenagoras I, the Orthodox Patriarch of Constantinople, 

in 1969, called for a resolution of the differences between 
the Eastern and Western churches and a search for a com- 
mon date. Among those preferring a fixed date for the 
observance of Easter—regardless of the issue respecting a 
common world calendar—the second Sunday in April has 
been widely proposed. 
The Easter celebration continues for 50 days, to and 

including the Feast of Pentecost. In the early church, as 
on all Sundays, there was no fasting or kneeling in prayer 
during the period. 
The liturgy began with a solemn vigil on Saturday 

evening. A new fire was lit for the blessing of the Paschal 
candle (the Exultet)—symbol of the driving away of the 
powers of darkness and death by the Passover of the Lord. 
There followed a series of lessons from the Old Testament, 
with a homily based upon the narrative of Exodus 12. 
Then, toward midnight, while the faithful were engaged 
in prayers, candidates for baptism were taken to the bap- 
tistery for their initiation. Returning to the assembly, they 
were confirmed by the bishop with chrism and the laying 
on of hands, and toward dawn the Easter Eucharist was 

completed. A similar celebration was repeated on the eve 
of Pentecost for those who were hindered from receiving 
baptism at Easter. 

As at Christmas, so also at Easter, popular customs 
reflect many ancient pagan survivals—in this instance, 
connected with spring fertility rites, such as the symbols 
of the Easter egg and the Easter hare or rabbit. The Easter 
lamb, however, comes from the Jewish Passover ritual, 
as applied to Christ, “the Lamb of God” (compare John 
1:29, 36; 1 Corinthians 5:7). 

Ascension. At first, the church commemorated the As- 
cension (from the Latin ascensio, “ascent”) of Christ into 
heaven, after his Resurrection (Luke 24:50-51; Acts 1:1- 
11), as part of the total victory of Christ celebrated from 
Easter to Pentecost. A special feast of the Ascension is not 
mentioned before the 4th century. The Spanish Council 
of Elvira (c. 300) appears to have rejected it as an unwar- 
ranted innovation. But by the end of the 4th century the 
feast had become universal in the church, on the 40th day 
after Easter. 
The old English popular name for the feast is Holy 

Thursday, but there is no liturgical tradition to support 
the idea of an “Ascensiontide” as a season distinct from 
Easter. From the 10th century there developed an “oc- 
tave” of Ascension, adopted at Rome in the 12th century 
but suppressed in 1955. The three days before Ascension 
Day, known as Minor Rogation Days, were instituted by 
Bishop Mamertus of Vienne (Gaul) in 470 and extended 
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to all the Frankish churches at the Council of Orléans 
in 511. Pope Leo III (reigned 795-816) adopted them 
at Rome. They are observed by processional litanies and 
fasting as a supplication for clement weather for the crops 
and deliverance from pestilence and famine. In 1969 the 

Minor Rogation Days were changed to votive masses. 

Pentecost. The Jews had an early harvest festival seven 

weeks after the firstfruit offerings of Passover, called the 
Feast of Weeks. The Priestly Code (Leviticus 23:15-16) 
assigned it to “the morrow after the seventh sabbath”— 
which would be a Sunday. Early rabbinic tradition (Bab- 
ylonian Talmud, Pesahim 68b) associated the festival with 
the giving of the Law at Sinai, on the basis of Exodus 19:1. 
The Christian festival of Pentecost (from the Greek pente- 

coste, “50th day”), unlike Easter, is not rooted in Judaism 
but is based upon the narrative of Acts 2, recording the 
gift of the Holy Spirit to the disciples and the launching of 
the church’s mission to all peoples on the Pentecost that 
followed the Lord’s Resurrection. The outpouring of the 
Spirit was the final seal upon Christ’s redemptive work, a 
sign of the inauguration of the new age when the Law was 
fulfilled and the way to salvation opened to the Gentile 
peoples. For this reason the early Christians considered 
Pentecost to be included in, but climactic of, the great “50 
days” of Easter. Pentecost was in fact the name commonly 
given by the early Fathers to the whole season. 
As early as the Sth century, baptisms were administered 

at Pentecost to those unable to be initiated at Easter, 
and a vigil mte was developed comparable to that of the 
Pascha (Leo the Great, Letters 16; Leonine and Gelasian 

sacramentaries). The Anglo-Saxons called the feast White 
Sunday (Whitsunday), from the white garments bestowed 
upon the newly baptized (compare Bede, Ecclesiastical 
History, Book Il, chapter 9; Penitential of Archbishop 
Theodore of Tarsus). The term Whitsunday has been cus- 
tomary in the Anglican churches since the First Prayer 
Book of Edward VI (1549). 
Pentecost or Trinity Season. The Sundays after Pente- 

cost mark the season of the life of the church between 
the two advents of Christ as it fulfills its mission to the 
world under the guidance of the Spirit. Bishop Stephen 
of Liége (reigned 902-920) instituted a Feast of the Holy 
Trinity on the first Sunday after Pentecost, which spread 
through northern Europe. It was taken up in the Use of 
Sarum and was accepted at Rome in 1334 by Pope John 
XXII. It became common to date the Sundays after this 
feast, instead of after Pentecost, as in the Roman liturgy, 

and this practice was followed by the Carthusians and the 
Dominicans and in the Lutheran and Anglican churches. 
Saints’ days and other holy days. The celebration of 

days in honour of the saints or “heroes of the faith” is 
an extension of the devotion paid to Christ, since they 
are commemorated for the virtues in life and death that 
derive from his grace and holiness. Originally each lo- 
cal church had its own calendar. Standardization came 
with the fixation of the rites of the great patriarchal sees, 
which began in the 4th century and was completed for 
the Byzantine churches in the 9th century. The Roman 
calendar of the Gregorian Sacramentary became the basis 
of the Western Church’s observances with the liturgical 
reform of Charlemagne (c. 800), but it was constantly 
supplemented throughout the Middle Ages by new addi- 
tions from diocesan or provincial areas. It was not until 
1634 that the Roman see gained complete control over 
the veneration and canonization of saints in the Roman 
Catholic churches subject to its jurisdiction. 
Before the toleration of the Christian Church under 

Constantine (AD 312), the several churches commemo- 
rated only their martyrs, on the anniversaries of their 
deaths, commonly called their natale, or birthdays, with 
rites similar to those of Easter. By giving up life for 
their faith, often after cruel tortures, the martyrs were the 

supreme examples of the imitation of Christ. The earliest 
attested institution of such an anniversary is recorded in 
the Martyrdom of Polycarp of Smyrna (c. 155). The oldest 
Roman calendar of the martyrs reaches only to the begin- 
ning of the 3rd century and includes the joint martyrdom 
of the church’s apostolic founders saints Peter and Paul 
(June 29), a feast apparently instituted in the year 258. 
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After the age of the martyrs, the calendars continued to be 
enriched by entries of eminent bishops, teachers, ascetics, 
and missionaries. Other new feasts were associated with 
the transfer of the relics of saints to sumptuous shrines or 
churches dedicated in their honour. A precedent of great 
influence was the feast of dedication of the Church of the 
Holy Sepulchre (or Anastasis, “resurrection”) at Jerusalem, 
on Sept. 14, 335, where the discovered tomb and cross of 

Christ were enshrined on the supposed site of his victory 

over death. The feast is popularly called Holy Cross Day. 
From the 4th to the 6th century many “inventions” or 
discoveries of relics were produced and fictitious “Acts” 
written to promote the cults of apostles, evangelists, and 
hitherto unknown martyrs of earlier times. 
In the late 4th century a feast of All Martyrs was observed 

by the East Syrians on May 13 and by the West Syrians 
and Byzantines on the Sunday after Pentecost. Pope Boni- 
face IV received from the emperor Phocas (reigned 602- 
610) the Pantheon at Rome, which he dedicated on May 

13 to St. Mary and All Martyrs. The Feast of All Saints at 
Rome on November | was promulgated by Pope Gregory 
IV in 835, in place of the May festival. Some authorities 
believe this festival to be of Irish origin; others relate it to 
a chapel of All Saints in St. Peter’s Basilica established by 
Pope Gregory III (reigned 731-741). 
Liturgical feasts in honour of Mary—related to the in- 

carnation cycle—developed in the East after the third 
ecumenical Council of Ephesus in 431, where she was 

declared to be Theotokos (“God-bearer”). At Rome the 

earliest special commemoration was on the Octave of 
Christmas, but Pope Sergius I (reigned 687-701), an East- 
erner, introduced to Rome her four major feasts: her 
Nativity (September 8); Purification of the Blessed Virgin 
Mary (February 2, with its procession of candles—hence 

“Candlemas”); Annunciation (March 25); and Assump- 

tion (August 15). 

LITURGICAL COLOURS 

The early Christians had no system of colours associated 
with the seasons, nor do the Eastern Churches to this day 
have any rules or traditions in this matter. The Roman 
emperor Constantine gave Bishop Macarius of Jerusalem 
a “sacred robe... fashioned with golden threads” for use 
at baptisms (Theodoret, Ecclesiastical History, Book II, 
chapter 23). Toward the end of the 4th century, references 
are made to shining white garments worn by celebrants at 
the Eucharist (Apostolic Constitutions, Book VIII, chapter 
12; Jerome, Dialogi contra Pelagianos, Book I, chapter 

29). Inventories of Frankish churches in the 9th century 
reveal a variety of colours used for vestments, but without 
any particular sequence for their use; but the Ordo of 
St. Amand of the same period refers specifically to dark 
vestments at the major litanies and black ones at the Feast 
of Purification (February 2). 
The modern colour sequence of the Roman Catholic 

Church was first outlined in Pope Innocent III’s treatise 
De sacro altaris mysterio (Book I, chapter 65, written be- 
fore his election as pope in 1198), though some variations 
are admitted. White, as a symbol of purity, is used on all 
feasts of the Lord (including Maundy Thursday and All 
Saints’) and feasts of confessors and virgins. Red is used 
at Pentecost, recalling the fiery tongues that descended 
upon the Apostles when they received the Holy Spirit, and 
also at feasts of the Holy Cross, Apostles, and martyrs, as 

symbol of their bloody passions (sufferings and deaths). 
Black is used as a symbol of mourning on days of fasting 
and penitence and at commemorations of the departed— 
but violet, symbolizing the mitigation of black, is allowed 
during Advent and Lent. Green is used on other days, 

without special significance, as a compromise colour dis- 
tinguished from white, red, and black. Innocent’s symbol- 
ism is based upon allegorical (symbolic) interpretations of 
colours and flowers mentioned in Scripture, especially in 
the Song of Solomon. 
In the later Middle Ages other colours were used in var- 

ious churches, such as blue for certain feasts of the Virgin 
Mary, and rose (a mitigation of violet) on the third Sunday 
in Advent and the fourth Sunday in Lent. The missal of 
Pope Pius V in 1570 prescribed the sequence of Innocent 

III, with rose on the two Sundays mentioned. In 1868 the 
Congregation of Rites allowed the use of gold vestments 
in place of white, red, and green. Medieval English uses 

showed much variation, but the predominant principle 
was use of the finest vestments, of whatever colour, on 
great feasts, and others on lesser days of importance. In 
the Use of Sarum, white, red, and blue were the primary 
colours; but in Lent an unbleached cloth was customary, 
changing to deep red during the two weeks before Easter. 
Anglican and Lutheran churches have in recent times 

generally followed the Roman sequence, although some 
Anglican churches have restored the colours of the Use 
of Sarum. In the liturgical experiments since World War 
II, the sequences and symbolism inherited from the Mid- 
dle Ages are being abandoned, and a greater freedom is 
evident in paraments (vestments and hangings), with in- 
creasing variety and combinations of colours, especially 
on festal occasions. (M.H.S.) 

Canon law 

Canon law—which in its wider sense includes precepts of 
divine law, natural or positive, incorporated in various 
canonical collections or codes—is in this article defined 
as that body of rules and regulations (canons) concerning 
the behaviour and actions of individuals and institutions 
within certain Christian churches, which have, through 
proper ecclesiastical authority, defined and codified such 
rules. Though canon law is historically continuous from 
the early church to the present, it has, as a result of 

doctrinal and ecclesiastical schisms, developed differing, 
though often similar, patterns of codification and norms 
in the various churches that have incorporated it into 
their ecclesiastical frameworks. The canon law of the 
Eastern and Western churches was much the same in 
form until these two groups of churches separated in the 
Schism of 1054. In Eastern Christianity, however, because 

of doctrinal and nationalistic disputes during the 5th 
to 7th centuries, several church grotips (especially non- 
Greek) separated themselves from the nominal head of 
Eastern Christianity, the patriarch of Constantinople, and 
developed their own bodies of canon law, often reflecting 
nationalistic concerns. 
Canon law in the Western churches after 1054 devel- 

oped without interruption until the Reformation of the 
16th century. Though other churches of the Reformation 
rejected the canon law of the Roman Catholic Church, 
the Church of England retained the concept of canon law 
and developed its own type, which has acceptance in the 
churches of the Anglican Communion. 
Canon law has had a long history of development 

throughout the Christian Era. Not a static body of laws, 
it reflects social, political, economic, cultural, and eccle- 
siastical changes that have taken place in the past two 
millennia. During periods of social and cultural upheaval 
the church has not remained unaffected by its environ- 
ment. Thus, canon law may be expected to be involved in 

the far-reaching changes that have come to be anticipated 
in the modern world. 

NATURE AND SIGNIFICANCE 

A church is defined as a community founded in a unity 
of faith, a sacramental fellowship of all members with 
Christ as Lord, and a unity of government. Many schol- 
ars assert that a church cannot exist without authority— 
i.é., binding rules and organizational structures—and that 
religion and law are mutually inclusive. Thus the calling 
of a church leader to office is regarded as important in 
the organizational structure and, like every other funda- 
mental vocation in the churches that accept the validity of 
canon law, it is also viewed as sacramental and as linked 
to the priesthood—which, in turn, involves a calling to 
leadership in liturgy and preaching. According to Roman 
Catholic belief, the mission of the college of Apostles 
(presided over by Peter in the Ist century AD) is continued 
in the college of bishops, presided over by the pope. Other 
churches may accept this view, without at the same time 
accepting the authority of the pope. The validity of canon 
law thus rests on an acceptance of this sacramental view 
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and of the transmitted mission of the Apostles through 
the bishops. 
Historical and cultural importance of canon law. Canon 

law has functioned in different historical periods in the 
organization of the church’s liturgy, preaching, works of 
charity, and other activities through which Christianity 
was established and spread in the Mediterranean area and 
beyond. Canon law, moreover, had an essential role in 
the transmission of Greek and Roman jurisprudence and 
in the reception of Justinian law (Roman law as codified 
under the sponsorship of the Byzantine emperor Justinian 
in the 6th century) in Europe during the Middle Ages. 
Thus it is that the history of the Middle Ages, to the ex- 
tent that they were dominated by ecclesiastical concerns, 
cannot be written without knowledge of the ecclesiastical 
institutions that were governed according to canon law. 
Medieval canon law also had a lasting influence on the 
law of the Protestant churches. Numerous institutions and 
concepts of canon law have influenced the secular law and 
jurisprudence in lands influenced by Protestantism: e.g., 
marriage law, the law of obligations, the doctrine of modes 

of property acquisition, possession, wills, legal persons, 
the law of criminal procedure, and the law concerning 
proof or evidence. International law owes its very origin 
to canonists and theologians, and the modern idea of the 
state goes back to the ideas developed by medieval canon- 
ists regarding the constitution of the church. The history 
of the legal principles of the relation of sacerdotium to 
imperium—i.e., of ecclesiastical to secular authority or of 
church to state—is a central factor in European history. 
Problems in the study of canon law and its sources. 

Because of the discontinuity that has developed between 
church and state in modern times and the more exclu- 
sively spiritual and pastoral function of church organiza- 
tion, scholars in canon law are searching for a recovery 
of vital contact among canon law and theology, biblical 
exegesis (critical interpretive principles of the Bible), and 
church history in their contemporary forms. Canon-law 
scholars are also seeking a link with the empirical social 
sciences (e.g., sociology, anthropology, and other such dis- 
ciplines), which is required for insight into and control 
of the application of canon law. The study of the history 
of canon law calls not only for juridical and historical 
training but also for insight into contemporary theological 
concepts and social relationships. Many sources, such as 
the documents of councils and popes, are often uncritical 
and found only in badly organized publications, and much 
of the material exists only in manuscripts and archives; 
frequently the legal sources contain dead law (i.e., law no 
longer held valid) and say nothing about living law. What 
does and does not come under canon law, what is or is not 
a source of canon law, which law is universal and which 
local, and other such questions must be judged differently 
for different periods. 
The function of canon law in liturgy, preaching, and so- 

cial activities involves the development and maintenance 
of those institutions that are considered to be most ser- 
viceable for the personal life and faith of members of the 
church and for their vocation in the world. This function 
is thus concerned with a continual adaptation of canon 
law to the circumstances of the time as well as to per- 
sonal needs. 

HISTORY 

The formative period: origins to Gratian (c. 1140). The 
early church was not organized in any centralized structure. 
Over a long period of time, there developed patriarchates 
(churches believed to have been founded by Apostles) and 
bishoprics, the leaders of which—either as monarchical 
bishops or as bishops with shared authority (i.e., colle- 
giality)—issued decrees and regulatory provisions for the 
clergy and laity within their particular jurisdictions. After 
the emperor Constantine granted tolerance to Christians 
within the Roman Empire, bishops from various sees— 
especially from the eastern part of the empire—met in 
councils (e.g., the ecumenical Council of Nicaea). Though 
these councils are known primarily for their consideration 
of doctrinal conflicts, they also ruled on practical matters 
(such as jurisdictional and institutional concerns), which 
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were set down in canons. In the West, there was less 
imperial interference, and the bishop of Rome (the pope) 
gradually assumed more jurisdictional authority than his 
counterpart (the ecumenical patriarch of Constantinople) 
in the East. Throughout this period there were often 
conflicting canons, since there were many independently 
developed canonical collections and no centralized at- 
tempt to bring order out of the many collections until the 
Middle Ages. 
Eastern churches. In addition to the New Testament, 

the writings of the Apostolic Fathers (second generation of 
Christian writers) and the pseudo-apostolic writings (doc- 
uments attributed to but not written by the Apostles) con- 

tain the oldest descriptions of the customs existing in the 
East from the 2nd century until the Sth. The sources of all 
the others are the Doctrina duodecim Apostolorum (Doc- 
trine of the Twelve Apostles, 2nd century?), the Didascalia 
Apostolorum (Teaching of the Apostles, 3rd century), and 
the Traditio Apostolica (Apostolic Tradition), attributed to 
Hippolytus, written in Rome about Ap 220 but far more 
widely distributed in the East. From these documents, 
the Constitutiones Apostolicae (Apostolic Constitutions), 
in which 85 Canones Apostolicae (Apostolic Canons) were 
included, were composed about AD 400. 
During the period that followed Constantine’s grant of 

religious toleration, many synods held in the East legis- 
lated, among other things, various disciplinary rules, or 
canones. In addition to and in place of the law of custom, 
written law entered the scene. An ecumenical Council of 
Chalcedon (AD 451) possessed a chronological collection 

of the canons of earlier councils. This Syntagma canonum 
(“Body of Canons”), or Corpus canonum orientale (“East- 
ern Body of Canons”), was subsequently complemented 
by the canons attributed to other 4th- and 5th-century 
councils, canonical letters of 12 Greek Fathers and of the 
3rd-century Latin bishop of Carthage, Cyprian, and the 
Constitutiones Apostolicae. With the exception of the last, 
the Trullo (supplementary) Council of Quinisextum, or 
the fifth and sixth councils (692), accepted this complex, 
along with its own canons, as the official legal code of the 
Eastern churches. The canons of the second ecumenical 
Council of Nicaea (787) and of the two councils (861 
and 879-880) under Photius, patriarch of Constantinople, 
were added to that. 
The systematic collections—and there were many of 

them—contained either canons of councils or ecclesiasti- 
cal laws (nomoi) of the emperors or both together (nomo- 
canons). The first known Greek collection of canons that 
is preserved is the Collectio 50 titulorum (“Collection of 
50 Titles”), after the model of the 50 titles of the work 
known as the Pandecta (“Accepted by All”) composed by 
the patriarch John Scholasticus about 550. He composed 
from the Novels (Novellae constitutiones post Codicem) 
of Justinian the Collectio 87 capitulorum (“Collection of 
87 Chapters”). The Collectio tripartita (“Tripartite Collec- 
tion”), from the end of the 6th century and composed of 
the entire Justinian ecclesiastical legislation, was the most 
widely distributed. The nomocanons were expressions of 
the fusion of imperial and church authority. The Nomo- 
canon 50 titulorum (“Canon Law of 50 Titles”) from 
about 580, composed of the works of John Scholasticus, 
remained in use until the 12th century. The edition of 
the Nomocanon 14 titulorum (“Canon Law of 14 Titles”) 
was completed in 883 and accepted in 920 as law for the 
entire Eastern Church. 
The science of canon law was pursued together with the 

study of secular law, especially in the schools in Con- 
stantinople and Beirut. The Scholia (commentaries) on 
the Basilica, a compilation of all of imperial law from 
the time of Justinian, promulgated by the Byzantine em- 
peror Leo VI (reigned 886-912), influenced the method of 
commenting on and teaching canon law. The best-known 
commentators in the 12th century were Joannes Zonaras 
and Theodore Balsamon. Matthew Blastares composed his 

Syntagma alphabeticum (“Alphabetical Arrangement”), an 
alphabetic manual of all imperial and church law, in 1335 
from their works. 
Independent churches of Eastern Christianity. The 

churches of Eastern Christianity that separated from the 
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patriarchal see of Constantinople over a period of several 

centuries, but primarily during the 5th and 6th centuries, 

developed bodies of canon law that reflected their iso- 

lated and—after the Arab conquests in the 7th century— 

secondary social position. Among these churches are the 

Syrian Orthodox Patriarchate of Antioch (in Syria), the 

Ancient Church of the East (the Assyrians), the Armenian 

Apostolic Church, and the Coptic Orthodox Church (in 

Egypt). Another independent church is the Ethiopian Or- 

thodox Church. 

Though these churches developed an extensive body of 

canon law throughout their histories, Western knowledge 
of their canon law has been very scant. In the 20th cen- 

tury, however, more than 300 manuscripts dealing with 

canon law were found in various isolated monasteries 

and ecclesiastical libraries of the Middle East by Arthur 

V66bus, an Estonian-American church historian. These 

manuscripts cover the period from the 3rd to the 14th 
century and deal with ecclesiastic regulations of the Syrian 
churches. Included among these manuscripts are the fol- 
lowing: “The Canons of the Godly Monastery of St. Mar 

Mattai” (630), 26 in number, concerning the jurisdiction 

of the metropolitan (an archbishop) over the monastery; 
“The Canons of the Holy Qyriaqos, Which the Patriarch 

Composed and the Synod of the Saints and Bishops with 
Him” (794), containing 46 canons dealing with ecclesias- 

tical and moral discipline and with liturgical, cultic, and 

monastic matters; and “The Canons Which Were Com- 
posed by the Holy Synod Which Assembled in Bet Mar 
Sila [in the region] of Serig, and Which Consecrated 
Mar Dionysios as Patriarch of Antioch, the City of God” 
(896), which originally contained 40 canons, though only 
25 remain, dealing with the election and examination of 

candidates for the hierarchy and clergy, the conduct of 
priests, marriage, pagan influences, and religious and ec- 
clesiastical duties. These canonical collections come from 
the West Syrian churches. Other canonical collections of 

the East Syrian churches were published in the early part 
of the 20th century. 

Western churches. From about 300 until about 550, 
canon law in Western churches had a certain unity through 

the acceptance of the Eastern and North African councils 

and the binding factor of the papal decretal law (answers 

of popes to questions of bishops in matters of discipline), 
which did not exist in the East. The African canons, like 
the Eastern canons at Chalcedon, were read out at the 
councils of Carthage and, if confirmed, included in the 
Acts, which contained the newly enacted canons. Thus, at 

the third Council of Carthage (397), the Compendium of 

the Council of Hippo (393) was included. The collection 
of the 17th Council of Carthage (419) was soon accepted 
in all of the East and West. In Spain the canons of Nicaea 
I (325) and Chalcedon (451) and also African and south 
Gallican canons and Roman decretals were taken over, as 

well as their own canons, but the later Hispana (Spanish 

collection) crowded out all earlier collections. The Council 
of Elvira (295-314) in Spain was the first that set up a 
more complete legislation, followed by Gaul in the first 
Council of Arles in 314. Texts from the East, Spain, and 
Rome, including the Collectio Quesnelliana (an early 6th- 
century canonical collection named for its publisher, the 
17th-century Jansenist scholar Pasquier Quesnel), circu- 
lated there. Gennadius, a priest from Marseille, in about 
480 wrote the Statuta ecclesiae antiqua (“Ancient Statutes 

of the Church”), principally inspired by the Constitu- 
tiones Apostolicae. A tendency toward the unification of 
canon law revealed itself most clearly in Italy against the 
disintegrating situation that existed between the Eastern 
and Western churches—i.e., the so-called Acacian Schism 
(484-519), occasioned by the patriarch Acacius of Con- 
stantinople and the emperor Zeno’s neglect of the legis- 
lation of the Council of Chalcedon—and the breakup of 
the Western Empire soon after the fall of Rome (476), 
at the time of the 30-year “Gelasian renaissance,” be- 
ginning during the reign of Pope Gelasius I. There also 
existed in Rome translations of Eastern councils: Vetus 
Romana, Versio Hispana (“Ancient Roman, Spanish Ver- 
sion”), Isidoriana, versio Prisca (“The Isidorian, Priscan 
Version”), and /tala (“Italian”). By far the most important 

is that of the Liber canonum (“Book of Canons”) of the 

6th-century Roman theologian Dionysius Exiguus, about 
500. The first two versions contain 50 Canones Apostolo- 
rum, Greek canons, and the African canons of the 17th 
Council of Carthage. Dionysius Exiguus also composed a 

Liber decretorum (“Book of Decretals”) from Pope Siri- 
cius to Pope Anastasius II. Together, the books form the 

Corpus (“Body”) or Codex canonum (“Code of Canons’). 

Until the end of the 7th century a greater decentralization 

and less mutual contact occurred in the separate German 

kingdoms. Elements of German law found their way into 
Roman canon law. The Collectio Avellana (“Avellan Col- 

lection”), written in Rome about 555, which was a Western 

nomocanon; the Collectio Novariensis (“Novarien Col- 
lection”); and the Epitome Hispanica (“Spanish Abridg- 

ment’) entered Italy from Spain. In Africa the first, albeit 
primitive, systematic collections appeared. These included 

the Breviatio canonum (“Abridgment of Canons”) of (Ful- 
gentius) Ferrandus, deacon of the Church of Carthage (c. 

546), and the Concordia canonum Cresconii (“Harmony 

of the Canons of Cresconius,” a 6th- or 7th-century au- 

thor), a systematic compilation of the Dionysiana, subse- 

quently found in different manuscripts in Gaul. There the 
collections were local ones: every cathedral and monastery 
had its own liber canonum. The church of Arles, the 

metropolis of southern Gaul, had the Liber auctoritatum 
(“Book of Authorities”; i.e., legal texts), a nomocanon of 

its privileges. The first systematic Gallic Collectio Ande- 
gavetis (“Andegavenan Collection”), from the end of the 

7th century, was an attempt to unite the ancient law 
with the native. 
In Spain, after the conversion of King Recared in 587, 

the church of the Visigothic kingdom became a well-knit 
national church with a classical provincial structure under 
metropolitan jurisdiction, closely linked to the crown. The 
national councils of Toledo preserved the unity of law and 
respect for the ancient law. The Capitula (“Chapters”) of 
Martinus, bishop of Braga (c. 563), was included com- 

pletely in the Hispana and was also copied outside Spain. 
The Collectio Novariensis was related to the Epitome His- 
panica, the code of the hierarchy that was temporarily 
halted at the fourth Council of Toledo (633). The Hispana 
was recognized by popes Alexander III and Innocent III 
as the authentic corpus canonum of the Spanish church. 

Shortly before the Hispana, systematic indices (called tab- 
ula) were written and were subsequently expanded into 

excerpta (“excerpts”) and finally into complete texts, the 

Hispana systematica (“Systematic Spanish [Code]”). Af- 
ter the 10th century, the Hispana was also called the 
Isidoriana, attributed to Isidore of Seville, a Spanish ency- 
clopaedist and theologian, who was the author of the Ety- 
mologiae (“Etymologies”), a universally distributed early 
medieval book of doctrine. 
The most disparate picture is offered by the church in the 

British Isles. The church there was concentrated around 
heavily populated monasteries, and discipline outside them 
was maintained by means of a new penitential practice. In 
place of ancient canons about public penance, the clergy 
and monks used /ibri poenitentiales (“penitential books”), 
which contained detailed catalogs of misdeeds with ap- 
propriate penances. They were private writings without 
official authority and with very disparate content. From 
the monasteries founded in Europe by the Irish monk St. 
Columban and missionaries of Anglo-Saxon background, 

the libri poenitentiales spread throughout the continent, 
where once again new versions emerged. The Collectio 
Hibernensis (“Hibernian [or Irish] Collection”), of about 
700, used texts from Scripture, mainly from the Old Tes- 
tament, for the first time in canonical collections, and 
texts from the Greek and Latin early Church Fathers in 
addition to canons. The Liber ex lege Moysi (“Book from 
the Law of Moses”), an Irish work, drew exclusively from 
the Pentateuch. 

The reorganization of the Frankish church began with 
the Carolingian reform in the middle of the 8th century. 
The canon law was set down especially in the Capitula- 
ria ecclesiastica (“Ecclesiastical Articles”) of the prince, as 
well as in the Capitularia missionum (“Mission Articles”; 
i.é., instructions given by the prince to the bishops and 
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abbots who visited in his name). The Capitularia (“Short 

Articles”) of Charlemagne, the founder of the Holy Ro- 
man Empire, and his son, the emperor Louis the Pious, 
were collected in 827 by the abbot Ansegisus. Following 
this model the bishops composed terse capitula, the oldest 
known diocesan statutes, for their clergy. The penance 
books were condemned and replaced by new ones that 
were more closely related to tradition. The reception of 
the Dionysiana and the Hispana is of importance for 
the transmission of the text and for the Carolingian cul- 
tural renaissance. In 774 Charlemagne received from Pope 
Adrian I a completed Dionysiana, the Dionysiana-Hadri- 
ana, which was accepted at a national synod in Aachen 

in 802 but never was adopted as an official national code. 
About 800 the Hadriana and the Hispana were devel- 
oped into a systematic whole, the Dacheriana (canonical 
collection named for its 17th-century publisher, a French 
scholar, Jean-Luc d’Achéry)—the principal source of the 
collections before 850—which was of influence until the 
Gregorian reform in the 11th century. 
After Louis the Pious, the central power among the 

Franks was increasingly divided among counts and barons. 
German law—which linked the nght to govern with land 
ownership, without distinction between public and private 
law—expressed itself in the medieval forms of the system 
of private churches. This northern law looked upon dio- 
ceses, churches, and monasteries—with their rights and 

privileges—as lucrative possessions that deserved to be 
confiscated, by fraudulent means if necessary. 
Such situations became the occasion in about 850 for the 

massive falsifications (i.e., forgeries) of the pseudo-Isido- 
rian collections: the Hispana Augustodunensis (“Spanish 
Collection of Autun”), the Capitula Angilramni (“Chap- 
ters of Angilramnus,” bishop of Metz), the Capitularia 
Benedicti Levitae (“Frankish Imperial Laws of Benedict 
the Levite,” a fictitious name), and the Pseudo-Isidorian 
Decretals. The central goal of the anonymous Frankish 
group of authors of these collections was to strengthen the 
position of the bishops and to rectify the poor condition 
of ecclesiastical—-state affairs. This was accomplished by 
means of falsified and forged texts that were attributed 
to the esteemed authority of the old law (i.e., the popes) 
and the Carolingian princes. They did not have much 
influence on the real development of canon law, although 
later collections drew from them abundantly. Only the 
Magdeburg Centuriators, authors of the Centuries, a 16th- 
century Lutheran church history, denied the genuineness 
of all the-decretals of pseudo-Isidore; the lack of authen- 
ticity of the other three works was discovered later. 
Several collections appeared before AD 1000. About 882 

decretals were organized in the Collectio Anselmo dedicata 
(“Collection Dedicated to Anselm”), a papally oriented, 
systematic work from northern Italy. In Germany the 
Libri duo de synodalibus causis et disciplinis ecclesiasticis 
(“Two Books Concerning Synodical Causes and Church 
Discipline”) of Regino, abbot of Priim (906), was a bish- 
ops’ manual for the judicial interrogation of jurymen dur- 
ing a visitation; and in France appeared the collection of 
Abbon, abbot of Fleury (c. 996), which defended the legal 
position of his monastery against the king and bishop. 
Intended as a doctrinal book for the young cleric, the De- 
cree of Burchard—bishop of Worms from 1000 to 1025— 
became the canon-law manual in the cathedral schools 
and in the curias (administrative bureaucracies) of bish- 
ops and abbots in Germany, France, and Italy. Burchard 
was a promoter of moderate imperial reform. He did not 
reject the system of private churches; he only rejected the 
misuses proceeding from it, such as simony (buying or 
selling church offices) and the violation of celibacy. 
The slogans of the Gregorian reformation, initiated by 

Pope Gregory VII (reigned 1073-85), were /ibertas Ec- 
clesiae (“liberty of the church”) and puritas Ecclesiae 
(“purity of the church”). These slogans advocated freedom 
from the system of private churches on all levels; freedom 
from papal dependence on the Roman nobility and em- 
peror; freedom from dependence of the village priest on 
his senior (the beginning of the fight against investiture); 
and purity from simony and from the total collapse of 
celibacy (which was exhibited in the practice of heredi- 
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tary parishes and bishoprics). Fundamental principles of 
Gregorian canon law included those stipulating that only 
canon law that is given or approved by the pope is valid; 
papal legates (representatives) stand above the local hier- 
archies and preside over synods; for possession of every 
ecclesiastical office, choice and appointment by church 
authorities is demanded, along with the exclusion of lay 
investiture; every form of simony makes the appointment 
invalid; and the faithful must boycott the services of mar- 

ried priests. New material was sought, especially for the 
confirmation of papal primacy, in archives and libraries. 
The principal new sources were the Breviarium of Cardi- 
nal Atto (c. 1075), the Dictatus Papae (“Dictates of the 
Pope”) of Gregory VII (c. 1075), the Collectio 74 titulo- 
rum, or “Collection of 74 Titles” (1074-76), the collection 
of Bishop Anselm of Lucca (c. 1083) and that of Cardi- 
nal Deusdedit (c. 1085), and the Liber de vita Christiana 
(“Book Concerning the Christian Life”) of Bonizo, bishop 
of Sutri (¢, 1090). 
The investiture battle over the conflicting asserted rights 

of lay or ecclesiastical officials to invest a church official 
with the symbols of his spiritual office ended in France, 

England, and Germany (Concordat of Worms, 1122) in 
compromises. Gregorian law, which now seems too strict, 
had to be reconciled with the established traditions. Ivo, 
bishop of Chartres from 1091 to 1116, contributed to 

the settlement of the investiture problem by his political 
activities; his extended correspondence; and his three law 
collections, 7ripartita (“Tripartite Collection”), Decretum 
(“Decrees”; i.e., collection of decrees or canons), and 
Panormia (collections of “All the Laws”), the last two 
practically a fusion of Burchard’s Decree with Gregorian 
law. The famous Prologue, written by Ivo for either the 
Decretum or the Panormia, indicated for the first time a 
method by which the bishop must handle the conflicting 
strict and liberal texts, with justitia (“justice”) or misericor- 
dia (“mercy”). Bernold of Constance, in his little tractates, 
written between 1070 and 1091, listed several criteria for 

the reconciliation of conflicting texts, including authentic- 
ity of the text; identity of the author; difference between 
law, counsel, and dispensation, between universal and lo- 
cal law, of time and place; and different meanings of a 
word. A Liége (Belgium) canon lawyer, Alger, in his Liber 
de misericordia et justitia, or “Book Concerning Mercy 
and Justice” (c. 1105), applied Ivo’s criteria to the problem 
of the effect of sacraments administered by heretics and 
persons guilty of simony. The great medieval theologian 
Abelard developed the method of reconciling texts that are 
for or against a theological position in his Sic et non, or 
“Yes and No” (1115-17). The same methods were applied 
by the first writers of glosses (commentaries or interpre- 
tations) at the law school in Bologna on the Pandecta of 
Justinian, which was rediscovered in about 1070. 
The Corpus Juris Canonici (c. 1140-c. 1500). About 
1140 the monk John Gratian completed his Concor- 
dia discordantium canonum (“Harmony of Contradictory 
Laws”), later called the Decretum Gratiani (“Gratian’s De- 
cree”); it became not only the definitive canonical collec- 
tion of the entire preceding tradition but also a systematic 
application of the scholastic method to all legal material. 
The Decretum dealt with the sources of the law, ordina- 
tions, elections, simiony, law of procedure, ecclesiastical 
property, monks, heretics, schismatics, marriage, penance, 
and sacraments and sacramentals. Primitive as it was, it 
provided a foundation for systematic compilation of the 
legal material by the canonists and for the expansion of 
decretal law. It provided a basis for the education in 
canon law that began in the schools of Bologna, Paris, 
Orléans, Canterbury, Oxford, Padua, and elsewhere. It was 
accepted everywhere in the ecclesiastical administration of 
justice and government. 
From the time that the Gregorian reformation intro- 

duced a more centralized ecclesiastical administration, the 

number of appeals to Rome and the number of papal 
decisions mounted. New papal laws and decisions, called 
decretals, first added to Gratian’s Decretum, were soon 
gathered into separate collections, of which the best known 
are the Quinque compilationes antiquae (“Five Ancient 
Compilations”). The first, the Breviarium extravagantium 

Collec- 
tions of 
decretals 



312 Christianity 

(“Compendium of Decretals Circulating Outside”; i.e., not 

yet collected) of Bernard of Pavia, introduced a system 

inspired by the codification of Justinian, a division of the 
material into five books, briefly summarized in the phrase 
judex (“judge”), judicium (“trial”), clerus (“clergy”), con- 
nubium (“marriage”), crimen (“crime”). Each book was 

subdivided into titles and these in turn into capitula, or 
canons. This system was taken over by all subsequent col- 
lections of decretals. These compilations were the foremost 

source of the Liber extra (“Book Outside”; i.e., of decretals 
not in Gratian’s Decree) or Liber decretalium Gregorii 1X 

(“Book of Decretals of Gregory IX”), composed by Ray- 

mond of Penafort, a Spanish canonist, and promulgated 
on Sept. 5, 1234, as the exclusive codex for all of canon 
law after Gratian. On March 3, 1298, Pope Boniface VIII 
promulgated Liber sextus (“Book Six”), composed of off- 
cial collections of Innocent IV, Gregory X, and Nicholas 
Il], and private collections and decretals of his own, as 
the exclusive codex for the canon law since the Liber 
extra. The Constitutiones Clementinae (“Constitutions of 
Clement”) of Pope Clement V, most of which were enacted 
at the Council of Vienne (1311-12), were promulgated on 
Oct. 25, 1317, by Pope John XXII, but they were not 
an exclusive collection. The Decretum Gratiani, the Liber 
extra, Liber sextus, and Constitutiones Clementinae, with 
the addition of two private collections, the Extravagantes 
of John XXII and the Extravagantes communes (“Decre- 

tals Commonly Circulating”), were printed and published 
together for the first time in Paris in 1500. This entire 
collection soon received the name Corpus Juris Canonici 
(“Corpus of Canon Law”). 
The science of canon law was developed by the writers 

of glosses, the commentators on the Decree of Gratian 
(decretists), and the commentators on the collections of 
decretals (decretalists). Their glosses were based on the 
system used by Gratian: next to the texts of canons par- 
allel texts were noted, then conflicting ones, followed by 
a solutio (“solution”), again with text references. In con- 

nection with this the glosses of other canonists were also 
introduced. In this way the apparatus glossarum, contin- 
uous commentaries on the entire book, arose. The glossa 
ordinaria (“ordinary explanation”) on the different parts 
of the Corpus Juris Canonici was the apparatus that was 
used universally in the schools. After the classical period 
of the glossators (12th-14th century), terminated by the 
work of a lay Italian canonist, John Andreae (c. 1348), 
followed that of the post-glossators. In the absence of new 
legislation in the time of the Babylonian Captivity (1309- 
77), when the papacy was situated at Avignon, Fr., and 
the Great Schism (1378-1417), when there were at least 
two popes reigning simultaneously, the commentaries on 
decretals continued, but with a larger production of special 
tracts; e.g., regarding the laws of benefices and marriage 
and of consilia (advice about concrete legal questions). 
From the Council of Trent (1545-63) to the Codex Juris 

Canonici (1917). The end of decretal law. Toward the 
end of the Middle Ages decretal law ceased to govern. 
Medieval Christian society became politically and ecclesi- 
astically divided, according to the principle of cujus regio, 
ejus religio (Latin: “whose region, his religion”; i.e., the 
religion of the prince is the religion of the land). In Protes- 
tant areas the former Roman Catholic church buildings 
and benefices were taken over by other churches; and even 
in the lands that remained Catholic the churches found 
themselves in an isolated position as secularization forced 
the churches to reorganize. With the end of feudalism, 
canon law dealing with benefices, chapters, and monas- 
teries, which were closely bound to the feudal structure, 
changed. The territorial, material, and economic charac- 
ter of canon law and the decentralization allied with it 
disappeared. The decision of the reform councils from 
Pisa (1409) until the fifth Lateran Council (1512-17) af- 
fected, in particular, benefices, papal reservations, taxes, 
and other such ecclesiastical matters. In the same period 
various concordats (agreements) permitted the princes to 
intervene in the issue of ecclesiastical benefices and prop- 
erty. Canon law took on a more defensive character, with 
prohibitions regarding books, mixed marriages, participa- 
tion of Roman Catholics in Protestant worship and vice 

versa, education of the clergy in seminaries, and other 
such areas of concern. 
At the Roman Catholic reform Council of Trent (1545- 

63) a new foundation for the further development of 

canon law was expressed in the Capita de reformatione 
(“Articles Concerning Reform”), which were discussed and 

accepted in 10 of the 25 sessions. Papal primacy was not 
only dogmatically affirmed against conciliarism (the view 
that councils are more authoritative than the pope) but 

was also juridically strengthened in the conduct and im- 
plementation of the council. The central position of the 
bishops was recovered, over against the decentralization 
that had been brought about by the privileges and ex- 
emptions of chapters, monasteries, fraternities, and other 
corporate bodies that sprang from Germanic law, as well 
as caused by the rights granted to patrons. In practically all 
matters of reform the bishops received authority ad instar 
legati S. Sedis (“like delegates of the Holy See”). Strict de- 
mands were made for admission to ordination and offices; 
measures were taken against luxurious living, nepotism, 
and the neglect of the residence obligation; training of 
the clergy in seminaries was prescribed; prescriptions were 
given about pastoral care, schools for the young, diocesan 
and provincial synods, confession, and marriage; the right 
to benefices was purified of misuse; and the formalistic 
law of procedure was simplified. 
The council gave the duty of execution of the reform 

to the pope. On Jan. 26, 1564, Pius IV confirmed the 
decisions, reserved to himself their interpretation and exe- 
cution, and on Aug. 2, 1564, established the Congregation 
of the Council for that purpose. The congregations of 
cardinals, which proceeded from the former permanent 
commissions of the consistorium (the assembly of the pope 
with the College of Cardinals), were organized by Pope 
Sixtus V in 1587. Since then the administrative apparatus 
of the Curia has consisted of congregations of cardinals 
together with courts and offices. This apparatus made it 
possible for the Latin Church to acquire a uniform canon 
law system that was developed in defail. 
Law for the missions. Expansion of the church brought 

with it expansion of the ordinary hierarchical episcopal 
structure. This was true also for the new colonies under 
the right of patronage of the Spanish and Portuguese kings. 
In the other mission areas and in the areas taken over 
by the Protestants, where the realization of the episcopal 
structure and the decretal law adopted by Trent was not 
possible, the organization of mission activity was taken 
from missionaries and religious orders and given to the 
Holy See. The Sacred Congregation for Propagation of the 
Faith (the Propaganda) was established for this purpose in 
1622. Missionaries received their mandate from Rome; the 
administration was given over to apostolic vicars (bishops 
of territories having no ordinary hierarchy) and prefects 
(having episcopal powers, but not necessarily bishops) who 
were directly dependent on the Propaganda, from which 
they received precisely described faculties. A new, uniform 
mission law was created, without noteworthy native influ- 
ence; this sometimes led to conflict, such as the Chinese 
rites controversy in the 17th and 18th centuries over the 
compatibility of rites honouring Confucius and ancestors 
with Christian rites. 
The first Vatican Council (1869-70) strengthened the 

central position of the papacy in the constitutional law 
of the church by means of its dogmatic definition of pa- 
pal primacy. Disciplinary canons were not enacted at the 
council; but the desire expressed by many bishops that 
canon law be codified did have influence on the emer- 
gence and content of the code of canon law. 
The Codex Juris Canonici (1917). Since the closing off 

of the Corpus Juris Canonici there had been no official or 
noteworthy private collection of the canon law, except for 
the constitutions of Pope Benedict XIV (reigned 1740- 
58). The material was spread out in the collections of the 
Corpus Juris Canonici and in the generally very incom- 
plete private publications of the acta of popes, of general 
and local councils, and the various Roman congregations 
and legal organs, which made canon law into something 
unmanageable and uncertain. The need for codification 
was recognized even more because of the fact that since 
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the end of the 18th century, secular law had undergone a 
period of great codification. Several private attempts to do 
this had met with little success. 
On March 19, 1904, Pius X announced his intention to 

complete the codification, and he named a commission 

of 16 cardinals, with himself as chairman. Bishops and 

university faculties were asked to cooperate. The schemata 
of the five books that were prepared in Rome—universal 
norms, personal law, law of things, penal law, and proce- 
dural law—were proposed in the years 1912-14 to all those 
who would ordinarily be summoned to an ecumenical 
council, and with their observations were then reworked 
in the cardinals’ commission. The entire undertaking and 
all the drafts were under the papal seal of secrecy and 
were not published. Meanwhile, Pius X introduced vari- 
ous reforms that were to a great degree the results of the 
commission’s work. In July 1916 the preparations for the 
Codex Juris Canonici (“Code of Canon Law”) were com- 

pleted. The code was promulgated on Pentecost Sunday, 
May 27, 1917, and became effective on Pentecost Sunday, 
May 19, 1918. 
In contrast to all earlier official collections this code 

was a complete and exclusive codification of all univer- 
sal church law then binding in the Latin Church. Out 
of fear of political difficulties, a systematic handling of 
public church law, especially what concerned the relations 
between church and state, was omitted. Its main purpose 
was to offer a codification of the law, and only inci- 
dentally adaptation, and so it introduced relatively little 
that was new legislation. The 2,414 canons were divided 
into five books that no longer followed the system of the 
collections of decretals but did follow that of the Peru- 
gian canonist Paul Lancelotti’s Institutiones juris canonici 
(1563; “Institutions of Canon Law”), which in turn went 
back to the division of the 2nd-century Roman lawyer 
Gaius’ Institutiones—one section on persons, two sections 
on things, and one section on actions—and was based on 
the fundamental idea of Roman law; i.e., subjective night. 
In some editions the sources that were used by the editors 
were indicated at the individual canons. With the publi- 
cation of the codex these sources belonged to the history 
of the law. Older general and particular law, in conflict 
with the codex, was given up and, insofar as it was not 
in conflict with it, served only as a means for interpreting 
the code. The old law of custom in conflict with the code 
and expressly reprobated by it was rendered null; when 
not reprobated and 100 years old or immemorial it could 
be allowed by ordinaries for pressing reasons. Acquired 
rights and concordats in force remained in force. With this 
change, an independent science of the history of canon 
law became necessary, in addition to the dogmatic canon- 
ical science of canon law on the basis of the code. 
In order to ensure the unity of the codification and the 

law, a commission of cardinals was established on Sept. 
15, 1917, for the authentic interpretation of the new code. 
At the same time it was decided that the cardinals’ con- 
gregations should no longer make new general decrees but 
only instructions for the carrying out of the prescriptions 
of the code. Should a general decree appear necessary, 
it was determined, the commission would formulate new 
canons and insert them into the code. Neither of these 
decisions was carried out. Only two canons were altered 
and congregations promulgated numerous general decrees. 
New papal legislation complemented and altered the law 
of the code. 
The Eastern churches in union with Rome. Catholic 

Eastern churches (churches in union with the Roman 
Catholic Church) retain their own traditions in liturgy and 
church order, insofar as these are not considered to be 
in conflict with the norms taken by Rome to be divine 
law. In 1929 Pius XI set up a commission of cardinals 
for the codification of canon law valid for all Uniate 
churches in the East. In the following year a commission 
was established for the preparation of the codification and 
one for the collection of the sources of Eastern law, in 
which experts of all rites were involved. These collections 
were published in three series, begun respectively in 1930, 
1935, and 1942. 
In 1935 the preparatory commission became the Pon- 
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tifical Commission for the Redaction of the Codex Juris 
Canonici Orientalis (“Code of Oriental Canon Law”). The 
cooperation of all Eastern ordinaries (bishops, patriarchs, 
and others having jurisdictions) was requested, and the 
drafts of the various documents were sent to them. There- 
after four parts were published: in 1949, on marriage law; 
in 1952, on the law for monks and other religious, on 

ecclesiastical properties, and a title De Verborum Signi- 
ficatione (“Concerning the Meaning of Words”), a series 
of definitions of legal terms used in the canons; and in 
1957, on constitutional law, especially of the clergy. The 
still incomplete codification followed the Latin code with 
the assimilation of the authentic interpretation and with 
textual corrections, and also with the insertion of the 
general law proper to the Eastern churches, including the 
Orthodox churches, regarding the patriarchs and their syn- 
ods, marriage law, the law of religious, and other matters. 

The promulgation was made only in Latin in the Acta 
Apostolicae Sedis, the official organ of the Holy See. The 
Catholic Eastern churches came under the Congregation 
for the Eastern Churches that was established on Jan. 6, 
1862, by Pius IX as part of the Propaganda Fide, and 
was made independent by Benedict XV on May 1, 1917, 
and expanded considerably by Pius XI on March 25, 
1938. Roman legislation as well as the jurisdiction of a 
congregation of the Roman Curia was criticized as being 
incompatible with the traditional autonomy of the Eastern 
churches in legislation and administration. 

THE SECOND VATICAN COUNCIL AND 

POST-CONCILIAR CANON LAW 

Vatican II. Fundamental to the development of canon 
law in the Roman Catholic Church is the second Vat- 
ican Council’s (Oct. 11, 1962—Dec. 8, 1965) vision of 
the church as the people of God. In this connection the 
former concept of the church as societas perfecta (the 
“perfect society”), founded by Christ through the mission 
of the Apostles and their successors, to which one belongs 

through subjection to the hierarchy, is replaced by a vi- 
sion of the church as a community in which all possess 
the sacramental mission to live and proclaim the Gospel, 
and all have a function in the service of the whole. The 
legislative and administrative functions remain related to 
the hierarchy, but this is much more expressly seen as a 
service for the religious life of the community. The idea 
of collegiality, resting on the recognition of the vocation 
received by each one from the Lord, works itself out in 
the relationship existing among the bishops and with the 
pope, of the bishops with the clergy, and of the clergy with 
the laity. Related to this is a tendency to co-responsibility 
and the democratization of the church structure and also 
an autonomy for the laity to exercise individually and col- 
lectively the Christian mission proper to them; namely, to 
bring the spirit of Christ into the secular life of mankind. 
The right of clergy and laity to a share in the leadership of 
bishops and pope is recognized. The vision of the people 
of God as sacramentum mundi, a sign of redemption for 
all mankind, gave a new insight into the relationships with 
the Protestant churches, the other world religions, and 
the nonreligious atheistic and humanistic movements. In 
this view, freedom of religion and philosophy became the 
most fundamental right of humanity. 
Post-conciliar legislation. From a schematically chro- 

nological survey of the principal conciliar and post-concil- 
iar legislation a new era apparently began for canon law. 
In 1960, the Secretariat for Promoting Christian Unity 
was established. Three years later various faculties, previ- 
ously reserved to Rome, were given to the bishops; and in 
1964, actions were undertaken for the reorganization of 
the papal commission for communications media, estab- 
lishment of the Secretariat for Non-Christians, and lifting 
of the prohibition against cremation. Other legislative 
changes indicating a new era included several regulations 
that could not have been proposed with any possibility 
of their being accepted prior to Vatican II. In 1965, for 
example, preeminence in the College of Cardinals was 
given to Eastern patriarchs, after deacon and subdeacon 
and after the cardinals of the dioceses of the province of 
Rome; in the same year the Secretariat for Non-Believers 
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was established and the Holy Office (formerly the Inqui- 
sition) became the Congregation for the Doctrine of the 
Faith, with emphasis on the positive fostering of theolog- 
ical research. In 1966, greatly reduced prescriptions for 
fasting and abstinence were adopted, the Index of pro- 
hibited books became a moral guide instead of obligatory 
law, and in implementation of the conciliar degree on the 
episcopal office, the principle according to which ordinar- 
ies (e.g., bishops) dispense from universal laws only when 
this is allowed by law or special faculties was replaced by 
the principle that ordinaries can always dispense unless it 
is explicitly reserved to Rome—and such reserved dispen- 
sations in question are indicated. 
In addition to these changes, further canonical regula- 

tions were accepted. New regulations for mixed marriages 
were adopted in 1966. Norms were established for the 
implementation of the conciliar decrees on the office 
of bishops and priests; missionary activity; personal and 
material aid to needy churches; introduction of priests’ 
councils and pastoral councils of priests, religious (i.e., 
monks and nuns), and laity as advisory groups for bish- 
ops; international episcopal conferences and their mutual 
relationships; and other concerns. From 1967 to 1970 

more changes were made in canonical regulations—e.g., 
in 1967, total revision of the norms for indulgences, es- 
tablishment in the Roman Curia of the council of laymen 
and the study commission Justitia et Pax (“Justice and 

Peace”), new dispensation rights for Eastern bishops, direc- 
tory for ecumenical cooperation with Christian churches, 
regulation of the office of the diaconate to include married 
men, and reorganization of the Roman Curia; in 1970, 
a mandate to the secretary of state to discuss with the 
world episcopacy the question of celibacy and ordination 
of married men in areas that need priests. 
Characteristics of the new regulations included a search- 

ing for structures to allow all members of the church to 
have a voice in ecclesiastical decision making and decen- 
tralization and autonomy of local churches. Regulations 
from Rome were kept to the general, with ample room 
for local adaptation. In addition, new regulations were to 
be enacted only after extensive and open inquiry and test 
by experience, with possibilities for experimentation. In 
place of regulations of religious behaviour, canon law was 
becoming an ordering of the cooperation of all members 
of the Roman Catholic Church for the realization of its 
mission in the world. 
Revision of the Code of Canon Law. On Jan. 25, 1959, 

John XXIII announced the revision of the church’s code. 
On March 28, 1963, he set up a commission of cardinals 
for that purpose. On April 17, 1964, Paul VI named the 
first consultants. No publicity was given to the commis- 
sion’s work, but the first episcopal synod (Sept. 30-Oct. 
4, 1967) gave its approval to a document in which several 

principles for the revision were indicated (Principia quae 
codicis juris canonici recognitionem dirigant, or “Princi- 
ples Which Guide the Recognition of the Code of Canon 
Law”): the juridical character of the code ought to be 
preserved and not, as some wished, be limited to a rule 
for faith and morals; canon law for the area of each one’s 
personal conscience should be maintained, but conflicts 
between law for conscience and public law ought to be 
avoided, especially in marriage and penal law; as a means 
to stimulate pastoral work it was recommended that the 
laws be expressed in a spirit of love, fairness, and hu- 
manity; no binding prescriptions were to be given where 
admonition and counsel suffice; pastoral workers were to 
be given more discretionary powers, and greater freedom 
was to be given to bishops, especially in mission areas: 
laws were to be such that ample possibility is given for 
local adaptation, carrying through the principle of sub- 
sidiarity (i.e., that nothing should be committed to higher 
organs that can be accomplished by individuals or lesser 
or subordinate bodies), however, with care to retain the 
unity of law and jurisdiction; regulation of administrative 
jurisdiction and in principle public jurisdiction; distinc- 
tion of legislative, administrative, and judicial functions; 
limitation of punishments, in particular limitation of pun- 
ishments incurred automatically upon commission of the 
offense to very few and very serious crimes. On May 28, 

1968, the commission approved a preliminary division of 
the new codex. (P.Hu./Ed.) 
As the drafts of the various parts of the new code became 

available, a vast process of consultation was initiated. The 
departments of the Roman Curia, the local bishops and 
their regional conferences, the heads of religious institutes, 
and university faculties of canon law were invited to eval- 
uate the schemata and offer suggestions for their improve- 
ment. This lengthy procedure was completed in 1982. 
The new Code of Canon Law. The second Codex Juris 

Canonici in history for the Catholics of the Latin rite was 
promulgated by Pope John Paul II on Jan. 25, 1983, and 
entered into effect on Nov. 27, 1983. It contains 1,752 
canons divided among seven books. The books are: (1) 
“General Norms,” concerning the operating principles of 
canon law, definitions of juridical persons, and ecclesi- 
astical offices; (2) “The People of God,” describing the 
rights and duties of the faithful in general and of clerics 
and lay persons in particular, as well as the organiza- 
tional structures of the church, papacy, episcopal college, 
Roman Curia, particular churches, and institutes of con- 
secrated life; (3) “The Teaching Office of the Church,” 

concerning catechetical and missionary activities, schools, 
and media of communication; (4) “The Sanctifying Office 
of the Church,” describing sacraments and worship in 
all its forms; (5) “The Temporal Goods of the Church,” 
defining ownership and administration of property, con- 
tracts, and charitable foundations; (6) “Sanctions in the 
Church,” describing various crimes, delicts, and penalties; 
and (7) “Procedures,” outlining the administration of jus- 
tice by ecclesiastical courts, various quasi-judicial actions, 
and remedies. 

The declared intention of the drafters of the new code 
was to give practical effect to the theological insights of 
the second Vatican Council. The emphasis in the new 
law is on the universal people of God, and the governing 
power of the hierarchy is presented as a call to serve. 
The fundamental rights of the faithful are clearly asserted, 
and their active participation in the, life of the church is 
encouraged. An effort was made toward decentralization, 
with local bishops enjoying more autonomy. Despite crit- 
icism from some scholars and clerics that the new code 
remains conservative on certain issues, it is recognized that 
the body of the law is permeated by an ecumenical spirit 
and displays a respect for the freedom of conscience and 
religious conviction of every human being. With the new 
code the hermeneutics of canon law have changed signif- 
icantly. Apart from the strictly legal transactions, creating 
enforceable rights and duties (as in matters of property), 
the application of the laws must be guided and moderated 
according to pastoral needs. 
The Eastern churches. A process similar to that used for 

the preparation of the new code for the Latin church was 
in progress during the 1980s for all the Eastern Catholic 
churches. The first draft of the new, unified code of laws 
was completed in 1986. It consists of 1,561 canons, or- 
ganized into 30 titles. The institutions and structures of 
the Uniate churches are supported; the right to worship 
according to their own liturgical traditions is confirmed. 
The dignity and power of the patriarchs and of the ma- 
jor archbishops are recognized; the importance of synodal 
government at different levels is affirmed. Overall, the 
major themes found in this draft are the same as the 
ones in the Latin code (although arranged in a different 
order); in matters of common interest many canons are 
taken word-by-word from the Latin code. The process of 
consultation over this schema, once completed, is likely 
to bring about many changes in the proposed canons. The 
task of codifying in a single volume the laws of so many 
churches—having different historical memories, rooted in 
various cultures, and without a common language—is a 
daunting one, even if they all profess the same faith and 
are in communion with Rome. (L.M.O.) 

ANGLICAN CANON LAW 

The Anglican Communion embraces the Church of En- 
gland and its affiliated churches. Since the submission of 
the clergy demanded by King Henry VIII and the Act of 
Supremacy in 1534, in which the Parliament recognized 
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him as supreme head of the Church of England and 
which was renewed by Queen Elizabeth I, the law of the 
English Church rests on the supremacy of the prince or 
of the Parliament. It is theoretically accepted that, outside 
the law determined by the English synods in the ancient 
independent national churches, only the principles of the 
jus ecclesiasticum commune (“common ecclesiastical law”’) 
are binding, but other norms, promulgated by popes and 
councils, are accepted only to the extent that they were 
accepted by English ecclesiastical or secular courts. For 
practical purposes the development of church law in the 
English Church is held by some canonists (usually Roman 
Catholic) to be not canon law but the ecclesiastical law 

of the state. The hierarchy has the power to ordain by 
virtue of the apostolic succession, which was preserved— 

according to the Anglican view—by the consecration of 
Matthew Parker as archbishop of Canterbury (1559), but 
it does not possess legislative authority. The ecclesiastical 
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provinces are administered by convocations of Canterbury 
and York, consisting of an upper house of bishops and a 

lower house of clergy. In 1919 a Church Assembly was 
established by the Enabling Act; the assembly consists of 
three houses (of bishops, members of the convocations, 
and laity) with the authority to make proposals relating 
to any matter concerning the Church of England—with 
the exception of dogmas of faith—and to present these 
proposals to the ecclesiastical committee of Parliament. 
If the committee agrees on a positive report, then the 
Parliament can approve or reject the proposal but not 
amend it; if both houses of Parliament accept it, then it 

acquires the force of law by royal approval. Lambeth Con- 
ferences, which have been held approximately every 10 
years since 1867 at the London palace of the archbishop of 
Canterbury and which involve all Anglican bishops from 
throughout the world, do not have legislative authority. 

(P.Hu./Ed.) 

ASPECTS OF THE CHRISTIAN RELIGION 

Patristic literature 

Patristic literature is generally identified today with the 
entire Christian literature of the early Christian centuries, 
irrespective of its orthodoxy or the reverse. Taken literally, 
however, patristic literature should denote the literature 

emanating from the Fathers of the Christian Church, the 
Fathers being those respected bishops and other teachers 
of exemplary life who witnessed to and expounded the 
orthodox faith in the early centuries. This would be in line 
with the ancient practice of designating as “the Fathers” 
prominent church teachers of past generations who had 
taken part in ecumenical councils or whose writings were 
appealed to as authoritative. Almost everywhere, however, 
this restrictive definition has been abandoned. There are 
several reasons why a more elastic usage is to be wel- 
comed. One is that some of the most exciting Christian 
authors, such as Origen, were of questionable orthodoxy, 

and others—Tertullian, for example—deliberately left the 
church. Another is that the undoubtedly orthodox Fathers 
themselves cannot be properly understood in isolation 
from their doctrinally unorthodox contemporaries. Most 
decisive is the consideration that early Christian literature 
exists, and deserves to be studied, as a whole and that 
much will be lost if any sector is neglected because of 
supposed doctrinal shortcomings. 

THE ANTE-NICENE PERIOD 

During the first three centuries of its existence the Chris- 
tian Church had first to emerge from the Jewish environ- 
ment that had cradled it and then come to terms with 
the predominantly Hellenistic (Greek) culture surround- 
ing it. Its legal position at best precarious, it was exposed 
to outbursts of persecution at the very time when it was 
working out its distinctive system of beliefs, defining its 
position vis-a-vis Judaism on the one hand and Gnos- 
ticism (a heretical movement that upheld the dualistic 
view that matter is evil and the spirit good) on the other, 
and constructing its characteristic organization and ethic. 
It was a period of flux and experiment, but also one of 
consolidation and growing self-confidence, and these are 
all mirrored in its literature. 
The Apostolic Fathers. According to conventional reck- 

oning, the earliest examples of patristic literature are the 
writings of the so-called Apostolic Fathers; the name de- 
rives from their supposed contacts with the Apostles or the 
apostolic community. These writings include the church 
order called the Didaché, or Teaching of the Twelve Apos- 
tles (dealing with church practices and morals), the Letter 
of Barnabas, and the Shepherd of Hermas, all of which 
hovered at times on the fringe of the New Testament 
canon in that they were used as sacred scripture by some 
local churches; the First Letter of Clement, the seven let- 
ters that Ignatius of Antioch (d. c. 110) wrote when being 
escorted to Rome for his martyrdom, the related Letter 
to the Philippians by Polycarp of Smyrna (d. c. 156 or 

168), and the narrative report of Polycarp’s martyrdom; 
some fragmentary accounts of the origins of the Gospels 
by Papias (fl. late Ist or early 2nd century AD), bishop of 
Hierapolis in Phrygia, Asia Minor; and an ancient homily 
(sermon) known as the Second Letter of Clement. They 
all belong to the late 1st or early 2nd century and were all 
to a greater or lesser extent influenced (sometimes by way 
of reaction) by the profoundly Jewish atmosphere that 
pervaded Christian thinking and practice at this primitive 
stage. For this reason alone, modern scholars tend to regard 
them as a somewhat arbitrarily selected group. A more 
scientific assessment would place them in the context of a 
much wider contemporary Jewish-Christian literature that 
has largely disappeared but whose character can be judged 
from pseudepigraphal (or noncanonical) works such as the 
Ascension of Isaiah, the Odes of Solomon, and certain 
extracanonical texts modeled on the New Testament. 
Even with this qualification the Apostolic Fathers, with 

their rich variety of provenance and genre (types), illus- 
trate the difficult doctrinal and organizational problems 
with which the church grappled in those transitional 
generations. Important among these problems were the 
creation of a ministerial hierarchy and of an accepted 
structure of ecclesiastical authority. The Didaché, which 
is Syrian in background and possibly the oldest of these 
documents, suggests a phase when Apostles and prophets 
were still active but when the routine ministry of bishops 
and deacons was already winning recognition. The First 
Letter of Clement, an official letter from the Roman to the 
Corinthian Church, reflects the more advanced state of a 
collegiate episcopate, with its shared authority among an 
assembly of bishops. This view of authority was supported 
by an emergent theory of apostolic succession in which 
bishops were regarded as jurisdictional heirs of the early 
Apostles. The First Letter of Clement is also instructive 
in showing that the Roman Church, even in the late Ist 
century, was asserting its right to intervene in the affairs of 
other churches. The letters of Ignatius, bishop of Antioch 

at the beginning of the 2nd century, depict the position of 
the monarchical bishop, flanked by subordinate presbyters 
(priests) and deacons (personal assistants to the bishop), 
which had been securely established in Asia Minor. 
Almost more urgent was the question of the relation of 

Christianity to Judaism, and in particular of the Christian 
attitude toward the Old Testament. In the Didaché there 
is little sign of embarrassment; Jewish ethical material 
is taken over with suitable adaptations, and the Jewish 
basis of the liturgical elements is palpable. But with Bar- 
nabas the tension becomes acute; violently anti-Jewish, 
the Alexandrian author substitutes allegorism (use of sym- 
bolism) for Jewish literalism and thus enables himself to 
wrest a Christian meaning from the Old Testament. The 
same tension is underlined by Ignatius’ polemic against 
Judaizing tendencies in the church. At the same time all 
these writings—especially those of Ignatius, Polycarp, and 
Papias—testify to the growing awareness of a specifically 
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Christian tradition embodied in the teaching transmitted 
from the Apostles. 
Almost all the Apostolic Fathers throw light on primitive 

doctrine and practice. The Didaché, for example, presents 
the Eucharist as a sacrifice, and / Clement incorporates 
contemporary prayers. JJ Clement invites its readers to 
think of Christ as of God, and of the church as a preexis- 

tent reality. The Shepherd of Hermas seeks to modify the 
rigorist view that sin committed after baptism cannot be 
forgiven. But the real key to the theology of the Apostolic 
Fathers, which also explains its often curious imagery, is 
that it is Jewish-Christian through and through, expressing 
itself in categories derived from latter-day Judaism and 
apocalyptic literature (depicting the intervention of God 
in history in the last times), which were soon to become 
unfashionable and be discarded. 
The Gnostic writers. Hardly had the church thrown 

off its early Jewish-Christian idiosyncrasies when it found 
itself confronted by the amorphous but pervasive philo- 
sophical-religious movement known as Gnosticism. This 
movement made a strong bid to absorb Christianity in 
the 2nd century, and a number of Christian Gnostic sects 
flourished and contributed richly to Christian literature. 
Although the church eventually maintained its identity 
intact, the confrontation forced it to clarify its ideas on 
vital issues on which it differed sharply from the Gnostics. 
Chief among these were the Gnostics’ distinction between 
the unknown supreme God and the Demiurge (identified 
with the God of the Old Testament) who created this 
world; their dualist disparagement of the material order 
and insistence that the Redeemer became incarnate in ap- 
pearance only; their belief in salvation by esoteric knowl- 
edge; and their division of humanity into a spiritual elite 
able to achieve salvation and, below this elite, “psychics” 

capable of a modified form of salvation and “material” 
people cut off from salvation. 

Among the leading 2nd-century Christian Gnostics were 
Saturninus and Basilides, reputedly pupils of Menander, 
a disciple of Simon Magus (late Ist century), the alleged 
founder of the movement; they worked at both Anti- 
och and Alexandria. Most famous and influential was 
the Egyptian Valentinus, who acquired a great reputation 
at Rome (c. 150) and founded an influential school of 
thought. Basilides and Valentinus are reported to have 
written extensively, and their systems can be reconstructed 
from hostile accounts by Irenaeus, Clement of Alexandria, 

and other orthodox critics. The Gnostics generally seem to 
have been prolific writers, and as they needed their own dis- 

tinctive scriptures they soon created a body of apocryphal 
books patterned on the New Testament. It was a Syrian 
Gnostic convert, Tatian, who compiled (late 2nd century) 
the first harmony of the four Gospels (the Diatessaron) —a 
single gospel using the material from the Gospels; and an 
Italian Gnostic, Heracleon (2nd century), who prepared 
the earliest commentary on the Gospel According to John 
(extracts from it were preserved by Origen). Epiphanius (c. 
315-403) preserved a Letter to Flora, by the Valentinian 
Gnostic Ptolemaeus (late 2nd century), supplying rules for 
interpreting the Mosaic Law (the Torah) in a Christian 
sense; and another disciple of Valentinus, Theodotus (2nd 
century), published an account of his master’s system that 
was excerpted by Clement of Alexandria. 
Almost the entire vast literature of Gnosticism has per- 

ished, and until recently the only original documents 
available to scholars (apart from extracts such as those 
already mentioned, which were preserved by orthodox 
critics) were a handful of treatises in Coptic contained in 
three codices (manuscript books) that were discovered in 
the 18th and late 19th centuries. The most interesting of 
these are Pistis Sophia and the Apocryphon of John, the 
former consisting of conversations of the risen Jesus with 
his disciples about the fall and redemption of the aeon 
(emanation from the Godhead) called Pistis Sophia, the 
latter of revelations made by Jesus to St. John explain- 
ing the presence of evil in the cosmos and showing how 
mankind can be rescued from it. 
Since 1945, however, this meagre store has been richly 

supplemented by the discovery near Naj‘ Hammadi, in 
Egypt on the Nile about 78 miles northwest of Luxor, 

of 13 codices containing Christian Gnostic treatises in 
Coptic translations. Among these, the Jung Codex (named 
in honour of the psychoanalyst Carl Jung by those who 
purchased it for his library) includes five important items: 
a Prayer of the Apostle Paul; an Apocryphon of James, 
recording revelations imparted by the risen Christ to the 
Apostles; the Gospel of Truth, perhaps to be identified 
with the work of this name attributed by Irenaeus to 
Valentinus; the Epistle to Rheginos, a Valentinian work, 
possibly by Valentinus himself, on the Resurrection; and 
a Tripartite Treatise, probably written by Heracleon, of 
the school of Valentinianism. The other documents from 
the Naj’ Hammadi library include the Gospel of Thomas, 
a collection of sayings and parables that are ascribed to 
Jesus; the Apocryphon of John, which represents the first 
chapter of Genesis in mythological terms; and writings as- 
cribed to Philip, Mary Magdalene, Adam, Peter, and Paul. 
A figure of immense significance who is often, though 

perhaps mistakenly, counted among the Gnostics was 
Marcion, who after breaking with the Roman Church in 
144 set up a successful organization of his own. Teaching 
that there is a radical opposition between the Law and the 
Gospel, he refused to identify the God of love revealed 
in the New Testament with the wrathful Creator God of 
the Old Testament. He set forth these contrasts in his 
Antitheses, and his adoption of a reduced New Testament 
consisting of the Gospel According to Luke and certain 
Pauline epistles, all purged of presumed Jewish interpola- 
tions, had an important bearing on the church’s formation 
of its own fuller canon. 
The Apologists. The orthodox literature of the 2nd and 

early 3rd centuries tends to have a distinctly defensive or 
polemical colouring. It was the age of Apologists, and these 
Apologists engaged in battle on two fronts. First, there 
was the hostility and criticism of pagan society. Because 
of its very aloofness the church was popularly suspected of 
sheltering all sorts of immoralities and thus of threatening 
the established order. At a higher level, Christianity, as 
it became better known, was being fricreasingly exposed 
to intellectual attack. The physician Galen of Pergamum 
(129-c. 199) and the Middle Platonist thinker Celsus, who 

followed the religiously inclined form of Platonism that 
flourished from the 3rd century Bc to the 3rd century 
AD (compare his devastating A/éthés logos, or True Word, 
written c. 178), were only two among many “cultured 
despisers.” But, second, orthodoxy had to take issue with 
distorting tendencies within, whether these took the form 
of Gnosticism or of other heresies, such as the so-called 
semi-Gnostic Marcion’s rejection of the Old Testament 
revelation or the claim of the ecstatic prophet from Phryg- 
ia, Montanus, to be the vehicle of a new outpouring of the 
Holy Spirit. Christianity had also to define exactly where 
it stood in relation to Hellenistic culture. 
Strictly speaking, the term Apologists denotes the 2nd- 

century writers who defended Christianity against external 
critics, pagan and Jewish. The earliest of this group was 
Quadratus, who in about 124 addressed an apology for the 
faith to the emperor Hadrian; apart from a single fragment 
it is now lost. Other early Apologists who are mere names 
known to scholars are Aristo of Pella, the first to prepare 
an apology to counter Jewish objections, and Apollinaris, 
bishop of Hierapolis, said to be the author of numerous 
apologetic works and also of a critique of Montanism. An 
early apology that has survived intact is that of Aristides, 
addressed about 140 to the emperor Antoninus Pius; after 
being completely lost, the text was rediscovered in the 
19th century. The most famous Apologist, however, was - 
Justin, who was converted to Christianity after trying var- 
ious philosophical schools, paid lengthy visits to Rome, 
and was martyred there (c. 165). Justin’s two Apologies 
are skillful presentations of the Christian case to the pa- 
gan critics; and his Dialogue with Trypho is an elaborate 
defense of Christianity against Judaism. 
Justin’s attitude to pagan philosophy was positive, but 

his pupil Tatian could see nothing but evil in the Greco- 
Roman civilization. Indeed, Tatian’s Discourse to the 
Greeks is less a positive vindication of Christianity than a 
sharp attack on paganism. His contemporary Athenagoras 
of Athens, author of the apologetic work Embassy for 
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the Christians and a treatise On the Resurrection of the 
Dead, is as friendly as Justin to Greek culture and phi- 
losophy. Two others who deserve mention are Theophilus 
of Antioch, a prolific publicist whose only surviving work 
is To Autolycus, prepared for his pagan friend Autolycus; 
and the anonymous author of the Letter to Diognetus, an 
attractive and persuasive exposition of the Christian way 
of life that is often included among the Apostolic Fathers. 
As stylists the Apologists reach only a passable level; even 

Athenagoras scarcely achieves the elegance at which he 
obviously aimed. But they had little difficulty in refuting 
the spurious charges popularly brought against Christians, 
including atheism, cannibalism, and promiscuity, or in 
mounting a counterattack against the debasements of pa- 
ganism. More positively, they strove to vindicate the Chris- 
tian understanding of God and specific doctrines such as 
the divinity of Christ and the resurrection of the body. 
In so doing, most of them exploited current philosophical 
conceptions, in particular that of the Logos (Word), or ra- 
tional principle underlying and permeating reality, which 
they regarded as the divine reason, become incarnate in 
Jesus. They have been accused of Hellenizing Christianity 
(making it Greek in form and method), but they were in 
fact attempting to formulate it in intellectual categories 
congenial to their age. In a real sense they were the first 
Christian theologians. But the same tension between the 
Gospel and philosophy was to persist throughout the pa- 
tristic period, with results that were sometimes positive, 
as in Augustine and Gregory of Nyssa, and sometimes 
negative, as in the radical Arians Aétius and Eunomius. 
As the 2nd century advanced, a more confident, aggres- 

sive spirit came over Christian Apologists, and their intel- 
lectual and literary stature increased greatly. Clement of 
Alexandria, for example, while insisting on the supremacy 
of faith, freely drew on Platonism and Stoicism to clarify 
Christian teaching. In his Protreptikos (“Exhortation”) and 
Paidagogos (“Instructor”) he urged pagans to abandon 
their futile beliefs, accept the Logos as guide, and allow 

their souls to be trained by him. In interpreting scripture 
he used an allegorizing method derived from the Jewish 
philosopher Philo, and against Gnosticism he argued that 
the baptized believer who studies the Scriptures is the true 
Gnostic, faith being at once superior to knowledge and 
the beginning of knowledge. 
The critique of Gnosticism was much more systematically 

developed by Clement’s older contemporary, Irenaeus of 
Lyon, in his voluminous Against Heresies. While counter- 
ing the Valentinian dualism that asserted that spirit was 
good and matter evil, this treatise makes clear the church’s 
growing reliance on its creed or “rule of faith,” on the 
New Testament canon, and on the succession of bishops 
as guarantors of the true apostolic tradition. Irenaeus was 
also a constructive theologian, expounding ideas about 
God as Creator, about the Son and the Spirit as his 
“two hands,” about Christ as the New Adam who recon- 
ciles fallen humanity with God, and about the worldwide 
church with its apostolic faith and ministry, a concept that 
theology was later to take up eagerly. 
More brilliant as a stylist and controversialist, the North 

African lawyer Tertullian was also the first Latin theologian 
of considerable importance. Unlike Clement, he reacted 
with hostility to pagan culture, scornfully asking, “What 
has Athens to do with Jerusalem?” His Apology remains 
a classic of ancient Christian literature, and his numerous 
moral and practical works reveal an uncompromisingly 
rigid moral view. Although later becoming a Montanist 
himself (a follower of the morally rigorous and prophetic 
sect founded by Montanus), he wrote several antiheretical 
tracts, full of abuse and biting sarcasm. Yet, in castigating 
heresy he was able to formulate the terminology, and to 
some extent the theory, of later Trinitarian and Christo- 
logical orthodoxy; his teaching on the Fall of Man, aimed 
against Gnostic dualism, in part anticipates Augustine. 
Roughly contemporary with Tertullian, and like him an 

intellectual and a rigorist, was Hippolytus, a Greek-speak- 
ing Roman theologian and antipope. He, too, had a vast 
literary output, and although some of the surviving works 
attributed to him are disputed, it is probable that he wrote 
the comprehensive Refutation of All Heresies, attacking 
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Gnosticism, as well as treatises denouncing specifically 
Christian heresies. He was also the author both of nu- 
merous commentaries on scripture and (probably) of the 
Apostolic Tradition, an invaluable source of knowledge 
about the primitive Roman liturgy. His Commentary on 
Daniel (c. 204) is the oldest Christian biblical commentary 
to survive in its entirety. His exegesis (interpretive method) 
is primarily typological—i.e., treating the Old Testament 
figures, events, and other aspects as “types” of the new 
order that was inaugurated by Christ. 
Late 2nd to early 4th century. Meanwhile, a brilliant 

and distinctive phase of Christian literature was opening 
at Alexandria, the chief cultural centre of the empire and 
the meeting ground of the best in Hellenistic Judaism, 
Gnosticism, and Neoplatonism. Marked by the desire to 
present Christianity in intellectually satisfying terms, this 
literature has usually been connected with the cateche- 
tical school, which, according to tradition, flourished at 
Alexandria from the end of the 2nd through the 4th cen- 
tury. Except for the brief period, however, when Origen 
was in charge of it, it may be doubted whether the school 
was ever itself a focus of higher Christian studies. When 
speaking of the school of Alexandria, some scholars claim 
that it is better to think of a distinguished succession of 
like-minded thinkers and teachers who worked there and 
whose highly sophisticated interpretation of Christianity 
exercised for generations a formative impact on large sec- 
tors of eastern Christendom. 
The real founder of this theology, with its Platonist lean- 

ing, its readiness to exploit the metaphysical implications 
of revelation, and its allegorical understanding of scrip- 
ture, was Clement (c. 150-c. 215), the Christian humanist 
whose welcoming attitude to Hellenism and critique of 
Gnosticism were noted above. His major work, the Strd- 
mateis (“Miscellanies”), untidy and deliberately unsystem- 
atic, brings together the inheritance of Jewish Christianity 
and Middle Platonism in what aspires to be a summary 
of Christian gnosis (knowledge). All his reasoning is dom- 
inated by the idea of the Logos who created the universe 
and who manifests the ineffable Father alike in the Old 
Testament Law, the philosophy of the Greeks, and finally 
the incarnation of Christ. Clement was also a mystic for 
whom the higher life of the soul is a continuous moral 

and spiritual ascent. 
But it is Origen (c. 185-c. 254) whose achievement 

stamps the Alexandrian school. First and foremost, he was 
an exegete (critical interpreter), as determined to establish 
the text of scripture scientifically (compare his Hexapla) 
as to wrest its spiritual import from it. In homilies, scho- 
lia (annotated works), and continuous commentaries he 
covered the whole Bible, deploying a subtle, strongly al- 
legorical exegesis designed to bring out several levels of 
significance. As an apologist, in his Contra Celsum, he 
refuted the pagan philosopher Celsus’ damaging onslaught 
on Christianity. In all his writings, but especially his On 
First Principles, Origen shows himself to be one of the 
most original and profound of speculative theologians. 
Neoplatonist in background, his system embraces both the 
notion of the preexistence of souls, with their fall and final 
restoration, and a deeply subordinationist doctrine of the 
Trinity—i.e., one in which the Son is subordinate to the 
Father. For his spiritual teaching, with its emphasis on the 
battle against sin, on freedom from passions, and on the 

soul’s mystical marriage with the Logos, his Commentary 
on Canticles provides an attractive introduction. 
Origen’s influence on Christian doctrine and spirituality 

was to be immense and many-sided; the orthodox Fathers 
and the leading heretics of the 4th century alike reflect it. 
Meanwhile, the Alexandrian tradition was maintained by 
several remarkable disciples. Two of these whose works 
have been entirely lost but who are reported to have been 
polished writers were Theognostus (fl. 250-280) and Pie- 
rius (fl. 280-300), both heads of the catechetical school 
and apparently propagators of Origen’s ideas. But there 
are two others of note, Dionysius of Alexandria (c. 200- 
c. 265) and Gregory Thaumaturgus (c. 213-c. 270), of 
whose works some fragments have survived. Dionysius of 
Alexandria wrote on natural philosophy and the Christian 
doctrine of creation but is chiefly remembered for his dis- 
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pute with Pope Dionysius (reigned 259-268) of Rome on 
the correct understanding of the Trinity. In this Diony- 
sius of Alexandria is revealed as a faithful exponent of 

Ongen’s pluralism and subordinationism. Gregory Thau- 
maturgus left a fascinating Panegyric to Origen, giving a 
graphic description of Origen’s method of instruction, as 
well as a dogmatically important Symbol and a Canonical 
Epistle that is in effect one of the most ancient treatises 
of casuistry (i.e., the application of moral principles to 
practical questions). 

If Origen inspired admiration, his daring speculations 
also provoked criticism. At Alexandria itself, Peter, who 
became bishop in about 300 and composed theological 
essays of which only fragments remain, attacked Origen’s 
doctrines of the preexistence of souls and their return into 
the condition of pure spirits. But the acutest of his critics 

was Methodius of Olympus (d. 311), of whose treatises 
The Banquet, exalting virginity, survives in Greek and 
others mainly in Slavonic translations. Although indebted 
to Alexandrian allegorism, Methodius remained faithful to 
the Asiatic tradition (literal and historical) of Irenaeus— 
who had come to France from Asia Minor—and his re- 

alism and castigated Origen’s ideas on the preexistence 
of souls, the flesh as the spirit’s prison, and the spiritual 
nature of the resurrected body. As a writer he strove after 
literary effect, and Jerome, writing a century later, praised 
the excellence of his style. 

Latin Christian literature was slow in getting started, and 
North Africa has often been claimed as its birthplace. 
Tertullian, admittedly, was the first Christian Latinist of 
genius, but he evidently had humbler predecessors. Latin 
versions of the Bible, recoverable in part from manuscripts, 
were appearing in Africa, Gaul, and Italy during the 2nd 
century. In that century, too, admired works such as / 
Clement, Barnabas, and the Shepherd of Hermas were 
translated into Latin. The oldest original Latin texts are 
probably the Muratorian Canon, a late 2nd-century Ro- 
man canon, or list of works accepted as scripture, and the 
Acts of the Scillitan Martyrs (180) of Africa. 
The first noteworthy Roman Christian to use Latin was 

Novatian, the leader of a rigorist schismatic group. His 
surviving works reveal him as an elegant stylist, trained in 
rhetoric and philosophy, and a competent theologian. His 
doctrinally influential De trinitate (“Concerning the Trin- 
ity”) is basically apologetic: against Gnostics it defends 
the oneness and creative role of Almighty God, against 
Marcion it argues that Christ is the Son of God the Cre- 
ator, against Docetism (the heresy claiming that Jesus only 
seemed the Christ) that Christ is truly man, and against 
Sabellianism (the denial of real distinctions in the God- 
head, viewing the Father, Son, and Holy Spirit as three 
successive modes of revelation) that in spite of Christ’s 
being fully divine there is but one God. His rigorous 
moralism comes out in his On Public Shows and On the 
Excellence of Chastity (both once attributed to Cyprian); 
in On Jewish Foods he maintains that the Old Testament 
food laws no longer apply to Christians, the animals that 
were Classified as unclean having been intended to sym- 
bolize vices. 
A much greater writer than Novatian was his contempo- 

rary and correspondent, Cyprian, the statesmanlike bishop 
of Carthage. A highly educated convert to Christianity, 
Cyprian left a large corpus of writings, including 65 letters 
and a number of moral, practical, and theological trea- 
tises. As an admirer of Tertullian, he continued some of 
his fellow North African’s tendencies, but his style is more 
classical, though much less brilliant and individual. Cypri- 
an’s letters are a mine of information about a fascinating 
juncture in church history. His collections of Three Books 
of Testimonies to Quirinus, or authoritative scripture texts, 
illustrate the church’s reliance on these in defending its 
theological and ethical positions. A work that has been of 
exceptional importance historically is On the Unity of the 
Catholic Church, in which Cyprian contends that there is 
no salvation outside the church and defines the role of the 
Roman see. His To Demetrianus is an original, powerful 
essay refuting the allegation of pagans that Christianity 
was responsible for the calamities afflicting society. 
Three writers from the later portion of this period de- 

serve mention. Victorinus of Pettau was the first known 
Latin biblical exegete; of his numerous commentaries the 
only one that remains is the commentary on Revelation, 
which maintained a millenarian outlook—predicting the 
1,000-year reign of Christ at the end of history—and was 
clumsy in style. Arnobius the Elder (converted by 300) 
sought in his Adversus nationes (“Against the Pagans”), 
like Tertullian and Cyprian before him, to free Christian- 
ity from the charge of having caused all the evils plaguing 
the empire, but ended up by launching a violent attack 

on the contemporary pagan cults. A surprising feature of 
this ill-constructed, verbose apology is Arnobius’ apparent 
ignorance concerning several cardinal points of Christian 
doctrine, combined with his great enthusiasm for his new- 
found faith. 

By contrast, his much abler pupil Lactantius (c. Ap 240- 
c. 320), like him a native of North Africa, was a polished 
writer and the leading Latin rhetorician of the day. His 
most ambitious work, the Divine Institutes, attempted, 
against increasingly formidable pagan attacks, to portray 
Christianity as the true form of religion and life and is in 
effect the first systematic presentation of Christian teach- 
ing in Latin. The later On the Death of Persecutors, now 
generally recognized as his, describes the grim fates of per- 
secuting emperors; it is a primary source for the history of 
the early 4th century and also represents a crude attempt 
at a Christian philosophy of history. 

THE POST-NICENE PERIOD 

The 4th and early Sth centuries witnessed an extraordinary 
flowering of Christian literature, the result partly of the 
freedom and privileged status now enjoyed by the church, 
partly of the diversification of its own inner life (compare 
the rise of monasticism), but chiefly of the controversies 
in which it hammered out its fundamental doctrines. 
Arianism, which denied Christ’s essential divinity, 

aroused an all-pervasive reaction in the 4th century; the 
task of the first two ecumenical councils, at Nicaea (325) 
and Constantinople (381), was to affitm the orthodox doc- 
trine of the Trinity. In the 5th century the Christological 
question moved to the fore, and the Council of Chalcedon 
(451), completing that of Ephesus (431), defined Christ as 
one person in two natures. The Christological controver- 
sies of the Sth century were extremely complex, involving 
not only theological issues but also issues of national 
concerns—especially in the Syrian-influenced East, where 
the national churches were called non-Chalcedonian be- 
cause they rejected the doctrinal formulas of the Council 
of Chalcedon. 
Involved in the Sth-century Christological controversy 

were many persons and movements: Nestorius, conse- 
crated patriarch of Constantinople in 428, and his follow- 
ers, the Nestorians, who were concerned with preserving 
the humanity of Christ as well as his divinity; Cyril, patri- 
arch of Alexandria, and his followers, who were devoted to 
maintaining a balanced emphasis on both of the natures 
of Christ, divine and human; Eutyches (c. 378-after 451), 
a muddleheaded archimandrite (head of a monastery) 
who affirmed two natures before and one nature after the 
incarnation; the Monophysites, who (following Eutyches) 
stressed the one unified nature of Christ; and the moder- 
ates and those who sought theological, ecclesiastical, and 
even political solutions to this highly complex doctrinal 
dispute, such as Pope Leo I. It was a time when the 
Alexandrian and Antiochene theological schools vied with 
each other for the control of the theology of the church. 
In the Syrian East the Antiochene tradition continued in 
the schools of Edessa and Nisibis, which became centres 
of a non-Greek national renaissance. The issues of grace, 
free will, and the Fall of Man concerned the West mainly. 
Meanwhile, old literary forms were developing along more 
mature lines, and new ones were emerging, including his- 
toriography, lives of saints, set piece (fixed-form) oratory, 
mystical writings, and hymnody. 
The Nicene Fathers. A seesaw struggle between Arians 

and orthodox Christians dominated the immediate post- 
Nicene period. Arius himself, Eusebius of Nicomedia, and 
other radicals occupied the extreme left wing, carrying 
Origen’s views on the subordination of the Son to what 
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became dangerous lengths. Apart from a few precious 
letters and fragments, their writings have perished. On 
the extreme right Athanasius, Eustathius of Antioch, and 
Marcellus of Ancyra (strongly anti-Origenist) tenaciously 
upheld the Nicene decision that the Son was of the same 
substance with the Father. Again, the writings of the 
two latter figures, except for scattered but illuminating 
fragments, have disappeared. Most churchmen preferred 
the middle ground; loyal to the Ongenist tradition, they 
suspected the Nicene Creed of opening the door to Sabel- 
lianism but were equally shocked by Arianism in its more 
uncompromising forms. Eusebius of Caesarea (c. 260-c. 
340) was their spokesman, and for decades the eastern 
emperors supported his mediating line. 
Eusebius is chiefly known as a historian; his Ecclesias- 

tical History, with its scholarly use of documents and 
guiding idea that the victory of Christianity is the proof of 
its divine origin, introduced something novel and epoch- 
making. But he also wrote voluminous apologetic trea- 
tises, biblical and exegetical works, and polemical tracts 
against Marcellus of Ancyra. From these can be gathered 
his theology of the Word, which was Origenist in inspi- 
ration and profoundly subordinationist and which made 
the strict Nicenes suspect him as an ally of Arius. Such 
suspicions were unjust, for he upheld Origen’s doctrine of 
eternal generation (i.e., that the Word is generated out- 
side the category of time) and rejected the extreme Arian 
theses. His influence can be studied in the works of Cyril 
of Jerusalem (c. 315-—386?), whose Catecheses, or intro- 
ductory lectures on Christian doctrine for candidates for 
baptism, exemplify a pastoral type of Christian literature. 
Though critical of the Arian positions, Cyril remained 
reserved in his attitude toward the Nicene theology and at 
several other points showed affinities with Eusebius. 
Athanasius (c. 293-373) bestrides the 4th century as the 

inflexible champion of the Nicene dogma. He had been 
present at the council, defending Alexander, the theolo- 
gian-bishop of Alexandria from 313 to 328, who had 
exposed Arius; and after succeeding Alexander in 328 he 
spent the rest of his stormy life defending, expounding, 
and drawing out the implications of the Nicene theology. 
His most thorough and effective exposition of the Son’s 
eternal origin in the Father and essential unity with him is 
contained in his Four Orations Against the Arians; but in 
addition he produced a whole series of treatises, historical 
or dogmatic or both, as well as letters, covering different 

aspects of the controversy. 
It would be misleading, however, to delineate Athanasius 

exclusively as a polemicist. First, even in his polemical 
writings he was working out a positive doctrine of the 
triune God that anticipated later formal definitions. His 
Letters to Bishop Serapion, with their persuasive presen- 
tation of the Holy Spirit as a consubstantial (of the same 
substance) person in the Godhead, are an admirable il- 
lustration. Also his noncontroversial works, such as the 
relatively early but brilliant apologies Discourse Against 
the Pagans and The Incarnation of the Word of God; the 
attractive and influential Life of St. Antony, which was 
to give a powerful impulse to monasticism (especially in 
the West); and his numerous exegetical and ascetic essays, 
which survive largely in fragments, sometimes in Coptic 
or Syriac translations, should not be overlooked. 
The Cappadocian Fathers. Although Athanasius pre- 

pared the ground, constructive agreement on the central 
doctrine of the Trinity was not reached in his lifetime, 
either between the divided parties in the East or between 
East and West with their divergent traditions. The deci- 
sive contribution to the Trinitarian argument was made 
by a remarkable group of philosophically minded theolo- 
gians from Cappadocia—Basil of Caesarea, his younger 
brother Gregory of Nyssa, and his lifelong friend Gregory 
of Nazianzus. Of aristocratic birth and consummate cul- 
ture, all three were drawn to the monastic ideal, and Basil 
and Gregory of Nazianzus achieved literary distinction of 
the highest order. While their joint accomplishments in 
doctrinal definition were indeed outstanding, each made 
a noteworthy mark in other fields as well. 
So far as Trinitarian dogma is concerned, the Cappado- 

cians succeeded, negatively, in overthrowing Arianism in 
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the radical form in which two acute thinkers, Aétius (d. c. 
366) and Eunomius (d. c. 394), had revived it in their day, 
and, positively, in formulating a conception of God as 
three Persons in one essence that eventually proved gener- 
ally acceptable. The oldest of Basil’s dogmatic writings is 
his only partially successful Against Eunomius, the most 
mature his essay On the Holy Spirit. Gregory of Nyssa 
continued the attack on Eunomius in four massive trea- 
tises and published several more positive dogmatic essays, 
the most successful of which is the Great Catechetical 
Oration, a systematic theology in miniature. The output of 
Gregory of Nazianzus was much smaller, but his 45 Ora- 

tions, as well as being masterpieces of eloquence, contain 
his classic statement of Trinitarian orthodoxy. Basil’s vast 
correspondence testifies to his practical efforts to reconcile 
divergent movements in Trinitarian thinking. 
Basil is famous as a letter writer and preacher and 

for his views on the appropriate attitude of Christians 
toward Hellenistic culture; but his achievement was not 
less significant as a monastic legislator. His two monastic 
rules, used by St. Benedict and still authoritative in the 

Greek Orthodox Church, are tokens of this. Gregory of 

Nazianzus, too, was an accomplished letter writer, but his 

numerous, often lengthy poems have a special interest. 
Dogmatic, historical, and autobiographical, they are often 
intensely personal and lay bare his sensitive soul. On the 
other hand, Gregory of Nyssa, much the most speculative 
of the three, was an Origenist both in his allegorical inter- 
pretation of scripture and his eschatology. But he is chiefly 
remarkable as a pioneer of Christian mysticism, and in his 
Life of Moses, Homilies on Canticles, and other books he 
describes how the soul, in virtue of having been created in 
the divine image, is able to ascend, by successive stages of 
purification, to a vision of God. 
A figure who stood in sharp contrast, intellectually and 

in temperament, to the Cappadocians was their contem- 
porary, Epiphanius of Salamis, in Cyprus. A fanatical 
defender of the Nicene solution, he was in no sense a 
constructive theologian like them, but an uncritical tradi- 
tionalist who rejected every kind of speculation. He was 
an indefatigable hammer against heretics, and his princi- 
pal work, the Panarion (“Medicine Chest”), is a detailed 
examination of 80 heresies (20 of them pre-Christian); it 
is invaluable for the mass of otherwise unobtainable doc- 
uments it excerpts. Conformably with Epiphanius’ con- 
tempt for classical learning, the work is written in Greek 
without any pretension to elegance. His particular béte 
noire was Origen, to whose speculations and allegorism he 
traced virtually all heresies. 
Monastic literature. From the end of the 3rd century 

onward, monasticism was one of the most significant 
manifestations of the Christian spirit. Originating in Egypt 
and spreading thence to Palestine, Syria, and the whole 
Mediterranean world, it fostered a literature that illumi- 

nates the life of the ancient church. 
Both Anthony (c. 250-355), the founder of eremitical, or 

solitary, monasticism in the Egyptian desert, and Ammo- 
nas (fl. c. 350), his successor as leader of his colony of an- 
chorites (hermits), wrote numerous letters; a handful from 
the pen of each is extant, almost entirely in Greek or Latin 
translation of the Coptic originals. Those of Ammonas are 
particularly valuable for the history of the movement and 
as reflecting the uncomplicated mysticism that inspired it. 
The founder of monastic community life, also in Egypt, 
was Pachomius (c. 290-346), and the extremely influential 
rule that he drew up has been preserved, mainly in a Latin 

translation made by Jerome. 
Though these and other early pioneers were simple, prac- 

tical men, monasticism received a highly cultivated con- 
vert in 382 in Evagrius Ponticus. He was the first monk 
to write extensively and was in the habit of arranging his 
material in groups of a hundred aphorisms, or “centuries,” 
a literary form that he invented and that was to have a 
great vogue in Byzantine times. A master of the spiritual 
life, he classified the eight sins that undermine the monk’s 

resolution and also the ascending levels by which the 
soul rises to wordless contemplation. Later condemned as 
an Origenist, he was deeply influential in the East, and, 
through John Cassian, in the West as well. 
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Side by side with works composed by monks there 
sprang up a literature concerned with them and the mo- 

nastic movement. Much of it was biographical, the classic 
example being Athanasius’ Life of St. Antony. Sulpicius 
Severus (c. 363-c. 420) took this work as his model when 
early in the Sth century he wrote his Life of St. Martin 
of Tours, the first Western biography of a monastic hero 
and the pattern of a long line of medieval lives of saints. 
But it was Palladius (c. 363-before 431), a pupil of Evag- 
rius Ponticus, who proved to be the principal historian 
of primitive monasticism. His Lausiac History (so called 
after Lausus, the court chamberlain to whom he dedicated 
it), composed about 419/420, describes the movement in 
Egypt, Palestine, Syria, and Asia Minor. Since much of the 
work is based on personal reminiscences or information 
received from observers, it is, despite the legendary char- 
acter of many of its narratives, an invaluable source book. 
Finally, no work so authentically conveys the spirit 

of Egyptian monasticism as the Apophthegmata Patrum 
(“Sayings of the Fathers”). Compiled toward the end of the 
5th century, but using much older material, it is a collec- 
tion of pronouncements of the famous desert personalities 
and anecdotes about them. The existing text is in Greek, 
but it probably derives from an oral tradition in Coptic. 
The school of Antioch. Antioch, like Alexandria, was a 
renowned intellectual centre, and a distinctive school of 
Christian theology flourished there and in the surround- 
ing region throughout the 4th and the first half of the 
5th century. In contrast to the Alexandrian school, it was 

characterized by a literalist exegesis and a concern for 
the completeness of Christ’s manhood. Little is known of 
its traditional founder, the martyr-priest Lucian (d. 312), 
except that he was a learned biblical scholar who revised 
the texts of the Septuagint and the New Testament. His 
strictly theological views, though a mystery, must have 
been heterodox, for Arius, Eusebius of Nicomedia, and 
other Arians claimed to be his disciples (“fellow Lu- 
cianists”), and Bishop Alexander of Alexandria, who de- 

nounced them, lists Lucian among those who influenced 
them. But Eustathius of Antioch, the champion of Nicene 
orthodoxy, is probably more representative of the school, 
with his antipathy to what he regarded as Origen’s exces- 
sive allegorism and his recognition, as against the Arians, 
of the presence of a human soul in the incarnate Christ. 
It was, however, much later in the 4th century, in the 

person of Diodore of Tarsus (c. 330-c. 390), that the 

School of Antioch began to reach the height of its fame. 
Diodore courageously defended Christ’s divinity against 
Julian the Apostate, the Roman emperor who attempted 
to revive paganism, and in his lifetime was regarded as 
a pillar of orthodoxy. Later critics detected anticipations 
of Nestorianism (the heresy upholding the division of 
Christ’s Person) in his teaching, and as a result his works, 
apart from some meagre fragments, have perished. They 
were evidently voluminous and wide-ranging, covering ex- 
egesis, apologetics, polemics, and even astronomy; and he 
not only strenuously opposed Alexandrian allegorism but 
also expounded the Antiochene theoria, or principle for 
discovering the deeper intention of scripture and at the 
same time remaining loyal to its literal sense. 
In stature and intellectual power Diodore was overshad- 

owed by his two brilliant pupils, Theodore of Mopsues- 
tia (c. 350-428/429) and John Chrysostom (c. 347-407). 
Both had also studied under the famous pagan Sophist 
thetorician Libanius (314-393), thereby illustrating the 
cross-fertilization of pagan and Christian cultures at this 
period. Like Diodore, Theodore later fell under the im- 
putation of Nestorianism, and the bulk of his enormous 
literary output—comprising dogmatic as well as exegetical 
works—was lost. Fortunately, the 20th century has seen 
the recovery of a few important texts in Syriac translations 
(notably his Commentary on St. John and his Catechetical 
Homilies), as well as the reconstruction of the greater part 
of his Commentary on the Psalms. This fresh evidence 
confirms that Theodore was not only the most acute of the 
Antiochene exegetes, deploying the hermeneutics (critical 
interpretive principles) of his school in a thoroughly scien- 
tific manner, but also an original theologian who, despite 
dangerous tendencies, made a unique contribution to the 

advancement of Christology. His Catechetical Homilies 
are immensely valuable both for understanding his ideas 
and for the light they throw on sacramental doctrine and 
liturgical practice. 
In contrast to Theodore, John was primarily a preacher; 

indeed he was one of the most accomplished of Christian 
orators and amply merited his title “Golden-Mouthed” 
(Chrysostomos). With the exception of a few practical 

treatises and a large dossier of letters, his writings consist 
entirely of addresses, the majority being expository of the 
Bible. There he shows himself a strict exponent of Antio- 
chene literalism, reserved in exploiting even the traditional 
typology (i.e., treatment of Old Testament events and so 
forth as prefigurative of the new Christian order) but alert 
to the moral and pastoral lessons of his texts. This interest, 
combined with his graphic descriptive powers, makes his 
sermons a mirror of the social, cultural, and ecclesiastical 

conditions in contemporary Antioch and Constantinople, 
as well as of his own compassionate concern as a pastor. 
Indefatigable in denouncing heresy, he was not an origi- 
nal thinker; on the other hand, he was outstanding as a 
writer, and connoisseurs of rhetoric have always admired 
the grace and simplicity of his style in some moods, its 
splendour and pathos in others. 
The last noteworthy Antiochene, Theodoret of Cyrrhus 

(c. 393-c. 458), in Syria, was also an elegant stylist. His 
writings were encyclopaedic in range, but the most memo- 
rable perhaps are his Remedy for Greek Maladies, the last 
of ancient apologies against paganism; and his Ecclesiasti- 
cal History, continuing Eusebius’ work down to 428. His 
controversial treatises are also important, for he skillfully 

defended the Antiochene Christology against the orthodox 
Bishop Cyril of Alexandria and was instrumental in get- 
ting its more valuable features recognized at the Council 
of Chalcedon. He was a scholar with a comprehensive and 
eclectic mind, and his large correspondence testifies to his 
learning and mastery of Greek prose as well as illustrating 
the history and intellectual life of the age. 
The schools of Edessa and Nisibis: Parallel with its 

richer and better-known Greek and Latin counterparts, an 
independent Syriac Christian literature flourished inside, 
and later outside (in Persia), the frontiers of the Roman 
Empire from the early 4th century onward. Aphraates, 
an ascetic cleric under whose name 23 treatises written 
between 336 and 345 have survived, is considered the 
first Syriac Father. Deeply Christian in tone, these tracts 
present a primitive theology, with no trace of Hellenistic 
influence but a firm grasp and skillful use of scripture. 
Edessa and Nisibis (now Urfa and Nusaybin in southeast 
Turkey) were the creative centres of this literature. Edessa 
had been a focus of Christian culture well before 200; the 
old Syriac version of the New Testament and Tatian’s Di- 
atessaron, as well as a mass of Syriac apocryphal writings, 
probably originated there. 
The chief glory of Edessene Christianity was Ephraem 

Syrus (c. 306-373), the classic writer of the Syrian Church 
who established his school of theology there when Nisibis, 
its original home and his own birthplace, was ceded to 
Persia under the peace treaty of 363, after the death of 
Julian the Apostate. In his lifetime Ephraem had a reputa- 
tion as a brilliant preacher, commentator, controversialist, 
and above all, sacred poet. His exegesis shows Antiochene 
tendencies, but as a theologian he championed Nicene 
orthodoxy and attacked Arianism. His hymns, many in 
his favourite seven-syllable metre, deal with such themes 
as the Nativity, the Epiphany, and the Crucifixion or else 
are directed against skeptics and heretics. His Carmina 
Nisibena (“Songs of Nisibis”) make a valuable source 
book for historians, especially for information about the 
frontier wars. 
After Ephraem’s death in 373, the school at Edessa devel- 

oped his lively interest in exegesis and became increasingly 
identified with the Antiochene line in theology. Among 
those responsible for this was one of its leading instruc- 
tors, Ibas (d. 457), who worked energetically translating 
Theodore of Mopsuestia’s commentaries and disseminat- 
ing his Christological views. His own stance on the now 
urgent Christological issue was akin to that of Theodoret 
of Cyrrhus—roughly midway between Nestorius’ dualism 

Syriac 
Christian 
literature 

Influence 
of the 
Antiochene 
school of 
thought in 
the Syrian 
East 



The rise 
of the 
Christo- 
logical 
crisis 

and the Alexandrian doctrine of one nature—and he 
bluntly criticized Cyril’s position in his famous letter to 
Maris (433), the sole survivor (in a Greek translation) of 
his abundant works; it was one of the Three Chapters 
anathematized by the second Council of Constantinople 
(553) 
The frankly Antiochene posture typified by Ibas brought 

the school into collision with Rabbula, bishop of Edessa 
from 412 to 435, an uncompromising supporter of Cyril 
and the Alexandrian Christology. As well as writing nu- 
merous letters, hymns, and a sermon against Nestorius, 

Rabbula translated Cyril’s De recta fide (Concerning the 
Correct Faith) into Syriac and also probably compiled the 
revised Syriac version of the four Gospels (contained in 
the Peshitta) in order to oust Tatian’s Diatessaron. On his 
death he was succeeded by Ibas, who predictably exerted 
his influence in an Antiochene direction. 
Another eminent Edessene writer was Narses (d. c. 503), 

who became one of the formative theologians of the 
Nestorian Church. He was the author of extensive com- 
mentaries, now lost, and of metrical homilies, dialogue 
songs, and liturgical hymns. In 447, when a Monophysite 
reaction set in, he was expelled from Edessa along with 

Barsumas, the head of the school, but they promptly set 
up a new school at Nisibis on Persian territory. The school 
at Edessa was finally closed, because of its Nestorian 
leanings, by the emperor Zeno in 489, but its offshoot at 
Nisibis flourished for more than 200 years and became 
the principal seat of Nestorian culture. At one time it 
had as many as 800 students and was able to ensure that 
the then prosperous church in Persia was Nestorian. On 
the other hand, Philoxenus of Mabbug, who had studied 
at Edessa in the second half of the 5th century and was 
one of the most learned of Syrian theologians, was a ve- 
hement advocate of Monophysitism. His 13 homilies on 
the Christian life and his letters reveal him as a fine prose 
writer; but he is chiefly remembered for the revision of the 
Syriac translation of the Bible (the so-called Philoxenian 
version) for which he was responsible and which was used 
by Syrian Monophysites in the 6th century. 
The Chalcedonian Fathers. From about 428 onward 

Christology became an increasingly urgent subject of de- 
bate in the East and excited interest in the West as well. 
Two broad positions had defined themselves in the 4th 
century. Among Alexandrian theologians the “Word-flesh” 
approach was preferred, according to which the Word 
had assumed human flesh at the Incarnation; Christ’s 
possession of a human soul or mind was either denied 
or ignored. Antiochene theologians, on the other hand, 
consistently upheld the “Word-man” approach, according 
to which the Word had united himself to a complete man; 
this position ran the risk, unless carefully handled, of so 
separating the divinity and the humanity as to imperil 
Christ’s personal unity. 
Apollinarius the Younger (c. 310-c. 390) had brilliantly 

exposed the logical implications of the Alexandrian view; 
although condemned as a heretic, he had forced church- 
men of all schools to recognize, though with varying 
degrees of practical realism, a human mind in the Re- 
deemer. His writings were systematically destroyed, but 
the remaining fragments confirm his intellectual acuteness 
as well as his literary skill. The crisis of the Sth cen- 
tury was precipitated by the proclamation by Nestorius, 
patriarch of Constantinople—pushing Antiochene tenden- 
cies to extremes—of a Christology that seemed to many 
to imply two Sons. Nestorius held that Mary was not 
only Theotokos (“God-bearing”) but also anthropotokos 
(“man-bearing”), though he preferred the term Christo- 
tokos (“Christ-bearing”). In essence, he was attempting 
to protect the concept of the humanity of Christ. The 
controversy raged with extraordinary violence from 428 
to 451, when the Council of Chalcedon hammered out a 
formula that at the time seemed acceptable to most and 
that attempted to do justice to the valuable insights of 
both traditions. 
A number of theologians and ecclesiastics either prepared 

the way for or contributed to the Chalcedonian solution. 
Three who deserve mention are Theodoret of Cyrrhus, 
Proclus of Constantinople, and John Cassian. The first was 
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probably responsible for drafting the Formula of Union 
(433) that became the basis of the Chalcedonian Defini- 
tion. Proclus was an outstanding pulpit orator, and several 
of his sermons as well as seven letters concerned with 
the controversy have been preserved; he worked indefati- 
gably to reconcile the warring factions. Cassian prepared 
the West for the controversy by producing in 430, at the 
request of the deacon (later pope) Leo, a weighty treatise 

against Nestorius. 
But much the most important, not least because they 

approached the debate from different standpoints, were 
Cyril of Alexandria and Pope Leo the Great. Cyril had 
been the first to denounce Nestorius, and in a whole series 
of letters and dogmatic treatises he drove home his cri- 
tique and expounded his own positive theory of hypostatic 
(substantive, or essential) union. He secured the condem- 
nation of Nestorius at the Council of Ephesus (431), and 
his own letters were canonically approved at Chalcedon. A 
convinced adherent of the Alexandrian Word-flesh Chris- 
tology, he deepened his understanding of the problem as 
the debate progressed; but his preferred expression for the 
unity of the Redeemer remained “one incarnate nature of 
the Word,” which he mistakenly believed to derive from 

Athanasius. Leo provided the necessary balance to this 
with his famous Dogmatic Letter, also endorsed at Chal- 
cedon, which affirmed the coexistence of two complete 

natures, united without confusion, in the one Person of 

the Incarnate Word, or Christ. 
In patristic literature, however, the interest of both Cyril 

and Leo extends far beyond Christology. Cyril published 
essays on the Trinitarian issue against the Arians and also 
commentaries on Old and New Testament books. If the 
former show little originality, his exegesis marked a reac- 
tion against the more fanciful Alexandrian allegorism and 
a concentration on the strictly typological significance of 
the text. Leo, for his part, was a notable preacher and one 
of the greatest of popes. His short, pithy sermons, clear 
and elegant in style, set a fine model for pulpit oratory 
in the West; and his numerous letters give an impressive 
picture of his continuous struggle to promote orthodoxy 
and the interests of the Roman see. 
Non-Chalcedonian Fathers. The Chalcedonian settle- 

ment was not achieved without some of the leading par- 
ticipants in the debate that preceded it being branded as 
heretics because their positions fell outside the limits ac- 
cepted as permissible. It also left to subsequent generations 
a legacy of misunderstanding and division. 
The outstanding personalities in the former category were 

Nestorius and Eutyches. It was Nestorius whose imprudent 
brandishing of extremist Antiochene theses—particularly 
his reluctance to grant the title of Theotokos to Mary, 
mother of Jesus—had touched off the controversy. Only 
fragments of his works remain, for after his condemnation 
their destruction was ordered by the Byzantine govern- 
ment, but these have been supplemented by the discov- 
ery, in a Syriac translation, of his Book of Heraclides of 
Damascus. Written late in his life, when Monophysitism 
had become the bogey, this is a prolix apology in which 
Nestorius pleads that his own beliefs are identical with 
those of Leo and the new orthodoxy. Eutyches, on the 
other hand, an over-enthusiastic follower of Cyril, was led 
by his antipathy to. Nestorianism into the opposite error 
of confusing the natures. He contended that there was 
only one nature after the union of divinity and humanity 
in the Incarnate Word, and he was thus the father of 
Monophysitism in the strict, and not merely verbal, sense. 
After the Council of Ephesus in 431 the eastern bish- 

ops of Nestorian sympathies gradually formed a separate 
Nestorian Church on Persian soil, with the see of its 
patriarch at Ctesiphon on the Tigris. Edessa and then Nis- 
ibis were its theological and literary centres. But a much 
wider body of eastern Christians, particularly from Egypt 
and Palestine, found the Chalcedonian dogma of “two 
natures” a betrayal of the truth as stated by their hero 
Cyril. For the next two centuries the struggle between 
these Monophysites and strict Chalcedonians to secure the 
upper hand convulsed the Eastern Church. Among the 
Monophysites it produced theologians of high calibre and 
literary distinction, notably the moderate Severus of Anti- 
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och (c. 465-538), who while contending stoutly for “one 
nature after the union” was equally insistent on the reality 
of Christ’s humanity. His contemporary Julian of Hali- 
carnassus taught the more radical doctrine that, through 
union with the Word, Christ’s body had been incorrupt- 
ible and immortal from the moment of the Incarnation. 
In the 7th century, inspired by the need for unity in the 

face of successive Persian and Arab attacks, an attempt 
was made to reconcile the Monophysite dissenters with 
the orthodox Chalcedonians. The formula, which it was 
thought might prove acceptable to both, asserted that, 
though Christ had two natures, he had only one activity— 

i.é., one divine will. This doctrine, Monothelitism, stimu- 
lated an intense theological controversy but was subjected 
to profound and far-reaching criticism by Maximus the 
Confessor, who perceived that, if Christians are to find in 
Christ the model for their freedom and individuality, his 
human nature must be complete and therefore equipped 
with a human will. The formula was condemned as hereti- 
cal at the third Council of Constantinople of 680-681. 
The post-Nicene Latin Fathers. Latin Christian litera- 

ture in this period was slower than Greek in getting started, 
and it always remained sparser. Indeed, the first half of 
the 4th century produced only Julius Firmicus Maternus, 
author not only of the most complete treatise on astrology 
bequeathed by antiquity to the modern world but also 
of a fierce diatribe against paganism that has the added 
interest of appealing to the state to employ force to repress 
it and its immoralities. From Africa, rent asunder by Do- 
natism, the heretical movement that rejected the efficacy 

of sacraments administered by priests who had denied 
their faith under persecution, came the measured anti- 
Donatist polemic of Optatus of Milevis, writing in 366 or 
367, whose line of argument anticipates Augustine’s later 
attack against the Donatists. 
Much more significant than either, however, was Gaius 

Marius Victorinus, the brilliant professor whose conver- 
sion in 355 caused a sensation at Rome. Obscure but strik- 
ingly original in his writings, he was an effective critic of 
Arianism and sought to present orthodox Trinitarianism 
in uncompromisingly Neoplatonic terms. His speculations 
about the inner life of the triune Godhead were to be 
taken up by Augustine. 
Three remarkable figures, all different, dominate the sec- 

ond half of the century. The first, Hilary of Poitiers, was 
a considerable theologian, next to Augustine the finest 
produced by the West in the patristic epoch. For years he 
deployed his exceptional gifts in persuading the anti-Arian 
groups to abandon their traditional catchwords and rally 
round the Nicene formula, which they had tended to view 
with suspicion. Often unfairly described as a popularizer of 
Eastern ideas, he was an original thinker whose scriptural 
commentaries and perceptive Trinitarian studies brought 
fresh insights. The second, Ambrose of Milan, was an 
outstanding ecclesiastical statesman, equally vigilant for 
orthodoxy against Arianism as for the rights of the church 
against the state. Both in his dogmatic treatises and in 
his largely allegorical, pastorally oriented exegetical works 
he relied heavily on Greek models. One of the pioneers 
of Catholic moral theology, he also wrote hymns that are 
still sung in the liturgy. 
The third, Jerome, was primarily a biblical scholar. His 

enormous commentaries are erudite but unequal in qual- 
ity; the earlier ones were greatly influenced by Origen’s 
allegorism, but the ones written later, when he had turned 
against Origen, were more literalist and historical in their 
exegesis. Jerome’s crowning gift to the Western Church 
and Western culture was the Vulgate translation of the 
Bible. Prompted by Pope Damasus, he thoroughly revised 
the existing Latin versions of the Gospels; the Old Testa- 
ment he translated afresh from the Hebrew. His historical 
and polemical writings (the latter full of sarcasm and 
invective) are all interesting, and his rich correspondence 
supremely so. As a stylist he wrote with a verve and bril- 
liance unmatched in Latin patristic literature. 
The two foremost Christian Latin poets of ancient times, 

Prudentius and Paulinus of Nola, also belong to this half- 
century. Both used the old classical forms with consider- 
able skill, filling them with a fresh Christian spirit. Pru- 

dentius’ work is both the finer in quality and the more 
wide-ranging; in his Psychomachia (“The Contest of the 
Soul”), he introduced an allegorical form that made an 
enormous appeal to the Middle Ages. Paulinus is also in- 
teresting for his extensive correspondence, much admired 
in his own day, which kept him in close touch with many 
leading Christian contemporaries. 
All these figures are overshadowed by the towering ge- 

nius of Augustine (354-430). The range of his writings 
was enormous: they comprise profound discussions of 
Christian doctrine (notably his De Trinitate, or On the 
Trinity), sustained and carefully argued polemics against 
heresies (Manichaeism, a dualistic religion; Donatism; and 
Pelagianism, a view that emphasized free will); exegesis, 
homilies, and ordinary sermons; and a vast collection of 
letters. His two best-known works, the Confessions and 
The City of God, broke entirely fresh ground, the one 
being both an autobiography and an interior colloquy 
between the soul and God, the other perhaps the most 
searching study ever made of the theology of history and 
of the fundamental contrast between Christianity and the 
world. On almost every issue he handled—the problem 
of evil, creation, grace and free will, the nature of the 
church—Augustine opened up lines of thought that are 
still debated. The prose style he used matched the level of 
his argument, having a rich texture, subtle assonance, and 
grave beauty that were new in Latin. 

In part recovered in recent years, the works of Pelagius 
(fl. 405-418) show him to have been a writer and thinker 
of high quality. Early in the 5th century, when the monas- 
teries of southern Gaul became active intellectual centres, 
Vincent of Lérins and John Cassian published critiques 
of Augustine’s extreme positions on grace and free will, 
proposing the alternative doctrine called Semi-Pelagian- 
ism, which held that humans by their own free will could 
desire life with God. This in turn was criticized by able 
writers like Prosper of Aquitaine (c. 390-c. 463) and the 
celebrated preacher Caesarius of Arles (470-542) and was 
condemned at the Council of Orange (529). Cassian, how- 
ever, a firsthand student of Eastern monasticism, is chiefly 
important for his studies of the monastic life, based on 
material collected in the East. The rules he formulated 
were freely drawn upon a century later by St. Benedict 
of Nursia, the reformer of Western monasticism, when 
Benedict composed his famous and immensely influential 
rule at Monte Cassino. 
The 6th century marks the final phase of Latin patris- 

tic literature, which includes several notable figures, of 
whom Boethius (480-524), philosopher and statesman, is 
the most distinguished. His Consolation of Philosophy was 
widely studied in the Middle Ages, but he also composed 
technically philosophical works, including translations of, 
and commentaries on, Aristotle. Beside him should be 
set his longer-lived contemporary, Cassiodorus (c. 490-c. 
585), who, as well as encouraging the study of Greek and 
Latin classics and the copying of manuscripts in monaster- 
ies, was himself the author of theological, historical, and 
encyclopaedic treatises. Also notable is Venantius Fortu- 
natus (c. 540-c. 600), an accomplished poet whose hymns, 
such as “Vexilla regis” (“The royal banners forward go”) 
and “Pange lingua” (“Sing, my tongue, the glorious bat- 
tle”), are still sung. Finally, Gregory the Great (c. 540- 
604) was so prolific and successful an author as to earn 
the title of Fourth Doctor of the Latin Church. Although 
unoriginal theologically and reflecting the credulity of the 
age, his works (which include the earliest life of St. Bene- 
dict) made an enormous appeal to the medieval mind. 
Later Greek Fathers. The closing phase of patristic lit- 

erature lasted longer in the Greek East than in the Latin 
West, where the decline of culture was hastened by bar- 
barian inroads. But even in the East a slackening of effort 
and originality was becoming perceptible in the latter half 
of the Sth century. A clear illustration of this is provided 
by the practice of substituting chain commentaries com- 
posed of excerpts from earlier exegetes and anthologies 
of opinions of respected past theologians for independent 
exposition and speculation. 
Yet the picture was not altogether dim. In the strictly 

theological field, Leontius of Byzantium (d. c. 545) showed 
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ability and originality in reinterpreting the Chalcedonian 
Christology along the lines of St. Cyril with the aid of the 
increasingly favoured Aristotelian philosophy. Two other 
writers, very different from him and from each other, re- 
vived in the late Sth and early 6th centuries the brilliance 
of past generations. One was the figure who called himself 
Dionysius the Areopagite (c. 500), the unidentified author 
of theological and mystical treatises that were destined 
to have an enormous influence. Based on a synthesis of 
Christian dogma and Neoplatonism, his work exalts the 

negative theology (God is understood by what he is not) 
and traces the soul’s ascent from a dialectical knowledge 
of God to mystical union with him. The other is Romanos 
Melodos (fl. 6th century), greatest hymnist of the Eastern 
Church, who invented the kontakion, an acrostic verse 
sermon in many stanzas with a recurring refrain. The 
sweep, pathos, and grandeur of his compositions give him 
a high place of honour among religious poets. 
With Maximus the Confessor and John of Damascus 

the end of the patristic epoch is reached. Maximus was a 
major critic of Monothelitism; he was also a remarkable 
constructive thinker whose speculative and mystical doc- 
trines were held in unity by his vision of the incarnation 
as the goal of history. Writing early in the 8th century, 
John was chiefly influential through his comprehensive 
presentation of the teaching of the Greek Fathers on 
the principal Christian doctrines. But in constructing his 
synthesis he added at many points a finishing touch of 
his own; his writings in defense of images, prepared to 
counter the Iconoclasts (those who advocated destruction 

of religious images, or icons), were original and important; 
and he was the author of striking poems, some of which 
found a place in the Greek liturgy. 

THE CHARACTER OF THE HERITAGE 

For 400 or 500 years, when secular culture was slowly 
but steadily in decline, the patristic writers breathed new 
life into the Greek and Latin languages and created Syriac 
as a literary medium. Even when the period came to an 
end, the halt was really only a temporary pause until the 
impulses behind it could force other outlets. The literature 
of the later Byzantine Empire looked back to and drew 
nourishment from the golden centuries of the Fathers, 

while Latin Christian letters experienced more than one 
renascence in the Middle Ages. 
The range and variety, too, of the literature are impres- 

sive. Its overwhelmingly theological concern necessarily 
imposed understandable but serious limitations, but, when 

these have been allowed for, the Christian writers must 
be acknowledged to have been remarkably successful at 
molding the traditional literary forms to their new pur- 
poses and also at improvising fresh ones adapted to their 
special situations. Aesthetically considered, patristic litera- 
ture contains much that is mediocre and even shoddy, but 
also a great deal that by any standards reaches the heights. 
And it has a unique interest as the creation of an im- 
mensely dynamic and far-reachingly important religious 
movement during the centuries when it could dominate 
the whole of life and society. (J.N.D.K.) 

Christian philosophy 

It has been debated whether there is anything that is 
properly called Christian philosophy. Christianity is not 
a system of ideas but a religion, a way of salvation. But 
as a religion becomes a distinguishable strand of human 
history, it inevitably absorbs philosophical assumptions 
from its environment and generates new philosophical 
constructions and arguments both in the formation of 
doctrines and in their defense against philosophical objec- 
tions. These two topics cannot be kept entirely separate, 
however, for philosophical criticism from both within and 
without the Christian community has influenced the de- 
velopment of its beliefs. 

HISTORY OF THE INTERACTIONS OF PHILOSOPHY 
AND THEOLOGY 

As the Christian movement expanded beyond its origi- 
nal Jewish nucleus into the Greco-Roman world, it had 

Christianity 

to understand, explain, and defend itself in terms that 
were intelligible in an intellectual milieu largely struc- 
tured by Greek philosophical thought. By the 2nd cen- 
tury AD several competing streams of Greek and Roman 
philosophy—Middle Platonism, Neoplatonism, Epicure- 
anism, Stoicism—had to a great extent flowed together 
into a common worldview that was basically Neoplatonic, 
though enriched by the ethical outlook of the Stoics. This 
constituted the broad intellectual background for most 
educated people throughout the Roman Empire, function- 

ing in a way comparable, for example, to the pervasive 
contemporary Western secular view of the universe as an 
autonomous system within which everything can in prin- 
ciple be understood scientifically. 
Some of the Neoplatonic themes that provided intel- 

lectual material for Christian and non-Christian thinkers 
alike in the early centuries of the Common Era were a 
hierarchical conception of the universe, with the spiritual 
on a higher level than the physical; the eternal reality of 
such values as goodness, truth, and beauty and of the var- 

ious universals that give specific form to matter; and the 
tendency of everything to return to its origin in the divine 
reality. The early Christian Apologists were at home in 
this thought-world, and many of them used its ideas and 
assumptions both in propagating the Gospel and in de- 
fending it as a coherent and intellectually tenable syStem 
of belief. Their most common attitude was to accept the 
prevailing Neoplatonic worldview as basically valid and to 
present Christianity as its fulfillment, correcting and com- 
pleting rather than replacing it. Philosophy, they thought, 
was to the Greeks what the Law was to the Jews—a prepa- 
ration for the Gospel; and several Apologists agreed with 
the Jewish writer Philo that Greek philosophy must have 
received much of its wisdom from Moses. Tertullian (c. 
155/160-after 220) and Tatian (c. 120-173), on the other 

hand, rejected pagan learning and philosophy as inimical 
to the Gospel; and the question has been intermittently 
discussed by theologians ever since whether the Gospel 
completes and fulfills the findings of human reason or 
whether reason is itself so distorted by sin as to be inca- 
pable of leading toward the truth. 
Greek philosophy, then, provided the organizing prin- 

ciples by which the central Christian doctrines were for- 
mulated. It is possible to distinguish between, on the one 
hand, first-order religious expressions, directly reflecting 
primary religious experience, and, on the other, the inter- 
pretations of these in philosophically formulated doctrines 
whose articulation both contributes to and is reciprocally 
conditioned by a comprehensive belief-system. Thus the 
primitive Christian confession of faith, “Jesus is Lord,” 
expressed the Disciples’ perception of Jesus as the one 
through whom God was transformingly present to them 
and to whom their lives were accordingly oriented in 
complete trust and commitment. The interpretive process 
whereby the original experience developed a comprehen- 
sive doctrinal superstructure began with the application to 
Jesus of the two distinctively Jewish concepts of the ex- 
pected messiah and the Son of man who was to come on 
the last day and also of the son of God metaphor, which 
was commonly applied in the ancient world to individu- 
als, whether kings or holy men, who were believed to be 

close to God. It continued on a more philosophical level 
with the use, in the Gospel According to John, of the idea 

of the Logos, drawn both from the Hebraic notions of the 
Wisdom and the Word of God and from the Greek no- 
tion of the Logos as the universal principle of rationality 
and self-expression. As Jesus, son of God, became Christ, 
God the Son, the second Person of the Trinity, he was 
identified with the Logos. 
For several generations there was great variety and exper- 

imentation in Christian thinking. But as Christianity was 
legally recognized under Constantine in 313 and then be- 
came the sole official religion of the Roman Empire under 
Theodosius, its doctrines had to be formalized and agreed 
throughout the church. This pressure for uniformity pro- 
voked intense debates, which lasted for several generations 
before the great ecumenical councils (principally Nicaea, 
325; Constantinople, 381; and Chalcedon, 451) finally es- 
tablished the official versions of the doctrines of Christ and 
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the Trinity; to differ from these was heresy. The key ideas 
in terms of which these Chnistological and Trinitarian 
debates were conducted and their conclusions formulated 
were the Greek concepts of ousia (nature or essence) and 
hypostasis (entity, used as virtually equivalent to prosd- 

pon, person). (In Latin these terms became substantia and 
persona.) Christ was said to have two natures, one of 
which was of the same nature (homoousios) as the Father, 

whereas the other was of the same nature as humanity; 
and the Trinity was said to consist of one ousia in three 
hypostases. The Platonic origin of this conceptuality is 
clear in the explanation of the Cappadocian Fathers that 
the Father, Son, and Holy Spirit share the same divine 
ousia in the way Peter, James, and John shared the same 
humanity. (On the doctrines of Incarnation and the Trin- 
ity, see above Christian doctrine.) 
Another prime example of the influence of Neoplato- 

nism on Christian thought occurred in the response of 

the greatest of the early Christian thinkers, St. Augustine 
(354-430), to the perennially challenging question of how 
it is that evil exists in a world created by an all-good and 
all-powerful God. Augustine’s answer (which, as refined 

by later thinkers, remained the standard Christian answer 
until modern times) includes both theological aspects (the 
ideas of the fall of angels and then of humans, of the 
redemption of some by the cross of Christ, and of the ul- 
timate disposal of souls in eternities of bliss and torment) 
and philosophical aspects. The basic philosophical theme, 
drawn directly from Neoplatonism, is one that the Amer- 
ican philosopher Arthur Lovejoy, in The Great Chain of 
Being (1936), called the principle of plenitude. This is the 
idea that the best possible universe does not consist only of 
the highest kind of creature, the archangels, but contains 

a maximum richness of variety of modes of being, thus 
realizing every possible kind of existence from the highest 
to the lowest. The result is a hierarchy of degrees both of 
being and of goodness, for the identity of being and good- 
ness was another fundamental idea received by Augustine 
from Neoplatonism and in particular from Plotinus (205- 
270). God, as absolute being and goodness, stands at the 
summit, with the great chain of being descending through 
the many forms of spiritual, animal, and plant life down 
to lifeless matter. This conception explains why there are 
lower forms of existence—dogs, snakes, insects, viruses— 
as well as higher. Each embodies being and is therefore 
good on its own level; and together they constitute a 
universe whose rich variety is beautiful in the sight of 
God. Evil only comes about when creatures at any level 
forfeit the distinctive goodness with which the Creator had 
endowed them. Evil is thus negative or privative, a lack 
of proper good rather than anything having substance in 
its own right. This, too, was a theme that had been taken 

over from Neoplatonism by a number of earlier Christian 
writers. And if evil is not an entity, or substance, it fol- 

lows that it was not a part of God’s original creation. It 
consists instead in the going wrong of something that is 
in itself good, though (because made out of nothing) also 
mutable. Augustine locates the origin of this going-wrong 
in the sinful misuse of freedom by some of the angels and 
then by the first humans. His theodicy is thus a blend of 
Neoplatonic and biblical themes and shows clearly the im- 
mense influence of Neoplatonism upon Christian thought 
during its early formative period. 
Augustine himself, together with Christian thinking as a 

whole, departed from Neoplatonism at one crucial point. 
Neoplatonism saw the world as continuous in being with 
the ultimate divine reality, the One. The One, in its lim- 
itless plenitude of being, overflows into the surrounding 
void, and the descending and attenuating degrees of being 
constitute the many-leveled universe. In contrast to this 
emanationist conception Augustine held that the universe 
is a created realm, brought into existence by God out of 
nothing (ex nihilo). It has no independent power of being, 
or aseity, but is through and through contingent, abso- 
lutely dependent upon the creative divine power. Further, 
Augustine was clear that the nihil out of which God cre- 
ated was not any kind of preexistent matter or chaos, but 
that “out of nothing” simply means “not out of anything” 
(De natura boni). This understanding of creation, entailing 

the universe’s total emptiness of independent self-exis- 
tence and yet its ultimate goodness as the free expression 
of God’s creative love, is perhaps the most distinctively 

Christian contribution to metaphysical thought. It goes 
beyond the earlier Hebraic understanding in making ex- 
plicit the ex nihilo character of creation in contrast to 
the emanationism of the Neoplatonic thought-world. This 
basic Christian idea entails the value of creaturely life and 
of the material world itself, its dependence upon God, 
and the meaningfulness of the whole temporal process as 
fulfilling an ultimate divine purpose. 
Modern Christian treatments of the idea of creation ex 

nihilo have detached it from a literal use of the Genesis 
creation myth. The idea of the total dependence of the 
universe upon God is neutral as to whether it had a 
temporal beginning; nor does it in any way preclude the 
development of the universe in its present phase from the 
“big bang” onward, including the evolution of the forms 
of life on Earth. Although creation ex nihilo (a term 
apparently first introduced into Christian discourse by Ire- 
naeus in the 2nd century) remains the general Christian 
conception of the relation between God and the physical 
universe, some recent Christian thinkers have substituted 
the view (derived from Alfred North Whitehead and de- 
veloped by Charles Hartshorne) that God, instead of being 
its transcendent Creator, is an aspect of the universe itself, 
being either the inherent creativity in virtue of which it 
is a living process or a deity of finite power who seeks to 
lure the world into ever more valuable forms. 

Although Neoplatonism was the major philosophical in- 
fluence on Christian thought in its early period and has 
never ceased to be an important element within it, Aris- 

totle was also always known, though at first only as a 
logician. But in the 12th and 13th centuries his writings on 
physics, metaphysics, and ethics became available in Latin, 
translated either from the Greek or from Arabic sources, 

and they were crucial for the greatest of the medieval 
Christian thinkers, St. Thomas Aquinas (c. 1225-74). One 

of the Aristotelian themes that influenced Thomas was 
that knowledge is not innate but is gained from the reports 
of the senses and from logical inference from self-evident 
truths. (Thomas, however, in distinction from Aristotle, 
added divinely revealed propositions to self-evident truths 
in forming his basis for inference.) Thomas also received 
from Aristotle the conception of metaphysics as the sci- 
ence of being. His doctrine of analogy, according to which 
statements about God are true analogically rather than 
univocally, was likewise inspired by Aristotle, as were his 
distinctions between act and potency, essence and exis- 
tence, substance and accidents, and the active and passive 
intellect and his view of the soul as the “form” of the body. 
Thomas Aquinas’ system, however, was by no means 

simply Aristotle Christianized. He did not hesitate to dif- 
fer from “the Philosopher,” as he called him, when the 
Christian tradition required this; for whereas Aristotle had 
been concerned to understand how the world functions, 
Thomas was also concerned, more fundamentally, to ex- 
plain why it exists. 

With the gradual breakdown of the medieval world- 
view—its assumptions undermined by the Renaissance, 
the Reformation, the rise of modern science, and the 
spread of a new spirit of exploration and free inquiry— 
the nature of the philosophical enterprise began to change. 
The French thinker René Descartes (1596-1650) is gener- 
ally regarded as the father of modern philosophy, and in 
the new movements of thought that began with him phi- 
losophy became less a matter of building and defending 
comprehensive metaphysical systems, or imagined pictures 
of the universe, and more a critical probing of presup- 
positions, categories of thought, and modes of reasoning 
and an inquiry into what it is to know, how knowledge 
and belief are arrived at in different areas of life, how well 
various kinds of beliefs are grounded, and how thought 
is related to language. There has long ceased to be a 
generally accepted philosophical framework, comparable 
with Neoplatonism, in terms of which Christianity can 
appropriately be expressed and defended. There is instead 
a plurality of philosophical perspectives and methods— 
analytic, positivist, phenomenological, idealist, pragmatist, 
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and existentialist. Thus modern Christianity, having in- 

herited a body of doctrines developed in the framework of 
ancient worldviews that are now virtually defunct, lacks 
any philosophy of comparable status in terms of which 
to rethink its beliefs. In this situation some theologians 
have turned to existentialism, which is not so much a 
philosophical system as a hard-to-define point of view and 
style of thinking. Indeed, the earlier existentialists, such 
as the Danish philosopher Sgren Kierkegaard (1813-55), 
vehemently rejected the idea of a metaphysical system— 
in particular, for 19th-century existentialists, the Hegelian 
system—though some later ones, such as the German 
philosopher Martin Heidegger (1889-1976), have devel- 
oped their own systems. Existentialists are identified by the 
appearance in their writings of one or more of a number 
of loosely related themes. These include the significance of 
the concrete individual in contrast to abstractions and gen- 
eral principles; a stress upon human freedom and choice 
and the centrality of decision, and hence a view of religion 
as ultimate commitment; a preference for paradox rather 
than rational explanation; and the highlighting of certain 
special modes of experience that cut across ordinary con- 
sciousness, particularly a generalized anxiety or dread and 
the haunting awareness of mortality. Existentialists have 
been both atheists (e.g., Friedrich Nietzsche and Jean-Paul 
Sartre) and Christians (e.g., Kierkegaard, the Protestant 
Rudolf Bultmann, and the Roman Catholic Gabriel Mar- 
cel). It would be difficult to identify any doctrines that are 
common to all these thinkers. Existentialist themes have 
also been incorporated into systematic Christian theolo- 
gies (e.g., by John Macquarrie). 
Others have sought to construct theologies in the mold of 
19th-century German idealism (e.g., Paul Tillich); some, 
as process theologians, in that of the early 20th-century 
British mathematician and metaphysician Alfred North 
Whitehead (e.g., Charles Hartshorne on the doctrine of 
God, John Cobb on Christology); some, the liberation 
theologians, in highly pragmatic and political terms (e.g., 
Juan Luis Segundo, Gustavo Gutiérrez); and some, as 
feminist theologians, in terms of the newly awakened self- 
consciousness of women and the awareness of a distort- 
ing patriarchial influence on all past forms of Christian 
thought (e.g., Rosemary Ruether, Elizabeth Fiorenza). 
Most theologians, however, have continued to accept the 
traditional structure of Christian beliefs. The more liberal 
among them have sought to detach these from the older 
conceptualities and to reformulate them so as to connect 
with modern consciousness (é.g., Friedrich Schleiermacher, 
Albrecht Ritschl, Adolf von Harnack, Karl Rahner, Gor- 
don Kaufman); while the more conservative have sought 
to defend the traditional formulations within an increas- 
ingly alien intellectual environment (e.g., B.B. Warfield, 
Charles Hodge, Karl Barth, Cornelis Berkouwer). 
Of the factors forming the intellectual environment of 

Christian thought in the modern period, perhaps the most 
powerful have been the physical and human sciences. The 
former have compelled the rethinking of certain Christian 
doctrines, as astronomy undermined the assumption of 
the centrality of the Earth in the universe, as geologic 
evidence concerning its age rendered implausible the bib- 
lical chronology, and as biology located humanity within 
the larger evolution of the forms of life on Earth. The 
human sciences of anthropology, psychology, sociology, 
and historical research have suggested possible naturalistic 
explanations of religion itself based, for example, upon 
the projection of desire for a cosmic father figure, the 
need for socially cohesive symbols, or the power of royal 
and priestly classes. Such naturalistic interpretations of 
religion, together with the ever-widening scientific under- 
standing of the physical universe, have prompted some 
Christian philosophers to think of the religious ambiguity 
of the universe as a totality that can, from the human 
standpoint within it, be interpreted in both naturalistic 
and religious ways, thus providing scope for the exercise 
of faith as a free response to the mystery of existence. 

FAITH AND REASON 

Different conceptions of faith cohere with different views 
of its relation to reason or rationality. The classic medieval 
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understanding of faith, set forth by Thomas Aquinas, saw 
it as the belief in revealed truths on the authority of God 
as their ultimate source and guarantor. Thus, though the 
ultimate object of faith is God, their revealer, its imme- 
diate object is the body of propositions articulating the 
basic Christian dogmas. Such faith is to be distinguished 
from knowledge. Whereas the propositions that are the 
objects of scientia, or knowledge, compel belief by their 
self-evidence or their demonstrability from self-evident 
premises, the propositions accepted by faith do not thus 
compel assent but require a voluntary act of trusting 
acceptance. As unforced belief, faith is “an act of the in- 

tellect assenting to the truth at the command of the will” 
(Summa theologiae, Il/Il, Q. 4, art. 5); and it is because 
this is a free and responsible act that faith is one of the 
virtues. It follows that one cannot have knowledge and 
faith at the same time in relation to the same proposition; 
faith can only arise in the absence of knowledge. Faith also 
differs from mere opinion, which is inherently changeable. 
Opinions are not matters of absolute commitment but 
allow in principle for the possibility of doubt and change. 
Faith, as the wholehearted acceptance of revealed truth, 
excludes doubt. 
In the wider context of his philosophy Thomas Aquinas 

held that human reason, without supernatural aid, can 
establish the existence of God and the immortality of 
the soul; though these are also revealed, for acceptance 
by faith, for the benefit of those who cannot or do not 
engage in such strenuous intellectual activity. Faith, how- 
ever, extends beyond the findings of reason in accepting 
such further truths as the triune nature of God and the 
divinity of Christ. Thomas thus supported the general 
(though not universal) Christian view that revelation sup- 
plements, rather than cancels or replaces, the findings of 
sound philosophy. 
From a skeptical point of view, which does not acknowl- 

edge divine revelation, this Thomist conception amounts 
to faith as belief that is unevidenced or that is stronger 
than the evidence warrants, the gap being filled by the 
believer’s own will to believe. As such it attracts the charge 
that belief upon insufficient evidence is always wrong. 
In response to this kind of attack the French philosopher 

Blaise Pascal (1623-62) proposed a voluntarist defense of 
faith as a rational wager. Pascal assumed, in disagreement 
with Thomas Aquinas but in agreement with much mod- 
ern thinking, that divine existence can neither be proved 
nor disproved; and he reasoned that if one decides to be- 
lieve in God and to act on this basis, one gains eternal life 
if right but loses little if wrong, whereas if one decides not 
to believe, one gains little if right but may lose eternal life 
if wrong. In these circumstances, he concluded, the ratio- 
nal course is to believe. The argument has been criticized 
theologically for presupposing an unacceptable image of 
God as rewarding such calculating worship and also on 
the philosophical ground that it is too permissive in that 
it could justify belief in the claims, however fantastic, of 
any person or group who threatened nonbelievers with 
damnation or other dangerous consequences. 
The American philosopher William James (1842-1910) 

refined this approach by limiting it, among matters that 
cannot be determined by proof or evidence, to belief- 

options that one has some real inclination or desire to 
accept, carry momentous implications, and are such that 
a failure to choose constitutes a negative choice. Theis- 
tic belief is for many people such an option, and James 
claimed that they have the right to make the positive 
decision to believe and to proceed in their lives on that 
basis. Either choice involves unavoidable risks: on the one 
hand the risk of being importantly deluded and on the 
other the risk of missing a limitlessly valuable truth. In 
this situation each individual is entitled to decide which 
risk to run. This argument has also been criticized as 
being too permissive and as constituting in effect a license 
for wishful believing, but its basic principle can perhaps 
be validly used in the different context of opting to base 
beliefs upon one’s religious experience. 
The element of risk in faith as a free cognitive choice was 

emphasized, to the exclusion of all else, by Kierkegaard 
in his idea of the leap of faith. He believed that without 
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risk there is no faith, and that the greater the risk the 
greater the faith. Faith is thus a passionate commitment, 
not based upon reason but inwardly necessitated, to that 
which can be grasped in no other way. 
The epistemological character of faith as assent to propo- 

sitions, basic to the Thomist account, is less pronounced 
in the “betting one’s life” conceptions of Pascal and James 
in that these accept not a system of doctrines but only the 
thought of God as existing—though of course that thought 
itself has conceptual and hence implicitly propositional 
content. Kierkegaard’s self-constituting leap of faith like- 
wise only implicitly involves conceptual and propositional 
thought. The same is true of the account of faith based 
upon Ludwig Wittgenstein’s concept of seeing-as (Philo- 
sophical Investigations, 1953). Wittgenstein pointed to the 
epistemological significance of puzzle pictures, such as the 
ambiguous duck-rabbit that can be seen either as a duck’s 
head facing one way or a rabbit’s head facing another way. 
The enlarged concept of experiencing-as (developed by the 
British philosopher John Hick) refers to the way in which 
an object, event, or situation is experienced as having a 

particular character or meaning such that to experience 
it in this manner involves being in a dispositional state 
to behave in relation to the object or event, or within 
the situation, in ways that are appropriate to its having 
that particular character. All conscious experience is in 
this sense experiencing-as. The application of this idea to 
religion suggests that the total environment is religiously 
ambiguous, capable of being experienced in both religious 
and naturalistic ways. Religious faith is the element of un- 
compelled interpretation within the distinctively religious 
ways of experiencing—for theism, experiencing the world 
or events in history or in one’s own life as mediating the 
presence and activity of God. In ancient Hebrew history, 
for example, events that are described by secular histori- 

ans as the effects of political and economic forces were 
experienced by some of the great prophets as occasions in 
which God was saving or punishing, rewarding or testing, 
the Israelites. In such cases religious does not replace sec- 
ular experiencing-as but supervenes upon it, revealing a 
further order of meaning in the events of the world. And 
the often unconscious cognitive choice whereby someone 
experiences religiously constitutes, on this view, faith in 
its most epistemologically basic sense. 
For these voluntarist, existentialist, and experiential con- 

ceptions of faith the place of reason in religion, although 
important, is secondary. Reason cannot directly establish 
the truth of religious propositions. Its function is rather to 
defend the rational propriety of trusting one’s deeper intu- 
itions or one’s religious experience and basing one’s beliefs 
and life upon them. These schools of thought assume that 
the philosophical arguments for and against the existence 
of God are inconclusive, and that the universe is capable 
of being consistently thought of and experienced in both 
religious and naturalistic ways. This assumption, however, 
runs counter to the long tradition of natural theology. 

CHRISTIAN PHILOSOPHY AS NATURAL THEOLOGY ee EE BEES 

Natural theology is generally characterized as the project 
of establishing religious truths by rational argument and 
without reliance upon alleged revelations, its two tradi- 
tional topics being the existence of God and the immor- 
tality of the soul. 
Arguments for the existence of God. The design (or 

teleological) argument. St. Paul, with many others in the 
Greco-Roman world, believed that the existence of God 
is evident from the appearances of nature: “Ever since 
the creation of the world his invisible nature, namely, 
his eternal power and deity, has been clearly perceived 
in the things that have been made” (Romans 1:20). The 
most popular, because the most accessible, of the theistic 
arguments is that which identifies evidences of design in 
nature, inferring from them a divine designer. The argu- 
ment was propounded by medieval Christian thinkers and 
was developed in great detail in 17th- and 18th-century 
Europe by such writers as Robert Boyle, John Ray, Samuel 
Clarke, and William Derham and at the beginning of the 
19th century by William Paley. Such writers asked: Is not 
the eye as manifestly designed for seeing, and the ear for 

hearing, as a pen for writing or a clock for telling the time; 
and does not such design imply a designer? The fact that 
the universe as a whole is a coherent and efficiently func- 
tioning system likewise, in this view, indicates a divine 
intelligence behind it. 

This kind of argument was powerfully criticized by the 
Scottish philosopher David Hume in his Dialogues Con- 
cerning Natural Religion (1779). Hume granted that the 
world constitutes a more or less smoothly functioning 
system; indeed, he points out, it could not exist otherwise. 
He suggests, however, that this may have come about as a 
result of the chance permutations of particles falling into 
a temporary or permanent self-sustaining order, which 
thus has the appearance of design. A century later the 

idea of order without design was rendered more plausible 
by Charles Darwin’s discovery that the adaptations of the 
forms of life are a result of the natural selection of inher- 
ited characteristics having positive, and the elimination of 
those having negative, survival value within a changing 
environment. Hume also pointed out that, even if one 
could infer an intelligent designer of the world, one would 
not thereby be entitled to claim that such a designer is 
the infinitely good and powerful Creator who is the object 
of Christian faith. For the world is apparently imperfect, 
containing many inbuilt occasions of animal pain and hu- 
man suffering, and one cannot legitimately infer a greater 
perfection in the cause than is observed in the effect. 
In the 20th century, however, the design argument has 

been reformulated in more comprehensive ways, partic- 
ularly by the British philosophers Frederick R. Tennant 
(Philosophical Theology, 1928-30) and Richard Swin- 
burne (using Bayes’s probability theorem in The Existence 
of God, 1979), taking account not only of the order and 
functioning of nature but also of the “fit” between human 
intelligence and the universe, whereby one can understand 
its workings, as well as human aesthetic, moral, and reli- 

gious experience. There are also attempts to show that the 
evolution of the universe, from the “big bang” of some 
15,000,000,000 years ago to the present state that includes 
conscious life, required the conjunction of so many indi- 
vidually improbable factors as to be inexplicable except 
as the result of a deliberate coordinating control. If, for 
example, the initial heat of the expanding universe, or its 
total mass, or the strength of the force of gravity, or the 
mass of neutrinos, or the strength of the strong nuclear 
force, had been different by a small margin, there would 
have been no galaxies, no stars, no planets, and hence no 
life. Surely, it is argued, all this must be the work of God 
creating the conditions for human existence. 
These probability arguments have, however, been strongly 

criticized. A basic consideration relevant to them all is that 
there is by definition only one universe, and it is difficult 
to see how its existence, either with or without God, can 
be assessed as having a specific degree of probability in 
any objective sense. It can of course be said that any form 
in which the universe might be is statistically enormously 
improbable as it is only one of a virtual infinity of possible 
forms. But its actual form is no more improbable, in this 
sense, than innumerable others. It is only the fact that hu- 
mans are part of it that makes it seem so special, requiring 
a transcendent explanation. The design argument is thus 
an area in which debate continues. 
The cosmological argument. St. Thomas Aquinas gave 

the first-cause argument and the argument from contin- 
gency—both forms of cosmological reasoning—a central 
place for many centuries in the Christian enterprise of 
natural theology. (Similar arguments were also used in 
parallel strands of Islamic philosophy.) Thomas’ formula- 
tions (Summa theologiae, 1, Q. 2, art. 3) have been refined 
in modern neo-Thomist discussions and continue to be 
topics of Christian philosophical reflection. 
The first-cause argument begins with the fact that there is 

change in the world. A change is always the effect of some 
cause or causes. Each cause is itself the effect of a further 
cause or set of causes; this chain moves in a series that 
either never ends or is completed by a first cause, which 
must be of a radically different nature in that it is not itself 
caused. Such a first cause is an important aspect, though 
not the entirety, of what Christianity means by God. 
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The argument from contingency follows by another route 
the same basic movement of thought from the nature of 
the world to its ultimate ground. It starts with the fact 
that everything in the world is contingent for its existence 
upon other factors. Its presence is thus not self-explana- 
tory but can only be understood by reference beyond 
itself to prior or wider circumstances that have brought it 
about. These other circumstances are likewise contingent; 
they too point beyond themselves for the ground of their 
intelligibility. If this explanatory regress is unending, ex- 
planation is perpetually postponed and nothing is finally 
explained. The existence of anything and everything thus 
remains ultimately unintelligible. But rational beings are 
committed to the search for intelligibility and cannot rest 
content until it is found. The universe can only finally 
be intelligible as the creation of an ontologically necessary 
being who is eternal and whose existence is not contingent 
upon anything else. This is also part of what Christianity 
has meant by God. 
Criticism of these arguments points to the possibility 

that there is no first cause because the universe had no 
beginning, having existed throughout time, and is thus 
itself the necessary being that has existed eternally and 
without dependence upon anything else. Proponents of 
the cosmological argument reply that the existence of such 
a universe, aS a procession of contingent events without 
beginning, would still be ultimately unintelligible. On the 
other hand, a personal consciousness and will, constituting 
a self-existent Creator of the universe, would be intrin- 
sically intelligible; for human beings have experience in 
themselves of intelligence and free will as creative. Critics 
respond that insofar as the argument is sound it leaves 
one with the choice between believing that the universe 
is ultimately intelligible, because created by a self-existent 
personal will, or accepting that it is finally unintelligible, 
simply the ultimate given brute fact. The cosmological ar- 
gument does not, however, compel one to choose the first 

alternative; logically, the second remains equally possible. 

The ontological argument. The ontological argument, 
which proceeds not from the world to its Creator but from 
the idea of God to the reality of God, was first clearly for- 
mulated by St. Anselm (1033/34-1109) in his Proslogion 
(1077-78). Anselm began with the concept of God as that 
than which nothing greater can be conceived (aliquid quo 
nihil majus cogitari possit). To think of such a being as 
existing only in thought and not also in reality involves 
a contradiction. For an X that lacks real existence is not 
that than which no greater can be conceived. A yet greater 
being would be X with the further attribute of existence. 
Thus the unsurpassably perfect being must exist—other- 
wise it would not be unsurpassably perfect. 
This argument has intrigued philosophers ever since. 

After some discussion in the 13th century it was reformu- 
lated for the modern world by Descartes in his Meditations 
(1641). Descartes made explicit the assumption, implicit 
in Anselm’s reasoning, that existence is an attribute that 

a given X can have or fail to have. It follows from this— 
together with the assumption that existence is an attribute 
that is better to have than to lack—that God, as unsur- 
passably perfect, cannot lack the attribute of existence. 
It was the assumption that existence is a predicate that 

has, in the view of most subsequent philosophers, proved 
fatal to the argument. The criticism was first made by 
Descartes’s contemporary Pierre Gassendi and later and 
more prominently by the German philosopher Immanuel 
Kant (1724-1804) in his Critique of Pure Reason (1781). 
Putting their point as it has come to be further clarified by 
Bertrand Russell and others in the 20th century, to say that 
something with stated properties (whether it be a triangle, 
defined as a three-sided plane figure, or God, defined as an 

unsurpassably perfect being) exists, is not to attribute to it 
a further property, namely existence, but is to assert that 
the concept (of a triangle, or of God) is instantiated—that 
there actually are instances of that concept. But whether 
or not a given concept is instantiated is a question of fact. 
It cannot be determined a priori but only by whatever is 
the appropriate method for discovering a fact of that kind. 
This need for, in the broadest sense, observation cannot 
be circumvented by writing existence into the definition 
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7 6 
of the concept (“an existing three-sided plane figure,” “an 
existing unsurpassably perfect being”), for the need arises 
again as the question of whether this enlarged concept is 
instantiated. 
In the 20th century several Christian philosophers (no- 

tably Charles Hartshorne, Norman Malcolm, and Alvin 

Plantinga) have rediscovered and claimed validity for a 
second form of Anselm’s argument. This hinges upon 
“necessary existence,” a property with even higher value 
than “existence.” A being that necessarily exists cannot 
coherently be thought not to exist. And so God, as the 
unsurpassably perfect being, must have necessary exis- 
tence—and therefore must exist. This argument, however, 
has been criticized as failing to observe the distinction 
between logical and ontological, or factual, necessity. Log- 
ically necessary existence, it is said, is an incoherent idea, 
for logical necessity applies to the relations between con- 
cepts, not to their instantiation. God’s necessity, then, 
must be an ontologically, or factually, rather than a logi- 
cally, necessary existence: God exists as the ultimate fact, 
without beginning or end and without depending upon 
anything else for existence. But whether this concept of 
an ontologically necessary being is instantiated cannot be 
determined a priori. It cannot be validly inferred from 
the idea of an eternal and independent being that there 
actually is such a being. 
Moral arguments. Moral theistic argument belongs pri- 

marily to the modern world and perhaps reflects the 
modern lack of confidence in metaphysical constructions. 
Kant, having rejected the cosmological, ontological, and 
design proofs, argued in the Critique of Practical Reason 
(1788) that the existence of God, though not directly prov- 
able, is a necessary postulate of the moral life. To take 
seriously the awareness of a categorical imperative to act 
rightly is to commit oneself to work for an ideal state of 
affairs in which perfect goodness and happiness coincide. 
But as this universal apportioning of happiness to virtue is 
beyond human power, a divine agent capable of bringing 
it about must be assumed. 
Other Christian thinkers, particularly during the 19th 

and early 20th centuries, have developed the theme that 
to accept the absolute demands of ethical obligation is to 
presuppose that this is a morally structured universe; and 
that this in turn implies a personal God whose commands 
are reflected in the human conscience. It cannot be proved 
that this is such a universe, it is said, but it is inevitably 
assumed in acknowledging the claims of morality. 
The basic criticism of all attempts to trace ethical obli- 

gation to a transcendent divine source has been that it is 
possible to account for morality without going beyond the 
human realm. It is argued that the exigencies of commu- 
nal life require agreed codes of behaviour, which become 

internalized in the process of socialization as moral laws; 
and the natural affection that develops among humans 
produces the more occasional sense of a call to heroic self- 
sacrifice on behalf of others. It seems, then, that the moral 
arguments for divine existence do not rise to the level of 
strict proofs. 
Arguments from religious experience and miracles. Re- 

ligious experience is used in Christian apologetics in two 
ways—in the argument from religious experiences to God 
as their cause and in the claim that it is (in the absence of 
contrary indications) as reasonable to trust religious as it 
is to trust nonreligious experience in forming beliefs about 
the total environment. (The first use is considered here 
among the traditional theistic arguments; for the second, 
see below Contemporary discussions.) 
The argument maintains that special episodes, such as 

seeing visions of Christ or Mary or hearing a voice speak- 
ing with apparently divine authority, as well as the more 
pervasive experience of “living in God’s presence” or of 
“absolute dependence upon a higher power,” constitute 
evidence of God as their source. The criticism of this rea- 
soning is that although such experiences may be accepted 
as having occurred, their cause might be purely natural. 
To establish that the experiences are real, as experiences, 

is not to establish that they are caused by an infinite, 

omnipotent, omniscient, divine being. As Thomas Hobbes 
succinctly put it, when someone says that God has spoken 
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to him in a dream, this “is no more than to say he dreamed 
that God spake to him” (Leviathan, Pt. III, ch. 32). 

The analogous argument, from miracles to God as their 
cause, is more complex, involving two sets of problems. 
The argument may assert that the children of Israel were 
miraculously rescued from Egypt or Jesus was miracu- 
lously raised from the dead and therefore that God must 
exist as the agent of these miracles. The first problem 
concerns the reports. Whereas in the case of private re- 
ligious experiences the skeptic (to whom the argument is 
addressed) may well be willing to grant that such experi- 
ences occurred, in the case of public miracles the skeptic 
will require adequate evidence for the described event; 
and this is not forthcoming for the classic miracle stories 
referring to alleged extraordinary events of many centuries 
ago. There are, however, well-evidenced contemporary 
and recent accounts of “miraculous” healings and other 
remarkable happenings. On the assumption that some of 
these, and also some of the classic miracle stories, are 
historically accurate, the second problem arises. How can 
it be established that these events were caused by super- 
natural divine intervention rather than by the operation 
of natural psychic laws, such as seem to be indicated by 
the phenomena of telepathy and telekinesis? 
Once again, any kind of strict proof seems to be lacking. 

These arguments can, however, still be seen as displaying 
aspects of the explanatory power of the idea of God. Di- 
vine activity is not the only possible way of understanding 
the ordered and developing character of the universe, its 
contingent existence, the unconditional claims of moral- 
ity, or the occurrence of religious experiences and “mira- 
cles.” Nevertheless, the concept of deity offers a possible, 
satisfying answer to the fundamental questions to which 
these various factors point. They may thus be said to open 
the door to rational theistic belief—but still leaving the 
nonbeliever waiting for a positive impetus to go through 
that door. Some of the contemporary work by Christian 
philosophers has been in search of such a positive impetus. 
The immortality of the soul. Human beings seem always 

to have had some notion of a shadowy double that survives 
the death of the body. But the idea of the soul as a mental 
entity, with intellectual and moral qualities, interacting 
with a physical organism but capable of continuing after 
its dissolution, derives in Western thought from Plato and 

entered into Judaism during approximately the last cen- 
tury before the Common Era and thence into Christianity. 
In Jewish and Christian thinking it has existed in tension 
with the idea of the resurrection of the person conceived 
as an indissoluble psychophysical unity. Christian thought 
gradually settled into a pattern that required both of these 
apparently divergent ideas. At death the soul is separated 
from the body and exists in a conscious or unconscious 
disembodied state. But on the future Day of Judgment 
souls will be re-embodied (whether in their former but 
now transfigured earthly bodies or in new resurrection 
bodies) and will live eternally in the heavenly kingdom. 
Within this framework philosophical discussion has cen- 

tred mainly on the idea of the immaterial soul and its 
capacity to survive bodily death. Plato, in the Phaedo, ar- 
gued that the soul is inherently indestructible. To destroy 
something, including the body, is to disintegrate it into its 
constituent elements; but the soul, as a mental entity, is 

not composed of parts and is thus an indissoluble unity. 
Although Thomas Aquinas’ concept of the soul, as the 
“form” of the body, was derived from Aristotle rather than 

Plato, he too argued for its indestructibility (Summa the- 
ologiae, 1, Q. 76, art. 6). The French philosopher Jacques 
Maritain (1882-1973), a modern Thomist, summarized 
the conclusion as follows: “A spiritual soul cannot be 
corrupted, since it possesses no matter; it cannot be dis- 
integrated, since it has no substantial parts; it cannot lose 

its individual unity, since it is self-subsisting, nor its in- 
ternal energy since it contains within itself all the sources 
of its energies” (The Range of Reason, 1952). But though 
it is possible to define the soul in such a way that it is 
incorruptible, indissoluble, and self-subsisting, critics have 
asked whether there is any good reason to think that souls 
as thus defined exist. If, on the other hand, the soul means 

the conscious mind or personality—something whose im- 

mortality would be of great interest to human beings— 
this does not seem to be an indissoluble unity. On the 
contrary, it seems to have a kind of organic unity that can 
vary in degree but that is also capable of fragmentation 
and dissolution. 
Much modern philosophical analysis of the concept of 

mind is inhospitable to the idea of immortality, for it 
equates mental life with the functioning of the phys- 
ical brain (see MIND, THE PHILOSOPHY OF). Impressed 

by evidence of the dependence of mind on brain, some 
Christian thinkers have been willing to accept the view— 
corresponding to the ancient Hebrew understanding—of 
the human being as an indissoluble psychophysical unity, 
but these thinkers have still maintained a belief in immor- 
tality, not as the mind surviving the body, but as a divine 
resurrection or re-creation of the living body-mind totality. 
Such resurrection persons would presumably be located 
in a space different from that which they now inhabit 
and would presumably undergo a development from the 
condition of a dying person to that of a viable inhabitant 
of the resurrection world. But all theories in this area carry 
with them their own difficulties, and discussion continues. 
Kant offered a different kind of argument for immor- 

tality—as a postulate of the moral life. The claim of the 
moral law demands that human beings become perfect. 
This is something that can never be finally achieved but 
only asymptotically approached, and such an unending 
approach requires the unending existence of the soul. This 
argument also is open to criticism. Are humans indeed 
subject to a strict obligation to attain moral perfection? 
Might not their obligation, as finite creatures, be to do the 
best they can? But this does not seem to entail immortality. 
It should be noted that in the case of all these arguments, 

both for the immortality of the soul and for the existence 
of God, the debate has been as much among Christian 
philosophers as between them and non-Christian skeptics. 
It is by no means the case that Christian thinkers have all 
regarded the project of natural theology as viable. There 
have indeed been, and are, many avho hold that divine 

existence can be definitively proved or shown to be objec- 
tively probable. But there are many others who not only 
hold that the attempted proofs all require premises that a 
disbeliever is under no rational obligation to accept but 
who also question the evidentialist assumption that the 
only route to rational theistic belief is by inference from 
previously accepted evidence-stating premises. 

CONTEMPORARY DISCUSSIONS 

Contemporary discussion among Christian philosophers is 
predominantly epistemological. Among Roman Catholic 
thinkers it includes the original work of Bernard Lonergan 
in Insight (1957), which has stimulated considerable dis- 
cussion. Lonergan argued that the act of understanding, or 
insight, is pivotal for the apprehension of reality, and that 
it implies in the long run that the universe is itself due to 
the fiat of an “unrestricted act of understanding,” which 
is God. Other Roman Catholic thinkers have continued 
to refine and extend the Thomistic approach, particularly 
the idea of analogical predication in statements about 
God. Others, in common with non-Catholic philosophers, 
have discussed the traditional divine attributes—omni- 
science, omnipotence, eternity, immutability, personality, 
goodness. The concept of a finite deity developing through 
time has also been proposed (e.g., by Charles Hartshorne) 
to meet objections to some of these concepts: If God is 
immutable, how can God be aware of successive events 
in time? If God has absolute self-existence, how can God 
respond with sympathy to the pains of creaturely life? 
Others have defended the traditional attributes as logi- 
cally coherent, both individually and in their relationship 
to one another, and as allowing for divine awareness of 
the created universe, God’s activity in history, and divine 
sympathy with human suffering. 
Perhaps the largest body of work, however, has been 

generated in dialogue with the new linguistic turn of phi- 
losophy in the English-speaking world, particularly since 
World War II, concentrating on the analysis of language 
in its various uses. The logical positivist movement orig- 
inated in the 1920s with the Vienna Circle. Although 
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mainly concerned with the philosophy of science, it posed 
by implication a major challenge to the logical meaning- 
fulness of religious language. The positivist position, in its 
developed form, was that a statement has factual meaning 
only if it is capable in principle of being verified or falsi- 
fied, or at least in some degree confirmed or disconfirmed, 

within human experience; otherwise it is meaningless, or 
cognitively vacuous. In the years immediately after World 
War II this account of factual meaning was applied (e.g., 
by Antony Flew) to theological statements, raising such 
questions as: What observable difference does it make 
whether it is true or false that “God loves us”? Whatever 
tragedies occur, do not the faithful still maintain their 

belief, adding perhaps that the divine love is beyond hu- 
man comprehension? But if it is not possible to conceive 
of circumstances in which “God loves us” would have to 
be judged false, is not the statement factually empty, or 
meaningless? 
This challenge evoked three kinds of response. Some 

Christian philosophers have declared it to be a non-chal- 
lenge, on the ground that the positivists never succeeded in 
finding a precise formulation of the verification criterion 
that was fully satisfactory even to themselves. Others have 
held that this does not block the central thrust of the pos- 
itivist challenge. Does it really make no difference within 
actual or possible human experience whether or not God 
exists and loves us; and if so, is not the significance of 

the belief thereby fatally damaged? Among those who felt 
it necessary to face this challenge, one group granted that 
theological statements lack factual meaning and suggested 
that their proper use lies elsewhere, as expressing a way of 
looking at the world (e.g., Richard M. Hare) or a moral 
point of view and commitment (e.g., R.B. Braithwaite). 
The other group claimed that theism is ultimately open 
to experiential confirmation. The theory of eschatological 
verification (developed by John Hick) holds that the be- 
lief in future postmortem experiences will be verified if 
true (though not falsified if false), and that in a divinely 
governed universe such experiences will take forms con- 
firming theistic faith. Thus although the believer and the 
disbeliever do not have different expectations about the 
course of earthly history, they do expect the total course 
of the universe to be radically different. 
In the late 20th century, under the stimulus of Wittgen- 

stein’s posthumously published works, attention has been 
directed to the multiple legitimate uses of language in the 
various language games developed within different human 
activities and forms of life; and it has been urged (e.g., by 
D.Z. Phillips) that religious belief has its own autonomous 
validity, not subject to verificationist or scientific or other 
extraneous criteria. Statements about God and eternal 
life do not make true-or-false factual claims but express, 
in religious language, a distinctive attitude to life and 
way of engaging in it. This suggestion forms part of the 
broader non-realist interpretation of religion, holding that 
its beliefs do not refer to putative transcendent realities 
but are instead expressive of human ideals, desires, hopes, 
attitudes, and intentions. Such thinking goes back to the 
German philosopher Ludwig Feuerbach (The Essence of 
Christianity, 1841) in the 19th century and to George 
Santayana, John Dewey, and J.H. Randall, Jr., in the early 
20th century and is advocated today by some Christian 
writers, notably D.Z. Phillips and Don Cupitt. According 
to them, true Christianity consists in the inner purity of 
an unself-centred attitude to life and does not involve be- 
lief in the objective reality of God or of a life after death. 
The criticism this view inevitably attracts is that to deny 
the transcendent reference of religious language empties 
it of any substantial meaning. The issue is the focus of 
considerable contemporary discussion. 
In addition to this and other work concerning religious 

language there has been a renewal of fundamental discus- 
sion of Christian, and more broadly religious, epistemol- 
ogy. The natural theology tradition held that, in order to 
be rational, religious belief must be supported by adequate 
evidences or arguments. It was assumed that God’s exis- 
tence must be validly inferred from generally acceptable 
premises. This evidentialist principle has been questioned, 
however, not only by such earlier thinkers as Pascal and 
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William James but also by a number of contemporary 
Christian philosophers. Evidentialist thinking was founda- 
tionalist in granting that there are some beliefs that can be 
reasonably held directly and not by inference from other 
evidence-stating beliefs. Thomas Aquinas, for example, 
recognized self-evident truths and the reports of the senses 
as basic in the sense that they do not need support from 
other beliefs. They thus provide the foundations on which 
a belief structure can properly be built. Belief in the exis- 
tence of God was not regarded as basic or foundational in 
this way but was thought to require adequate evidence or 
arguments. It has been argued (by Alvin Plantinga) that 
the range of properly basic beliefs is wider than classic 
foundationalism had recognized. It can include not only 
beliefs about the past and the existence of other persons 
but also belief in the reality of God. Such beliefs can be 
basic (i.e., not inferred), and they are properly basic if held 
in appropriate circumstances. Thus, the belief that “There 
is a tree before me” is properly basic for one who is having 
the experience of seeing a tree; and the belief that “God 
exists” is properly basic for one who experiences God’s 
judgment, forgiveness, love, claim, providential care, or 
some other mode of divine presence. 

Discussion of this proposal centres upon the criteria for 
proper basicality: In what circumstances is it appropriate, 
and in what circumstances not, to hold the basic belief 
in God or the basic beliefs of other religions or of the 
naturalistic worldviews? 
A related contemporary development, pursued by 

William Alston and others, is the claim that religious ex- 
perience constitutes an entirely proper basis for religious 
beliefs. The claim is not that one can validly infer God 
as the cause of theistic religious experience, but that one 
who participates in such experience is entitled to trust it 
as a ground for belief. It is argued that human beings all 
normally operate with a “principle of credulity” whereby 
they take what seems to be so as indeed so, unless they 
have some positive reason to doubt it. Accordingly, one 
who has the experience of living in the presence of God 
can properly proceed in both thought and life on the basis 
that God is real. Such belief inevitably involves epistemic 
risk—the risk of error versus the risk of missing the truth. 
But perhaps the right to believe that was defended by 
William James applies in this situation. 
The discussion focuses on the analogies between religious 

forms of experience and the kinds of sensory experience 
in relation to which the principle of credulity is virtu- 
ally universally accepted. It is uncontroversially proper 
to hold beliefs reflecting sense experience, but what of 
beliefs reflecting religious experience? Whereas all human 
beings hold the former and could not survive without 
doing so, the latter type of belief seems to be optional. 
Although beliefs regarding physical objects can be empir- 
ically confirmed or disconfirmed, religious beliefs cannot. 
Acknowledging these significant differences, some Chris- 
tian philosophers have argued that they are the kinds of 
differences that are to be expected, given the difference 
between the human relationship to the world and to God. 
It is necessary to human existence as physical organisms 
that a consciousness of the material environment should 
be forced upon human beings. On the other hand, it is 
necessary for existence as relatively autonomous and re- 
sponsible beings that consciousness of God should not be 
forced upon them, for to be compulsorily aware of God’s 
universal presence as limitless goodness and power, mak- 
ing a total claim upon human life, would deprive them 
of creaturely freedom. Humans are accordingly set at an 
epistemic distance from God that is overcome only by 
faith, which can be identified with the voluntary interpre- 
tive element within the experience of God’s presence. 
The central Christian doctrine of the divinity of Christ 

is another topic of current discussion. Philosophical ques- 
tions concerning this were debated intensively in the 
3rd to Sth centuries, as noted above, in terms of the 
key notion of ousia/substantia. The concept of substance, 
however, although confidently used throughout the me- 
dieval period, has been widely questioned within modern 
thought and no longer figures in the distinctively 20th- 
century streams of philosophy. There have consequently 
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been a variety of attempts, in which theology and philos- 
ophy mingle inextricably, to find an interpretation that is 
intelligible today. Instead of the basically static notion of 
substance—Jesus qua human being of human substance 
and qua divine of God’s substance—many have preferred 
the more dynamic idea of divine action. From this point 
of view Jesus was divine in the sense that God was acting 

redemptively through him; or, instead of a homo-ousion, 
identity of substance, between Jesus and the heavenly 
Father, there was a homo-agapion, an identity of divine 
loving. Others, however, have criticized such alternatives 

to the older substance language, often on the ground that, 
whereas “being of the same substance as” is an all-or-noth- 
ing concept, divine activity in and through a human life 
is capable of degrees, so that the divinity of Christ may in 
principle be de-absolutized. The intertwining theological 
and philosophical issues continue to be strongly debated. 
The problems of religious pluralism are increasingly being 

seen as requiring the attention of Christian philosophers. 
One reason arises from the kind of apologetic described 
above, hinging upon the reasonableness of basing beliefs 
upon religious experience. It is evident that there are many 
forms of religious experience, giving rise to many forms 
of religious belief. There is considerable variety within the 
Christian tradition itself, and in the world as a whole Mus- 
lim forms of religious experience give rise to and justify 
Islamic beliefs, Jewish forms of experience to Jewish be- 
liefs, Hindu to Hindu beliefs, Buddhist to Buddhist beliefs, 
and so on. These different belief systems include mutually 
incompatible doctrines. Thus the experiential solution to 
the problem of justifying Christian beliefs has given rise to 
a new problem constituted by the conflicting truth-claims 
of the different religious traditions. 
The other reason the great world faiths provide new is- 

sues for Christian philosophy is that some of their belief 
systems challenge long-standing Christian assumptions. 
Whereas Judaism and Islam raise theological questions, 
the most challenging philosophical issues are raised by 
Buddhism. The belief in God as the personal ultimate is 
challenged by the idea of the ultimacy of the nonpersonal 
dharma-kaya. The idea of the immortal soul is challenged 
by the anattd (“no soul”) doctrine, with its claim that the 
personal mind or soul is not an enduring substance but a 
succession of fleeting moments of consciousness. And yet 
Buddhism, teaching as it does doctrines that are radically 
different from those of the Christian faith, also challenges 
Christianity by the centrality within it of compassion, 
peaceableness, and a respect for all life. 
These and other issues raised by the fact of religious 

plurality are ones that Christian philosophers have only 
begun to face but that suggest the possibility of major 
developments in Christian thinking. (J.Hi.) 

Christian mysticism 

Christian mysticism refers to the human being’s direct ex- 
perience or consciousness of ultimate reality, understood 
as God within the context of Christian faith. The essence 
of mysticism is the sense of some form of contact with the 
divine or transcendent, frequently understood in its higher 
forms as involving union with God. Mysticism has played 
an important role in the history of Christian religion, and 
it has once again become a noticeably living influence in 
recent times. 
In the modern period mysticism has been studied from 

many perspectives: psychological, comparativist, philo- 
sophical, and theological, to name only the most vital. 
The mystical text has been the subject of new attention 
sparked by hermeneutical and deconstructionist philoso- 
phies. Among the theoretical questions that have been 
much debated are such issues as whether mysticism con- 
stitutes the core or essence of personal religion or whether 
it is better viewed as one element interacting with others 
in the formation of concrete religions. Those who em- 
phasize a strong distinction between mystical experience 
and subsequent interpretation tend to search for a com- 
mon core of all mysticism; others insist that experience 
and interpretation cannot be so easily sundered and that 
mysticism is in most cases tied to a specific religion and 

contingent upon its teachings. Both those who search for 
the common core, such as the British philosopher Wal- 
ter T. Stace, and those who emphasize the differences 
among forms of mysticism, such as the British historian 
of religion Robert C. Zaehner, have made use of typolo- 
gies of mysticism, often based on the contrast between 
introvertive and extrovertive mysticism developed by the 
comparativist Rudolf Otto. Studies have criticized the ty- 
pological approach, but many scholars still find it useful. 
The cognitive status of mystical knowing and its clash 

with the mystics’ claims about the ineffability of their 
experiences have also been topics of interest for modern 
students of mysticism. Among the most important investi- 
gations of mystical knowing are those of the Belgian Jesuit 
Joseph Maréchal and the French philosophers Henri Berg- 
son and Jacques Maritain. 

The relation between mysticism and morality has been 
a topic of scholarly debate since the time of William 
James, but certain questions have concerned Christian 
mystics for centuries. Does mystical experience always 
confirm traditional religious ideas about right and wrong, 
or is mysticism totally independent of moral issues? The 
problems regarding mysticism are fairly easy to identify; 
definitive solutions seem far off. 
The role of mysticism in Christianity has been vari- 

ously evaluated by modern theologians. Many Protestant 
thinkers, from Albrecht Ritschl and Adolf von Harnack 
through Karl Barth and Rudolf Bultmann, have denied 
mysticism an integral role in the Christian religion, claim- 
ing that mystical union was a Greek import incompatible 
with saving faith in the Gospel word. Other Protestant 
theologians, such as Ernst Troeltsch in The Social Teach- 
ing of the Christian Churches (trans. 1931) and Albert 
Schweitzer in The Mysticism of Paul the Apostle (trans. 
1931), were more sympathetic. Anglican thinkers, espe- 
cially William R. Inge, Evelyn Underhill, and Kenneth E. 
Kirk, championed the importance of mysticism in Chris- 
tian history. Orthodox Christianity has given mysticism 
so central a role in Christian life that all theology in the 
Christian East by definition is mystical theology, as the 
Russian emigré thinker Vladimir Lossky showed in The 
Mystical Theology of the Eastern Church (trans. 1957). 
The most extensive theological discussions of mysticism 

in Christianity have been found in modern Roman Catholi- 
cism. In the first half of the 20th century Neoscholastic 
authors—invoking the authority of Thomas Aquinas and 
the Spanish mystics Teresa of Avila and John of the 
Cross—debated whether mystical contemplation was the 
goal of all Christians or a special grace offered only to a 
few. The discrimination of the various forms of prayer and 
the distinction between acquired contemplation, for which 
the believer could strive with the help of grace, and in- 
fused contemplation, which was a pure and unmerited gift, 
framed much of this discussion. Other Roman Catholic 
theologians, such as Cuthbert Butler in Western M: ‘ysticism 
(1922) and Anselm Stolz in Theologie der Mystik (1936), 
broke with the narrow framework of Neoscholasticism to 
consider the wider scriptural and patristic tradition. In the 
second half of the century Roman Catholic theologians 
including Karl Rahner and Hans Urs von Balthasar ad- 
dressed key theological issues in mysticism, such as the 
relation of mystical experience to the universal offer of 
grace and the status of non-Christian mysticism. 

HISTORY OF CHRISTIAN MYSTICISM 

Early church. Although the essence of mysticism is the 
sense of contact with the transcendent, mysticism in the 
history of Christianity should not be understood merely 
in terms of special ecstatic experiences but as part of a 
religious process lived out within the context of the Chris- 
tian community. From this perspective mysticism played 
a vital part in the early church. Early Christianity was a 
religion of the spirit that expressed itself in the heightening 
and enlargement of human consciousness, It is clear from 
the Synoptic Gospels (e.g., Matthew 11:25-27) that Jesus 
was thought to have enjoyed a sense of special contact 
with God. In the primitive church an active part was 
played by prophets, who were believed to be recipients of 
a revelation coming directly from the Holy Spirit. 
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The mystical aspect of early Christianity finds its fullest 
expression in the letters of Paul and the Gospel Accord- 
ing to John. For Paul and John mystical experience and 
aspiration are always for union with Christ. It was Paul’s 
supreme desire to know Christ and to be united with him. 
The recurring phrase, “in Christ,” implies personal union, 
a participation in Christ’s death and Resurrection. The 
Christ with whom Paul is united is not the man Jesus 
who is known “after the flesh.” He has been exalted and 
glorified, so that he is one with the Spirit. 
Christ-mysticism finds renewed embodiment in the 

Gospel According to John, particularly in the farewell 
discourse (chapters 14-16), where Jesus speaks of his im- 
pending death and of his return in the Spirit to unite 
himself with his followers. In the prayer of Jesus in chapter 
17 there is a vision of an interpenetrating union of souls in 
which all who are one with Christ share his perfect union 
with the Father. 
In the early Christian centuries the mystical trend found 

expression not only in the stream of Pauline and Johan- 
nine Christianity (as in the writings of Ignatius of Antioch 
and Irenaeus of Lyon) but also in the Gnostics (early 
Christian heretics who viewed matter as evil and the spirit 
as good). Scholars still debate the origins of Gnosticism, 
but most Gnostics thought of themselves as followers of 
Christ, albeit a Christ who was pure spirit. The mysticism 
of the Gnostics can be seen in the religion of Valentinus, 
who was excommunicated in about AD 150. He believed 
that human beings are alienated from God because of 
their spiritual ignorance; Christ brings them into the gno- 
sis (esoteric revelatory knowledge) that is union with God. 
Valentinus held that all human beings come from God 
and that all will in the end return to God. Other Gnos- 
tic groups held that there were three types of people— 
“spiritual,” “psychic,” and “material”—and that only the 
first two can be saved. The Pistis Sophia (3rd century) is 
preoccupied with the question of who finally will be saved. 
Those who are saved must renounce the world completely 
and follow the pure ethic of love and compassion. They 
will then be identified with Jesus and become rays of the 
divine Light. 
Eastern Christianity. The classic forms of Eastern Chris- 

tian mysticism appeared toward the end of the 2nd cen- 
tury, when the mysticism of the early church began to be 
expressed in categories of thought explicitly dependent.on 
the Greek philosophical tradition of Plato and his follow- 
ers. This intermingling of primitive Christian themes with 
Greek speculative thought has been variously judged by 
later Christians, but contemporaries had no difficulty in 
seeing it as proof of the new religion’s ability to adapt and 
transform all that was good in the world. The philosophi- 
cal emphasis on the unknowability of God found an echo 
in many texts of the Old and New Testaments, affirming 
that the God of Abraham and the Father of Jesus could 
never be fully known. The understanding of the role of 
the preexistent Logos, or Word, of the Gospel According 
to John in the creation and restoration of the universe was 
clarified by locating the Platonic conception of Ideas in 
the Logos. Greek emphasis on the vision or contemplation 
(theoria) of God as the goal of human blessedness found a 
scriptural warrant in the sixth Beatitude: “Blessed are the 
pure in heart, for they shall see God” (Matthew 5:8). The 
notion of deification (theiosis) fit with the New Testament 
emphasis on becoming sons of God and such texts as 2 
Peter 1:4, which talked about sharing in the divine nature. 
These ecumenical adaptations later provided an entry for 
the language of union with God, especially after the no- 
tion of union became more explicit in Neoplatonism, the 
last great pagan form of philosophical mysticism. Many 
of these themes are already present in germ in the works 
of Clement of Alexandria, written in about 200. They are 
richly developed in the thought of Origen, the greatest 
Christian writer of the pre-Constantinian period and the 
earliest major speculative mystic in Christian history. 
Origen’s mystical theology, however, required a social 

matrix in which it could take on life as formative and 
expressive of Christian ideals. This. was the achievement 
of early Christian monasticism, the movement into the 
desert that began to transform ideals of Christian perfec- 
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tion at the beginning of the 4th century. The combination 
of the religious experience of the desert Christians and the 
generally Origenist theology that helped shape their views 
created the first great strand of Christian mysticism, one 
that remains central to the East and that was to dominate 
in the West until the end of the 12th century. Though 
not all the Eastern Christian mystical texts were deeply 
imbued with Platonism, all were marked by the monas- 
tic experience. 
The first great mystical writer of the desert was Evag- 

rius Ponticus (346-399), whose works were influenced 
by Ongen. His writings show a clear distinction between 
the ascetic, or “practical,” life and the contemplative, or 

“theoretical,” life, a distinction that was to become classic 
in Christian history. His disciple, John Cassian, conveyed 
Evagrian mysticism to the monks of western Europe, es- 
pecially in the exposition of the “degrees of prayer” in 
his Collations of the Fathers, or Conferences. Gregory of 
Nyssa, the younger brother of Basil, sketched out a model 
for progress in the mystical path in his Life of Moses 
and, following the example of Origen, devoted a number 
of homilies to a mystical interpretation of the Song of 
Solomon, showing how the book speaks both of Christ’s 
love for the church and of the love between the soul and 
the Divine Bridegroom. 
Perhaps the most influential of all Eastern Christian 

mystics wrote in the 5th or 6th century in the name of 
Dionysius the Areopagite, Paul’s convert at Athens. He 
was probably a Syrian monk. In the chief works of this 
Pseudo-Dionysius, Mystical Theology and On the Divine 
Names, the main emphasis was on the ineffability of God 
(“the Divine Dark”) and hence on the “apophatic” or 
“negative” approach to God. Through a gradual process 
of ascension from material things to spiritual realities 
and an eventual stripping away of all created beings in 
“unknowing,” the soul arrives at “union with Him who 
transcends all being and all knowledge” (Mystical Theol- 
ogy, chapter 1). The writings of the Pseudo-Dionysius also 
popularized the threefold division of the mystical life into 
purgative, illuminative, and unitive stages. Later Eastern 
mystical theologians, especially Maximus the Confessor 
in the 7th century, adopted much of this thought but 
corrected it with greater Christological emphasis, showing 
that union with God is possible only through the action 
of the God-man. 
Eastern mystics distinguish between the essence of God 

and divine attributes, which they regard as energies that 
penetrate the universe. Creation is a process of emana- 
tion, whereby the divine Being is “transported outside of 
Himself... to dwell within the heart of all things...” 
(Pseudo-Dionysius the Areopagite, On the Divine Names, 
iv. 13). The divinization of humanity is fundamental to 
Eastern mysticism. 
Divinization comes through contemplative prayer, and 

especially through the method of Hesychasm (from hesy- 
chia, “stillness”) adopted widely by the Eastern monks. 
The method consisted in the concentration of the mind 
on the divine Presence, induced by the repetition of the 
“Jesus-prayer” (later formalized as “Lord Jesus Christ, Son 
of God, have mercy on me a sinner”). This culminated 
in the ecstatic vision of the divine Light and was held 
to. divinize the soul through the divine energy implicit in 
the name of Jesus. Much of this program can already be 
found in the writings of Symeon the New Theologian (c. 
949-1022), a monk of Constantinople. It reached its theo- 
logically most evolved form in Gregory Palamas (1296- 
1359), who defended the Hesychast tradition against its 
opponents. This rich form of Christian mysticism found 
a new centre in the Slavic lands after the conquest of 
the Greek East by the Turks. It experienced a flowering 
in Russia, beginning with the Philokalia, an anthology of 
ascetical and mystical texts first published in 1782, and 
continuing to the Revolution of 1917. Eastern Christian 
mysticism is best known in the West through translations 
of the anonymous 19th-century Russian text The Way of 
the Pilgrim, but noted Russian mystics, such as Seraphi- 
mof Sarov (1759-1833) and John of Kronshtadt (1829- 
1909), are gradually becoming better known in the West. 
In the Eastern as in the Western Church mystical reli- 
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gion received at times heretical expressions. These trends 
begin with the Messalians (Syriac for “praying people”) 
of the 4th century, who were accused of neglecting the 
sacraments for ceaseless prayer and of teaching a mate- 
rialistic vision of God. Later mystics, both orthodox and 

suspect, have been accused of Messalianism. Other mystic 
sects grew up in Russia. The Dukhobors, who originated 
in the 18th century among the peasants, resemble the 

Quakers in their indifference to outer forms, standing for 
the final authority of the Inner Light. They were severely 
persecuted in Russia and migrated to Canada early in the 
20th century. (S.Sp./B.J.McG.) 

Western Catholic Christianity. The founder of Latin 
Christian mysticism is Augustine, bishop of Hippo (354- 
430). In his Confessions Augustine mentions two expe- 
riences of “touching” or “attaining” God. Later, in the 
Literal Commentary on Genesis, he introduced a triple 
classification of visions—corporeal, spiritual (/.e., imagi- 
native), and intellectual—that influenced later mystics for 

centuries. Although he was influenced by Neoplatonist 

philosophers such as Plotinus, Augustine did not speak of 
personal union with God in this life. His teaching, like that 
of the Eastern Fathers, emphasized the ecclesial context 

of Christian mysticism and the role of Christ as mediator 
in attaining deification, or the restoration of the image of 
the Trinity in the depths of the soul. The basic elements 
of Augustine’s teaching on the vision of God, the relation 
of the active and contemplative lives, and the sacramental 
dimension of Christian mysticism were summarized by 
Pope Gregory I the Great in the 6th century and conveyed 
to the medieval West by many monastic authors. 
Two factors were important in the development of this 

classic Augustinian form of Western mysticism. The first 
was the translation of the writings of Pseudo-Dionysius the 
Areopagite and other Eastern mystics by the 9th-century 
thinker Johannes Scotus Erigena. In combining the East- 
ern and Western mystical traditions, Erigena created the 
earliest version of a highly speculative negative mysticism 
that was later often revived. The other new moment began 
in the 12th century when new forms of religious life burst 
on the scene, especially among monks and those priests 
who endeavoured to live like monks (the canons). The 
major schools of 12th-century mysticism were inspired 
by new trends in monastic piety, especially those intro- 
duced by Anselm of Canterbury, but they developed these 
in a systematic fashion unknown to previous centuries. 
The great figures of the era, especially Bernard of Clair- 
vaux among the Cistercians and Richard of Saint-Victor 
among the canons, have remained the supreme teachers 
of mystical theology in Catholic Christianity, along with 
the Spanish mystics of the 16th century. 
What the Cistercian and Victorine authors contributed 

to the development of Catholic mysticism was, first, a de- 
tailed study of the stages of the ascent of the soul to God 
on the basis of a profound understanding of the human 
being as the image and likeness of God (Genesis 1:26) and, 
second, a new emphasis on the role of love as the power 
that unites the soul to God. Building on both Origen and 
Augustine, Bernard and his contemporaries made affec- 
tive, or marital, union with God in oneness of spirit (1 
Corinthians 6:17) a central theme in Western mysticism, 
though along with Gregory the Great they insisted that 
“love itself is a form of knowing,” that is, of vision or 
contemplation of God. 
The great mystics of the 12th century contributed to 

an important expansion of mysticism in the following 
century. For the first time mysticism passed beyond the 
confines of the monastic life, male writers, and the Latin 
language. This major shift is evident not only in the life of 
Francis of Assisi, who emphasized the practical following 
of Jesus and came to be identified with him in a new 
form of Christ-mysticism, manifested in his reception of 
the stigmata, or wounds of the crucified Christ, but also 
in the remarkable proliferation of new forms of religious 
life and mystical writing in the vernacular on the part of 
women. Though female mystics such as Hildegard von 
Bingen were not unknown in the 12th century, the 13th 
century witnessed a flowering of interest in mysticism 
among women, evident in the Flemish Hadewijch of Bra- 

bant, the German Mechthild von Magdeburg, the French 
Marguerite Porete, and the Italians Clare of Assisi and 
Angela da Foligno. 
Among the important themes of the new mysticism of 

the 13th century was a form of Dionysian theology in 
which the stage of divine darkness surpassing all under- 
standing was given a strong affective emphasis, as well as 
the emergence of an understanding of union with God 
that insisted upon a union of indistinction in which God 
and the soul become one without any medium. The first 
of these tendencies is evident in the writings of Bonaven- 
ture, the supreme master of Franciscan mysticism; the 
second is present in some of the women mystics but finds 
its greatest proponent in the Dominican Meister Eckhart, 
who was condemned for heresy in 1329. 
Eckhart taught that “God’s ground and the soul’s ground 

is one ground,” and the way to the realization of the soul’s 
identity with God lay less in the customary practices of 
the religious life than in a new state of awareness achieved 
through radical detachment from all created things and a 
breakthrough to the God beyond God. Though Eckhart’s 
thought remained Christological in its emphasis on the 
necessity for the “birth of Son in the soul,” his expres- 
sions of the identity between the soul that had undergone 
this birth and the Son of God seemed heretical to many. 
Without denying the importance of the basic structures 
of the Christian religion, and while insisting that his rad- 
ical preaching to the laity was capable of an orthodox 
interpretation, Eckhart and the new mystics of the 13th 
century were a real challenge to traditional Western ideas 
of mysticism. Their teaching seemed to imply an autothe- 
ism in which the soul became identical with God, and 
many feared that this might lead to a disregard of the 
structures and sacraments of the church as the means to 
salvation and even to an antinomianism that would view 
the mystic as exempt from the moral law. The Council 
of Vienne condemned such errors in 1311, shortly after 
Marguerite Porete was burned as a heretic for continuing 
to disseminate her book, The Mirror“of Simple Souls. The 
council associated these views with the Beguines, groups 
of religious women who did not live in cloister or follow 
a recognized rule of life. In the centuries that followed, 

some mystics were condemned and others executed on 
this basis, though evidence for a widespread “mystical 
heresy” is lacking. 
The great mystical writers of the late Middle Ages, how- 

ever, took pains to prove their orthodoxy. Eckhart’s fol- 
lowers among the Rhineland mystics, especially Heinrich 
Suso and Johann Tauler, defended his memory but qual- 
ified his daring language. Texts such as the anonymous 
Theologia Germanica of the late 14th century, which re- 
flects the ideas of the loose groups of mystics who called 
themselves the Friends of God, conveyed this German 
mysticism to the Reformers. In the Low Countries, the 
rich mystical literature that developed reached its culmi- 
nation in writings of Jan van Ruysbroeck (1293-1381). 
In Italy two remarkable women, Catherine of Siena in 
the 14th century and Catherine of Genoa in the 15th, 
made important contributions to the theory and practice 
of mysticism. The 14th century also saw the “Golden 
Age” of English mysticism, as conveyed in the writings of 
the hermit Richard Rolle; the canon Walter Hilton, who 
wrote The Scale (or Ladder) of Perfection; the anonymous 
author of The Cloud of Unknowing; and his contemporary, 
the visionary recluse Mother Julian of Norwich, whose 
Revelations of Divine Love is unsurpassed in English mys- 
tical literature. Julian’s meditations on the inner meaning 
of her revelations of the crucified Christ express the mys- 
tical solidarity of all humanity in the Redeemer, who is 
conceived of as a nurturing mother. 
In the 16th century the centre of Roman Catholic mys- 

ticism shifted to Spain, the great Roman Catholic power 
at the time of the Reformation. Important mystics came 
both from the traditional religious orders, such as Francis 
de Osuna among the Franciscans, Luis de Leon among 
the Augustinians, and Luis de Grenada among the Do- 
minicans, and from the new orders, as with Ignatius of 
Loyola, the founder of the Jesuits. The two pillars of 
Spanish mysticism, however, were Teresa of Avila (1515- 
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82) and her friend John of the Cross (1542-91), both 
members of the reform movement in the Carmelite order. 
Teresa’s Life is one of the richest and most convincing 
accounts of visionary and unitive experiences in Christian 
mystical literature; her subsequent synthesis of the seven 
stages on the mystical path, The Interior Castle, has been 
used for centuries as a basic handbook. John of the Cross 
was perhaps the most profound and systematic of all Ro- 
man Catholic mystical thinkers. His four major works, 
The Dark Night of the Soul, The Ascent of Mount Carmel, 
The Spiritual Canticle, and The Living Flame of Love, 
constitute a full theological treatment of the active and 
passive purgations of the sense and the spirit, the role of 
illumination, and the unification of the soul with God in 
spiritual marriage. 
In the 17th century France took the lead with figures such 

as Francis of Sales, Pierre de Bérulle, Brother Lawrence 

(the author of The Practice of the Presence of God), and 
Marie Guyard. At this time concentration on the per- 
sonal experience of the mystic as the source for “mystical 
theology” (as against the common scriptural faith and 
sacramental life of the church) led to the creation of mys- 
ticism as a category and the description of its adherents 
as mystics. This century also saw renewed conflict over 
mysticism with the rise of the Quietist controversy. A 
Spaniard resident in Rome, Miguel de Molinos, author of 
the popular Spiritual Guide (1675), was condemned for 
his doctrine of the “One Act,” that is, the teaching that the 
will, once fixed on God in contemplative prayer, cannot 
lose its union with the divine. In France Mme Guyon and 
her adviser, Francois Fénelon, archbishop of Cambrai, 
were also condemned for Quietist tendencies emphasizing 
the role of pure love to the detriment of ecclesiastical 
practice. These debates cast a pall over the role of mysti- 
cism in Roman Catholicism into the 20th century, though 
important mystics continued to be found. (B.J.McG.) 
Protestant Christianity. The chief representatives of 

Protestant mysticism are the continental “Spirituals,” 

among whom Sebastian Franck (c. 1499-c. 1542), Valentin 
Weigel (1533-88), and Jakob Bohme (1575-1624) are es- 
pecially noteworthy. Among traditional Lutherans Johann 
Arndt (1555-1621) in his Four Books on True Christian- 
ity took up many of the themes of medieval mysticism 
in the context of Reformation theology and prepared the 
way for the spiritual revival known as Pietism, within 
which such mystics as Count von Zinzendorf flourished. 
In England the Anglican divines known as the Cambridge 
Platonists, the Quakers headed by George Fox (1624-91), 
and William Law (1686-1761) were important. In Hol- 
land a mystical group known as Collegiants, similar to the 
Quakers, broke away from the Remonstrant (Calvinist) 
Church. Other mystical bodies were the Schwenckfeldians, 
founded by Kaspar Schwenckfeld, and the Family of 
Love, founded in Holland by Hendrik Niclaes early in the 

16th century before moving to England about 1550. The 
religion of the Ranters and other radical Puritans in 17th- 
century England had mystical aspects. 
The cardinal feature of Protestant mysticism is the em- 

phasis laid on the divine element in humanity variously 
known as the “spark” or “ground” of the soul, the “di- 
vine image” or “holy self,” the “Inner Light,” or the 
“Christ within.” This was one of the essential elements of 
Rhineland mysticism and shows the connection between 
medieval and Reformation mysticism. For Bohme and the 
Spirituals, essential reality lies in the ideal world, which 
Bohme described as “the uncreated Heaven.” BOhme took 
over the Gnostic belief that the physical world arose from 
a primeval fall, renewed with the Fall of Adam. His teach- 
ing was the main formative influence on the developed 
outlook of William Law and William Blake (1757-1827). 
For Protestant as well as for Roman Catholic mystics, sin 

is essentially the assertion of the self in its separation from 
God. The divine life is embodied in “the true holy self that 
lies within the other” (BOhme, First Epistle). When that 
self is manifested, there is a birth of God (or of Christ) 
in the soul. Protestant mystics rejected the Lutheran and 
Calvinist doctrine of the total corruption of human na- 
ture. William Law remarked: “the eternal Word of God 
lies hid in thee, as a spark of the divine nature” (The 
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Spirit of Prayer, 1.2.). “The eternal Word of God” is the 

inner Christ, incarnate whenever people rise into union 
with God. By the Spirituals Christ was viewed as the ideal 
humanity born in God from all eternity. This conception 
received its greatest emphasis with Kaspar Schwenckfeld, 
who, unlike Protestant mystics generally, taught that hu- 
mans as created beings are totally corrupt; salvation means 
deliverance from the creaturely nature and union with the 
heavenly Christ. 
Protestant mystics explicitly recognize that the divine 

Light or Spark is a universal principle. Hans Denck in 
the early 16th century spoke of the witness of the Spirit 
in “heathens and Jews.” Sebastian Franck, like the Cam- 
bridge Platonists, found divine revelation in the work of 
the sages of Greece and Rome. George Fox appealed to the 
conscience of the American Indians as a proof of the uni- 
versality of the Inner Light. William Law described non- 
Christian saints as “apostles of a Christ within.” Protestant 
mystics stated plainly that, for the mystic, supreme author- 
ity lies of necessity not in the written word of Scripture 
but in the Word of God in the self. Fox said: “I saw, in 
that Light and Spirit that was before the Scriptures were 
given forth” (Journal, chapter 2). It was especially on this 
ground that the mystics came into conflict with the estab- 
lished church, whether Roman Catholic or Protestant. 
The Ranters provide a good example of the conflict be- 

tween mysticism and established religion. They held, with 
Fox and Hendrik Niclaes, that perfection is possible in this 

life. Puritan leaders under the Commonwealth denounced 
them for their “blasphemous and execrable opinions,” and 
there was, no doubt, an antinomian tendency among them 
that rejected the principle of moral law. Some rejected the 
very notion of sin and believed in the universal restoration 
of all things in God. 

STAGES OF CHRISTIAN MYSTICISM 

Christian mystics have described the stages of the return 
of the soul to God in a variety of ways. Following the 
Belgian Jesuit Joseph Maréchal, it can be suggested that 
Christian mysticism includes three broadly defined stages: 
(1) the gradual integration of the ego under the mastery 
of the idea of a personal God and according to a program 
of prayer and asceticism, (2) a transcendent revelation of 
God to the soul experienced as ecstatic contact or union, 
frequently with a suspension of the faculties, and (3) “a 
kind of readjustment of the soul’s faculties” by which it 
regains contact with creatures “under the immediate and 
perceptible influence of God present and acting in the 
soul” (Maréchal, Studies in the Psychology of the Mys- 
tics). It is this final stage, which almost all of the greatest 
Christian mystics have insisted upon, that belies the usual 
claim that mysticism is a selfish flight from the world and 
an avoidance of moral responsibility. 
The dying to self. The mystics agree on the necessity of 

dying to the false self dominated by forgetfulness of God. 
In order to attain the goal, it is necessary to follow the 
way of purgation: the soul must be purified of all those 
feelings, desires, and attitudes that separate it from God. 
This dying to the self implies the “dark night of the soul” 
in which God gradually and sometimes painfully purifies 
the soul to ready it for the divine manifestation. 
Christian mystics have always taken Christ, especially the 

crucified Christ, as the model for this process. According 
to the Theologia Germanica, “Christ’s human nature was 
so utterly bereft of self, and apart from all creatures, as 
no man’s ever was, and was nothing but a ‘house and 
habitation of God’ ” (chapter 15). The following of Christ 
involves a dying to self, a giving up of oneself wholly to 
God, so that one may be possessed by the divine Love. 
Such detachment and purgation were frequently expressed 
in extreme terms that imply the renunciation of all human 
ties. Paradoxically, those who insist upon the most abso- 
lute detachment also emphasize that purifying the self is 
more a matter of internal attitude than of flight from the 
world and external penance. In the words of William Law: 
“The one true way of dying to self wants no cells, monas- 
teries or pilgrimages. It is the way of patience, humility 
and resignation to God” (The Spirit of Love, Part 1). 
The practice of meditation and contemplative prayer, 
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leading to ecstasy, is typical of Christian and other vari- 
eties of theistic mysticism. This usually involves a process 
of introversion in which al! images and memories of outer 
things must be set aside so that the eye of inner vision 
may be opened and readied for the appearance of God. 
Introversion leads to ecstasy in which “the mind is rav- 

ished into the abyss of divine Light” (Richard of Saint- 
Victor, The Four Grades of Violent Love). Mlumination 

may express itself in actual radiance. Symeon the New 
Theologian speaks of himself as a young man who saw 
“a brilliant divine Radiance” filling the room. In the 
path to union many of the Christian mystics experienced 
unusual and extraordinary psychic phenomena—visions, 
locutions, and other altered states of consciousness. The 
majority of mystics have insisted that such phenomena are 
secondary to the true essence of mysticism and can even 
be dangerous. “We must never rely on them or accept 
them,” as John of the Cross said in The Ascent of Mount 

Carmel, 2.11. 
The union with God. Christian mystics claim that the 

soul may be lifted into a union with God so close and 
so complete that it is in some way merged in the being 
of God and loses the sense of any separate existence. Jan 
van Ruysbroeck wrote that in the experience of union 
“we can nevermore find any distinction between ourselves 
and God” (The Sparkling Stone, chapter 10); and Eckhart 
speaks of the birth of the Son in the soul in which God 
“makes me his only-begotten Son without any difference” 
(German Sermons, 6). These strong expressions of a unity 
of indistinction have seemed dangerous to many, but Eck- 

hart and Ruysbroeck insisted that, properly understood, 
they were quite orthodox. Bernard of Clairvaux, who in- 
sisted that in becoming one spirit with God the human 
“substance remains though under another form” (On Loy- 
ing God, chapter 10), and John of the Cross, who wrote 
“the soul seems to be God rather than a soul, and is in- 
deed God by participation” (The Ascent of Mount Carmel 
u, 5:7), express the more traditional view of loving union. 
The readjustment. The goal of the mystic is not simply 

a transient ecstasy; it is a permanent state of being in 
which the person’s nature is transformed or deified. This 
state is frequently spoken of as a spiritual marriage that 
weds God and the soul. This unitive life has two main as- 
pects. First, while the consciousness of self and the world 
remains, that consciousness is accompanied by a contin- 
uous sense of union with God, as Teresa of Avila clearly 

shows in discussing the seventh mansion in The Interior 
Castle. Brother Lawrence wrote that while he was at work 
in his kitchen he possessed God “in as great tranquillity as 
if I were upon my knees at the Blessed Sacrament” (The 
Practice of the Presence of God, chapter 4). Second, the 
spiritual marriage is a theopathic state: the soul is felt to be 
in all things the organ or instrument of God. In the uni- 
tive life Mme Guyon says that the soul “no longer lives or 
works of herself, but God lives, acts and works in her.” In 
this state the mystic is able to engage in manifold activities 
without losing the grace of union. In the words of Ignatius 
of Loyola, the mystic is “contemplative in action.” 

FORMS OF CHRISTIAN MYSTICISM 

Christian mysticism has expressed itself in many forms 
during the last two millennia. Three broad types charac- 
terize much of Christian mysticism, though these should 
not be seen as mutually exclusive. Some mystics tend to 
emphasize one form over the others, while others make 
use of all three. 
Christ-mysticism. The earliest form of Christian mysti- 

cism was the Christ-mysticism of Paul and John. Although 
Christian mysticism in its traditional expression has cen- 
tred on aspiration for union with God, Christ-mysticism 
has always been present in the church. In the Eastern 
Church emphasis was placed on the divine Light that ap- 
peared to the disciples at the Transfiguration, and mystics 
sought to identify with this light of Christ in his divine 
glory. Symeon says of a certain mystic that “he possessed 
Christ wholly. ... He was, in fact entirely Christ.” In the 
Catholic West, with reference to the founding figure of 
Augustine, it is evident that it is in and through the one 
Christ, the union of Head and body that is the church, 

that humans come to experience God. For Augustine 
the mystical life is Christ “transforming us into himself” 
(Homily on Psalm, 32.2.2). In the medieval period some 
of the most profound expressions of Christ-mysticism are 
found in the women mystics, such as Catherine of Siena 
and Julian of Norwich. Luis de Leon spoke of the theo- 
pathic life in terms of Christ-mysticism: “The very Spirit 
of Christ comes and is united with the soul—nay, is in- 
fused throughout its being, as though he were soul of its 
soul indeed.” 
With Protestants the attempt to return to primitive Chris- 

tianity has led to strong affirmations of Christ-mysticism. 
The early Quaker George Keith wrote that Christ is born 
spiritually in humanity when “his life and spirit are united 
unto the soul.” The chief representative of Christ-mysti- 
cism among the early Protestants was Kaspar Schwenck- 
feld. For him Christ was from all eternity the God-man, 
and as such he possessed a body of spiritual flesh in which 
he lived on Earth and which he now possesses in heaven. 
In his exalted life Christ unites himself inwardly with hu- 
man souls and imparts to them his own divinity. 
Trinitarian mysticism. Pure God-mysticism is rare in 

Christianity, though not unknown, as Catherine of Genoa 
shows. Christ as God incarnate is the Word, the second 

Person of the Trinity, and Christian mysticism has, from 
an early era, exhibited a strong Trinitarian dimension, 
though this has been understood in different ways. What 
ties the diverse forms of Trinitarian mysticism together is 
the insistence that through Christ the Christian comes to 
partake of the inner life of the Trinity. The mysticism of 
Origen, for example, emphasizes the marriage of the Word 
and the soul within the union of Christ and the church but 
holds out the promise that through this action souls will 
be made capable of receiving the Father (First Principles, 
3.6.9). The mystical thought of Augustine and of such 
medieval followers as Richard of Saint-Victor, William 
of Saint-Thierry, and Bonaventure is deeply Trinitarian. 
Meister Eckhart taught that the soul’s indistinction from 
God meant that it was to be identified with the inner life 
of the Trinity—that is, with the Father giving birth to the 
Son, the Son being born, and the Holy Spirit proceeding 
from both. A similar teaching is found in Ruysbroeck. 
John of the Cross wrote of mystical union that “it would 
not be a true and total transformation if the soul were 
not transformed into the three Persons of the Most Holy 
Trinity” (Spiritual Canticle, stanza 39.3). Such strong 
Trinitarian emphasis is rarer, but not absent from Protes- 

tant mysticism. 
Negative mysticism: God and the Godhead. The most 

daring forms of Christian mysticism have emphasized the 
absolute unknowability of God. They suggest that true 
contact with the transcendent involves going beyond all 
that we speak of as God—even the Trinity—to an inner 
“God beyond God,” a divine Darkness or Desert in which 
all distinction is lost. This form of “mystical atheism” 
has seemed suspicious to established religion; its adherents 
have usually tried to calm the suspicions of the orthodox 
by an insistence on the necessity, though incompleteness, 
of the affirmative ways to God. The main exponent of this 
teaching in the early centuries was the Pseudo-Dionysius, 
who distinguished “the super-essential Godhead” from all 
positive terms ascribed to God, even the Trinity (The Di- 
vine Names, chapter 13). In the West this tradition is first 
found in Erigena and is especially evident in the Rhineland 
school. According to Eckhart, even being and goodness 
are “garments” or “veils” under which God is hidden. 
In inviting his hearers to “break through” to the hidden 
Godhead, he daringly exclaimed, “let us pray to God that 
we may be free of ‘God,’ and that we may apprehend and 
rejoice in that everlasting truth in which the highest angel 
and the fly and the soul are equal” (German Sermons, 
52). The notion of the hidden Godhead was renewed in 
the teaching of Jakob Béhme, who spoke of it as the 
Ungrund—“the great Mystery,” “the Abyss,” “the eternal 
Stillness.” He stressed the fact of divine becoming (in a 
nontemporal sense): God is eternally the dark mystery of 
which nothing can be said but ever puts on the nature of 
light, love, and goodness wherein the divine is revealed to 
human beings. 
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SIGNIFICANCE OF CHRISTIAN MYSTICISM 

The study of Christian mysticism presents both the unity 
of mysticism as an aspect of religion and the diversity of 
expression that it has received in the history of Christian 
faith. The mystic claims contact with an order of reality 
transcending the world of the senses and the ordinary 
forms of discursive intellectual knowing. Christian mys- 
tics affirm that this contact is with God the Trinity and 
can take place only through the mediation of Christ and 
the church, whether explicitly or implicitly at work. The 
claim is all the more significant in that Eastern Orthodox 
Christians, Roman Catholics, and Protestants are here 
in agreement. 
Without in any way affirming that all mysticism is every- 

where one and the same, it can be said that the Christian 
mystics take their stand with the mystics of other tradi- 
tions in pointing to “the Beyond that is within.” In an age 
when the claims of established religion are so widely ques- 
tioned, the witness of the mystics is of particular appeal; 
but it should be remembered that most mystics have not 
been rebels against their respective religious confessions. 
Another great question that confronts the present age is 
the relation of Christianity to other world religions. If 
Christianity is to embark upon truly cooperative relations 
with other religions, it must be deeply imbued with the 
insight and experience of the mystics. Even if it is to 
attempt to plumb the depths of its own history, it cannot 
neglect its mystical dimensions. (S.Sp./B.J.McG.) 

Christian myth and legend 

Myths and legends number among the most creative and 
abundant contributions of Christianity to the history of 
human culture. They inspire artists, dramatists, clerics, 

and others to contemplate the wondrous effects of Chris- 
tian salvation on the cosmos and its inhabitants. They 
conjoin diverse cultural horizons, taking those world- 

views bounded by Christian revelation and fusing them 
creatively with the religious histories that exist prior to 
and alongside the orthodox Christian world. Even for the 
less pious and the nonbelievers, the distinctive visions of 
reality presented in Christian legend or myth and the 
symbolic actions based upon them have helped to form 
the fundaments of Western civilization. Pilgrimage to the 
shrines of legendary saints, to mention but one example, 
touches economic and political life, military history, vi- 
sual and musical arts, popular devotion, and the exchange 
of scientific information. Moreover, the content of the 
legends and myths themselves has contributed directly to 
theories about religion, society, politics, art, astronomy, 
economics, music, and history. 

CHARACTERISTICS OF CHRISTIAN MYTH AND LEGEND 

An appreciation of the positive role of myth and legend 
in culture has been long in coming. Christian theology, 
taking its lead from Greek philosophy, at first denigrated 
the value of myth. In constructing the Christian canon 
and in choosing authoritative interpretations of it, the 
early church suppressed or excluded myth and legend in 
favour of the genres of philosophy, history, and law. The 
opinion expressed in the First Letter of Paul to Timothy 
only echoes the prevalent Hellenistic view of myth: “Have 
nothing to do with godless and silly myths” (1 Timothy 
4:7). In spite of that, a number of important mythical 
themes remain central to the New Testament—e.g., Christ 
as the second Adam (Romans 5:12-14), the heavenly 
spheres (2 Corinthians 12:2-4), and the celestial battle 
between angels and demons. Still visible, but barely so, in 
the writings of Paul (Galatians 3:28) is the early Christian 
theme of the androgyny of Christ and of his spiritually 
accomplished disciples. 
The Apologists from the 2nd to the Sth centuries used leg- 

end and myth. Clement of Alexandria employed them as 
allegories to make Christian concepts intelligible to Greek 
converts. But Clement (e.g., in his Protreptikos [“Exhorta- 
tion”]) and other Church Fathers roundly condemned the 
belief that Greek myths might be autonomous sources of 
truth. In spite of its ambiguous use of mythic symbols and 
themes, the history of Christian doctrine testifies to the 
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systematic excision of legendary and mythical elements 
from Christian orthodoxy. Even folk practices, based on 
legend, were policed and suppressed. In 692, for example, 
the Quinisext Council (also known as the Trullan Synod), 
a precedent-setting episcopal council convoked by the 
Byzantine emperor Justinian II, prohibited baking bread 
in the form of the Virgin Mary’s placenta, as was the 
custom on the afterbirth day (that is, the day after Christ’s 
birth). This ambiguous, but ultimately negative, evalua- 
tion of Christian myth and legend lingers to this day. 
A second cause for the delay in evaluating the positive 

contributions of myth and legend to religious life is the 
theories of religion that have flourished since the time 
of the European Enlightenment. These theories treated 
myths as infantile projections of the prerational childhood 
of the human race (projections surpassed by the mature 
rationalism of the Enlightenment). More intimate knowl- 

edge of mythic traditions in Africa, India, Oceania, and 

the Americas, however, has disclosed the important role 

myth plays in culture and highlighted the coherence and 
sophisticated order of myth. 
Myths narrate the sacred events that unfolded in the first 

time, the epoch of creative beginnings. In that primor- 
dial period supernatural beings brought reality—in part 
or in whole—into existence. In that sense, myth relates 
only those things that have really occurred—that is, those 
realities that have revealed themselves completely. These 
realities become the foundation of the world, society, 
and human destiny. Myths manifest the acts and beings 
that are sacred, that are completely other than the world 
encountered in day-to-day experience. Myths are always 
paradoxical because realities that are other than those 
of this world have nonetheless established it. The inter- 
vention of sacred and supernatural beings accounts for 
the conditions of the world and humanity today. Myth 
describes the acts and beings whose appearance shaped 
material existence in all its concrete specificity. 
Legends are episodic continuations of mythic narratives, 

for they describe the effects of primordial events on 
history—a history revealed through the imagination and 
one as fabulous as the primordial mysteries that brought 
that history into being. Legends must describe history in 
fantastic terms in order to clarify the significance of the 
powers that underlie it. The repetitiveness and redundancy 
of legends emphasize the fact that many different legends 
spring from the same mythic sources—that is, from the 
same primordial events and creative powers. But variants 
of legend are reminders that myths and their outcomes are 
historically conditioned and questioned. Christian legend 
contends with the question of what the Christian mys- 
tery means here and now, in these particular, everyday 
circumstances. Because of their local frame of reference, 
legends vary incessantly, and widely different accounts 
emerge from diverse locales and periods. Favourite leg- 
endary themes are the struggles and miraculous adventures 
of heroes in the faith. Such accounts edify the faith and 
bolster the courage of the listener. 
There is no complete account of Christian legend and 

myth, nor is there a full outline of the mythic world engen- 
dered by the economy of salvation set in motion with the 
life of Christ and his disciples. Above all, the theologies of 
rural populations and oral traditions have been slighted in 
the study of Christian thought. A historical interpretation 
of the full mythical and legendary expression of Christian- 
ity would probably reveal a surprising adherence to tradi- 
tion even while it uncovered startling reinterpretations of 
the Christian message over time. Christian myths and leg- 
ends exuberantly express the truths of Christian existence, 
viewed as a religious situation in the social and physical 
world. The mystery of salvation unfolds when the eternal 
God dramatically enters the created universe in the form 
of an incarnate, mortal creature. “Like us in all things but 

sin,” God’s presence among human beings is mysterious, 
and the meaning of this mystery risks remaining hidden 
and undeciphered. Legends and myths spell out the effects 
of these salvific secrets not only for human individuals 
but also for all realms of reality—animal, vegetal, astral, 
material, corporeal, social, and intellectual. By quickening 
the listeners’ religious awareness of the salvation unfold- 
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ing around them, the symbols of legend and myth often 
aimed to further the redemptive effects of the mysteries 
and wonders they describe. (L.E.S.) 

HISTORY OF CHRISTIAN MYTH AND LEGEND 

The early church. Early Christianity appropriated 

mythological motifs and genres from the Greek and Mid- 
dle Eastern cultures that dominated the Hellenistic Age 
(c. 300 Bc-c. AD 300). Among them was the miraculous 
birth of a deity; the virgin birth of a god or goddess was a 
theme common in the mythology of the Hellenistic world. 
Aphrodite (Venus), the goddess of sexual love, for exam- 
ple, emerged from sea foam. Athena sprang, in full battle 
array, from the head of Zeus, her father. The legend of the 
virgin birth of Alexander the Great (4th century Bc) from 

his mother, Olympias, whose reputation was not that of 

a virgin, demonstrated Alexander’s divinity. Mithra, the 
Iranian god of light and of sacred contracts, is described 
as a divine child of radiant heavenly beams. Mithra was 
born from the rock of a cave, the birth witnessed by shep- 
herds on a day (December 25) that was later claimed by 
Christians as the Nativity of Christ. 
Hellenistic Judaism had already reinterpreted many Gen- 

tile motifs and set them within a biblical context. From 
Greek and Jewish sources Christians adopted and adapted 
some favourite mythical themes: the creation of the world, 
the end of the paradisal condition and the fall of hu- 
mankind, the assumption of human form by a god, the 
saved saviour, the cataclysm at the end of time, and the 
final judgment. Christians reframed these motifs within 
their new images of history and their doctrines con- 
cerning the nature of God, sin, and redemption. As it 
spread beyond Palestine and the Hellenistic world over 
the course of time, Christianity continued to develop 
mythical themes important to the religious consciousness 
of converted peoples. 

The ages of the world. One fascinating mythical theme 
in the New Testament is that time consists of a series of 
ages. Each age of the world (or kingdom) is dominated by 
a powerful force or figure. This motif exists throughout the 
globe with a range of specific cultural meanings. In the 8th 
century Bc in Greece, the poet Hesiod described the ages 
of the world as four in number and symbolized by gold, 
silver, bronze, and iron, each age successively declining in 
morality. In India the four yugas (Sanskrit: “world ages”), 
symbolized by the four throws of a dice game, also are 
viewed as descending—though in repetitive cycles—from 
perfection to moral chaos. Other original schematizations 
of this theme can be found in the mythologies of Chinese, 
Polynesian, and American Indian cultures. 
By the time the New Testament was written, Jewish 

apocalyptic writings (symbolic or cryptographic literature 
portraying God’s dramatic intervention in history and 
catastrophic dramas at the end of a cosmic epoch) had 
already produced theories of history that reworked Indo- 
Iranian notions about the ages of the world. Iranian con- 
cepts most influenced Christian views of time, history, and 
ultimate human destiny. The prophet Zoroaster (c. 7th 
century Bc) and his followers in Iran taught a doctrine of 
the four ages of the world in which each age was a differ- 
ent phase in the struggle between two kinds of powers— 
light and darkness, goodness and evil, spirit and matter, 
infinity and finitude, health and sickness, time and eter- 
nity. The forces of good and evil battled for the allegiance 
and the souls of human beings. In the last days a promised 
saviour (Saoshyant) would pronounce final judgment and 
announce the coming of a new world without end in 
which truth, immortality, and righteousness would have 
everlasting reign. 
Drawing on Jewish apocalyptic literature (exemplified in 

the Book of Daniel), early Christian apocalypse (exempli- 
fied in the Book of Revelation) elaborated the theme of 
the ages of the world as a series of historical periods in 
which good struggles against evil: (1) from the creation of 
the world and of humanity to the Fall into sin and out 
of Eden; (2) from the Fall to the first coming of Christ; 
(3) from the first to the second advent of Christ, which 
includes the 1,000-year reign of Christ and his saints and 
the Last Judgment; and (4) the creation of a new heaven 

and a new earth in which those who have chosen the good 
(i.e., Christ) will live in eternity. Within this framework 
of the mythical history of the ages of the world, Christian 
apocalyptic re-envisions a number of themes important 

to Jewish apocalypticism: the Son of man and the great 
tribulation prior to the judgment of the world; the battle 
between Christ and the Antichrist, a false messiah or “great 
liar” who denies that Jesus is the Christ and who pitches 
the world into moral confusion and physical chaos; and 
the ultimate triumph over Satan, who appears as a dragon 
but who no longer deceives the nations of the world. 
The theme of the several ages of the world has a 

long and fruitful life in Christian thought and undergirds 
many Western concepts of progress toward a better state 
of existence or of decline toward extinction. Montanus, 

a heretical Christian prophet of the early 2nd century, 
claimed that history progressed from an age of the Father 
to an age of the Son to an age of the Holy Spirit, of 
whom Montanus was the manifestation. One could fruit- 
fully explore the degree to which such apocalyptic myths 
underlie not only the religious theories of a multistage 
history, as propagated by Martin Luther, the early Jesuits, 
Christopher Columbus (in his Book of Prophecies), and 
Giambattista Vico, but also the more secular philosophies 

of history developed by Gotthold Ephraim Lessing, the 
comte de Saint-Simon, Auguste Comte, Johann Gottlieb 
Fichte, G.W.F. Hegel, Friedrich Schelling, and Karl Marx. 
Messianic secrets and the mysteries of salvation. New 

Testament references to the “mysteries of the kingdom of 
heaven” (for example, Matthew 13:11; Mark 4:11; Luke 

8:10) generated myth and legend. The New Testament 
emphasis on secrecy and on the mysteries of salvation 
became fertile ground for the exfoliations of myth and 
legend. Things hidden from the beginning of the world 
now blossomed in the signs of the new messianic age. 
These truths, now come to light, should be proclaimed 
to the whole world. Through myth and legend Christians 
transmitted and explored, with the full force of the imag- 
ination, the wonders revealed in Christ and the secrets of 
his salvation. 

Esoteric traditions, especially those based on apocalypses 
and apocrypha (such as the Apocalypse of Peter, Gospel of 
Thomas, Secret Gospel of Mark, and Gospel of Philip) pre- 
serve some legends and myths descending from the early 
Christian centres of Edessa, Alexandria, and Asia Minor. 

The First Gospel of the Infancy of Jesus (known also as 
the Arabic Infancy Gospel) recounts that, one day, Jesus 
and his playmates were playing on a rooftop and one fell 
down and died. The other playmates ran away, leaving 
Jesus accused of pushing the dead boy. Jesus, however, 

went to the dead boy and asked, “Zeinunus, Zeinunus, 
who threw you down from the housetop?” The dead boy 
answered that Jesus had not done it and named another (J 
Infancy 19:4-11). This and other such narratives describe 
the “hidden life” of Jesus in the 30 years before his public 
ministry began. The Acts of Paul and Thecla narrates the 
story of a friend of Paul who was thrown to the lions—one 
of which defended her in a manner similar to that of the 
lion in the story of Androcles, a well-known legend. Other 
exemplary legends appear in the Acts of the Martyrs and 
other histories. After Christian theologians defined ortho- 
doxies in terms of Greek philosophy or Roman juridical 
code, these mythic themes appeared clumsy or tasteless 
and, in retrospect, heterodox or even heretical. 

Groups of Gnostics and heretics who based their ideas 
on alternative mythologies of the economy of Christian 
salvation furnished exotic Christian myths, legends, and 
practices. In the 2nd and 3rd centuries these groups often 
subscribed to theories of dualism: the world of matter cre- 
ated by an evil god (of the Book of Genesis) and the realm 
of the spirit created by a good god (revealed in the New 
Testament) were irreconcilably pitted against one another. 
The many Gnostic sects—among them the Valentinians, 
Basilidians, Ophites, and Simonians—developed a variety 
of myths. Valentinus lived in Rome and Alexandria in 
the mid-2nd century. Valentinian myths describe how the 
pleroma (spiritual realm) that existed in the beginning was 
disrupted by a Fall. The Creator God of Genesis, aborted 
from the primordial world, became a Demiurge and cre- 
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ated the material universe. He deliberately created two 
kinds of human being and animated them with his breath: 
the hylics and the psychics. Unknown to the Demiurge, 
however, certain remnants of pleromic wisdom contained 
in his breath lodged as spiritual particles in matter and pro- 
duced a third group of beings called pneumatics. The God 
of Genesis now tries to prevent Gnostics from discovering 
their past orgins, present powers, and future destinies. 
Gnostics (the pneumatics) contain within themselves di- 
vine sparks expelled from the pleroma. Christ was sent 
from the pleroma to teach Gnostics the saving knowledge 
(gnosis) of their true identities and was crucified when 
the Demiurge of Genesis discovered that Christ (the male 
partner of the feminine Holy Spirit) was in Jesus. After 
Christ returned to the pleroma, the Holy Spirit descended. 
The Ophites (from the Greek word ophis, “serpent”) 

reinterpreted the mythological theme of the Fall of Man 
in Genesis. According to the Ophite view, the serpent of 
the Garden of Eden wanted Adam and Eve, the first man 
and woman, to eat from the tree of knowledge (gnosis) 
so that they would know their true identities and “be like 
God” (Genesis 3:5), The serpent, thus, is interpreted as a 
messenger of the spiritual god, and the one who wanted 
to prevent Adam and Eve from eating the fruit of the tree 
of knowledge is viewed as the Demiurge. In their rejection 
of the God of the Old Testament, who gave the Ten 
Commandments, the Ophites flaunted their sexual free- 

dom from the law and conventionality by extreme sexual 
license, a trait common to other Gnostic groups as well. 
The Phibionites in Alexandria were a Gnostic sect de- 

scribed by Epiphanius. They gathered at banquets that 
became ecstatic orgies. Married couples changed partners 
for dramatic sexual performances. Sperm and menstrual 
blood were gathered and offered as a gift to God before 
being consumed as the Body and Blood of Christ. By such 
erotic communions they sought to regather the elements 
of the world-soul (psyche) from the material forms into 
which it had been dispersed through a cosmic tragedy 
at the beginning of time. The regathering amounted to 
salvation, for all things would be gathered up into the one 
glorious body of Christ. (L.E./L.E.S:) 
The Magi and the Child of Wondrous Light. The legend 

of the Magi-Kings was embellished in apocryphal books 
and Christian folklore. The Protogospel of James and the 
Chronicle of Zuqnin describe the birth of the Saviour. 
Like the god Mithra, the divine child is consubstantial 
with celestial light and was born in a mountain cave on 
December 25. Such imagery of the Nativity of Christ and 
the symbolism of the royal visitors may originally have de- 
scended from Iranian accounts of the birth of the cosmic 
saviour, for the accounts seem to owe a great deal to Ira- 
nian theologies of light. But the themes have been recast 
in Christian terms. The Opus imperfectum in Matthaeum 
relates that 12 Magi-Kings lived near the Mountain of 
Victories, which they climbed every year in the hope of 
finding the messiah in a cave on the mountaintop. Each 
year they entered the cave and prayed for three days, wait- 
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Angel appearing to the Magi, warning them not to return to 
King Herod; relief by Gislebertus; cathedral of Saint-Lazare, 
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ing for the promised star to appear. Adam had revealed 

this location and the secret promises to his son Seth. Seth 
transmitted the mysteries to his sons, who passed the in- 
formation from generation to generation. Eventually the 
Magi, sons of kings, entered the cave to find a star of 
unspeakable brightness, glowing more than many suns to- 
gether. The star and its bright light led to, or became, the 
Holy Child, the son of the Light, who redeems the world. 

Relics and saints. The cult of saints gained momentum 
from the 4th to the 6th century. The bones of martyrs gave 
stirring evidence of God’s power at work in the world, 
producing miracles and spectacles of the effectiveness of 
faith. The martyrs had imitated Christ even unto death, 
and the remains of their holy bodies served as contacts 
between earth and heaven. On the model of Christ’s In- 
carnation, the bones of martyred saints embodied God’s 
salvific power and thus became the centre of active cults. 
Relics were installed in special churches called martyria 
or in basilicas. The tombs of martyrs, on the margins 
of cities and towns, attracted pilgrims and processions. 
Legends described the prodigious virtues of martyrs and 
saints, as well as the dreams or visions that revealed the 
resting places of still more powerful relics. Each discovery 
(inventio) promised new and effective signs of divine re- 
demption. Returning from distant places, especially Rome, 
pilgrims brought relics to their home churches. Thus, dur- 
ing the 8th century, bones and other relics were moved 
from southern Europe to the north and west. During the 
Middle Ages especially, deities and cultural heroes became 
elements of Christian hagiography. 
Of all discovered relics the most impressive was the True 

Cross, found in September 335 (or in 326, according to 

other accounts). Prompted by a dream, Helena, mother 
of the emperor Constantine, located the place where the 
Cross lay buried and had the wood unearthed. The power 
of the Cross, the history of the wood, and the story of 

its discovery became legendary. In Christian myth this 
relic of Christ’s death dated back to the mortal origins of 
humanity. Innumerable cures attested to the authenticity 
of the Cross. 
Through the symbolism of the Cross early Christian im- 

agery perpetuated, and at the same time transformed, the 
myths of the World Tree. The sacred drama of Christ’s 
birth, death, and Resurrection participates in the rejuve- 
nating rhythms of the fecund cosmos. Early Christians 
identified the Cross of Christ as the World Tree, which 
stood at the centre of cosmic space and stretched from 
earth to heaven. The Cross was fashioned of wood from 
the Tree of Good and Evil, which grew in the Garden 
of Eden. Below the tree lies Adam’s buried skull, bap- 
tized in Christ’s blood. The bloodied Cross-Tree gives 
forth the oil, wheat, grapes, and herbs used to prepare the 
materials administered in the sacraments that revitalize a 
fallen world. The Italian Renaissance painter Piero della 
Francesca later depicted the myth of the True Cross in his 
frescoes in Arezzo, Italy. They portray the death of Adam, 
fallen at the foot of the Tree that provides wood for the 
crucifix on which Jesus is slain. But the wood of the 
Cross becomes the instrument of salvation and the holiest 
matter in Christendom. Fabulous accounts and fantastic 
historical episodes surround the Cross. 
Another 4th-century event, the discovery of Christ’s 

tomb, the Holy Sepulchre in Jerusalem, also became a 
highlight of Christian legend. Like the body of the Saviour, 
the tomb is a “holy of holies.” Its discovery was tanta- 
mount to the Resurrection, for its reemergence into the 
light of day was seen as a restoration of life where before 
only darkness reigned. The Cross and the tomb were wo- 
ven together in legend. The desire to regain possession of 
the True Cross and the Holy Sepulchre eventually fueled 
the territorial expansion of Christian empires and spurred 
Christian knights to crusade. (L.BIS)) 
The Middle Ages. As Christianity expanded from the 

cultural milieu of the Mediterranean area to the north 
and east, the various converted tribes and peoples did not, 
understandably, forget their own religious heritages. Just 
as attributes of the Roman god of war, Mars, had been 

transferred to Michael, the archangel who is the leader of 
the heavenly hosts, in the early centuries of the church, 
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so also the attributes of the gods of the Germanic, Baltic, 
Slavic, and other peoples were transferred to angels and 

saints during the Middle Ages. For example, St. George, 
who rescued a maiden after slaying a dragon, became the 
patron saint of England and one of the most popular 

saints among the Balts (among whom St. George replaced 
the god Kalvis, the heavenly smith and dragon slayer). 
Nor were saints the only legendary figures important to 

Christendom. Prester (Presbyter) John, a fabled Christian 
priest-king of the Orient, became so believable a figure in 
the Middle Ages that Pope Alexander III dispatched a let- 
ter to him in 1177. Similarly, the legend of the wandering 
Jew, who had taunted Jesus on his way to be crucified, 
was popular in the 13th century and again, from the 17th 
century on, in the stories about the wanderer Ahasuerus. 
For the Christian medieval world the Holy Grail (the 

chalice used by Jesus at the Last Supper) symbolized the 
truth and knowledge needed to achieve the experience of 
salvation. Led in search of the Grail by divine grace, the 
naive hero Perceval inquired directly about the Grail, a 
question other knights had failed to ask. His simplistic 
question, put to the ailing Fisher King, revitalized not 
only the royal body but the entire drooping cosmos. The 
human condition is rejuvenated by the graceful quest for 
the truth of salvation. Perceval was superseded by Galahad 
as the winner of the Holy Grail in later variations, Gala- 
had being viewed as a descendant of Joseph of Arimathea 
(the member of the Jerusalem council in whose tomb the 

body of Jesus was laid), who was believed to have gone to 
Glastonbury, Eng., with the Holy Grail. (L.F./L.E.S.) 

Probably under the influence of Bogomil and Cathar 
heretical tendencies toward dualism, apocryphal books of 
Christian legends (such as The Wood of the Cross, Gospel 
of Nicodemus, How Christ Became a Priest, Adam and 
Eve, and Interrogatio Iohannis) circulated in both eastern 
and western Europe. They usually stressed the role of 
Satan as co-creator of the world or as a being whose fall is 
responsible for the evil world that exists. The devil plays a 
major role in legend, and his activity usually exhausts the 
creative energies of the good God, who falls into passivity. 
A number of Christian myths, legends, and works of 

art were aimed at awakening religious capacities, turning 
the viewer or listener against repulsive forms of evil, and 
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Christ being tempted by a devil, “Temptation of Christ,” 
engraving by Master LCZ (Lorenz Katzheimer), c. 1492. 

hastening the effects of the salvation achieved in Christ. 
Nowhere is this better illustrated than in the bestiaries, fa- 
bles, and cosmic dramas sculpted into Romanesque cathe- 
drals. Christ, the glorious King, and his saintly cohorts 
confront armies of monsters and demons. Together the 
two sides show forth the full spectrum of the imaginary 
world of Christian legend and myth of the day. 
Christian legends and myths were also woven into long- 

lived literary creations: the late medieval chansons de 
geste yielded to the epic tales, lyric poetry, and songs that 
conducted audiences into an enchanted symbolic world 
that paralleled their mundane one. Such are the enigmatic 
poems of the 12th-century Court of Love and the litera- 
ture patronized by Eleanor of Aquitaine and her daughter, 
Marie, countess of Champagne. Similarly the troubadours 
of 12th-century Provence creatively refashioned, in Chris- 
tian terms, the inspirations they received from the Arabic 
poetry of Spain and the influences of Celtic, Gnostic, and 
Oriental themes in circulation at the time. These tenden- 
cies toward the fantastic in Christian expression reached 
their literary peak in the works of Dante (1265-1321), 
whose Divine Comedy depicts the terrifying and attractive 
visions of Paradise, Purgatory, and Hell in such a way as 
to quicken the ultimate powers of the imagination and 
thereby draw the reader toward the effective images of the 
mystery of their own salvation. 
In the place of Charlemagne, a favourite hero of the 

old chansons de geste, the legendary cycles of the 12th 
century spawned a new generation of romantic heroes— 
King Arthur and the knights of his Round Table. Marie, 
countess of Champagne, sponsored Chrétien de Troyes, 
the poet who composed five long romances that became 
the mythic foundation for chivalry. These cycles inter- 
weave Christian, Muslim, and Gnostic elements into a 

singular cosmic vision. Suffering ordeals during their ad- 
ventures, the knights of the Arthurian cycle (Arthur, the 
Fisher King, Perceval, and Lancelot) journey through the 
Wasteland on their heroic quests for the Holy Grail and 
for the cure that will revitalize king and cosmos. Wolfram 
von Eschenbach offers the most coherent mythology of 
the Grail in his Parzival, a refinement of Christian legends 
that draws on the worlds visited by the crusaders and 
by Italian merchants—Syria, Persia, India, and China. At 

the conclusion of many of these cycles, the Holy Grail, 
often in the image of the chalice of salvation in Christ, is 
transported to a fabulous mythical location in the Orient. 
The 12th century also witnessed the rise of a new mythol- 

ogy of Christian history. Joachim of Fiore (1130/35-1201/ 
02) was an abbot of the Calabrian monastery of Fiore and 
was well-known in the Christian world of his day. On 
the vigil of Easter and on Pentecost Sunday, God infused 
him with special knowledge, which enabled him to decode 
history as a series of divine signs. According to Joachim, 
universal history has three stages, each age (status) corre- 
sponding to a person of the Holy Trinity. The first age, 
presided over by God the Father, was ruled by married 
men and propelled by their labour. Jesus Christ presided 
over the age of the New Testament, an epoch ruled by 
the clergy and driven forward by the power of science and 
discipline. The two testamental periods featured the two 
kinds of people chosen in each, the Jews and the Gentiles. 
Joachim fascinated the faithful of his day with a predic- 
tion that the second age, the age of the New Testament 
presided over by Jesus Christ, would end in 1260. Then 
would dawn a new epoch, the third age, presided over by 
the Holy Spirit, guided by monks and fueled by their con- 
templation. It was to be an epoch of total love, joy, and 
freedom. But three and one-half years of cataclysm ruled 
by the Antichrist would precede entrance to this bliss. 
Joachim promised that God’s mysterious saving power 

would burst fully into history in the immediate future 
and would change forever the fundamental structures of 
the cosmos as well as the social and ecclesiastical world. 
Joachim’s new vision of history generated critiques of 
the 13th-century church and society. His doctrine of the 
Trinity was condemned at the fourth Lateran Council in 
1215. In 1255 Pope Alexander IV suppressed a collection 
of his written works, and in 1263 the regional Council of 
Arles condemned many of Joachim’s most stirring ideas. 
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His notions of an impending third epoch, in which history 
would come to complete fulfillment, lived on. 
Renaissance magic and science. Christian legend and 

myth also found fertile ground in the practices of alchemy. 
Through the perfection of metals the alchemists sought 
their own perfection and, indeed, the salvation of all 
matter. Through the mysterious and great work (magnum 
opus) of alchemy the alchemist dissolved, then fused, his 
own physical matter and spirit with the prime matter of 
the universe. These initiatory experiences of reduction into 
prime matter made possible the re-creation of individual 
and cosmos as a single, pure element. Even the philoso- 
pher’s stone or elixir was reinterpreted so that Christ 
appeared as the perfect matter produced by the alchemical 
process—that is, Christ was the stone of all wisdom and 

knowledge. In the alchemist’s spiritual forge, the Stone 
reemerged from the Matrix, the crucible containing the 
so-called Bath of Mary, whose amniotic fluids dissolved 
all impurities. This dissolution prepared one for rebirth as 

a perfect being. All matter was redeemed by immersion in 
the fluids of the womb where Jesus took flesh. Mystical 
union with Christ’s death and physical regression to that 
same uterus where God became matter empowered the 
Christian alchemist to effect a new fusion of redeemed 
realities, freed of all impure dross. Scientists secretly con- 
tinued the alchemical tradition. Among them numbered 
the foremost pioneers of modern physics and chemistry: 
Robert Fludd, Robert Boyle, and Sir Isaac Newton. 

Legends also found their place in the growing science 
of astronomy. In the Middle Ages it was learned that 
conjunctions of planets occur every 20 years on a minor 
scale and every 960 years on a major scale. This theory, 
described in the Liber magnarum coniunctionum, was ad- 
vocated by Albumazar (787-886), a disciple of al-Kindi 
(?-c. 870), a Muslim philosopher who assimilated Greek 
philosophy to Islam. Roger Bacon used this theory to 
work out the chronology of great personalities in history 
and to map the chronological relationship of true prophets 
(Alexander the Great, Jesus Christ, Mani, and Muham- 

mad), one for every 320 years. Based on observations of a 
supernova in 1604, Johannes Kepler calculated the “true 
date” of the birth of Jesus. These calculations revitalized 
an interest in the legendary Magi, who had followed the 
great star. Kepler believed that the conjunctions were 
unnatural events brought about by the miraculous acts 
of God, who had decided to lodge the birth of his son 
between the significant zodiacal signs of the Fish (Pisces) 
and the Ram (Aries). 
Rosicrucian announcements of the imminent coming of 

a new world also propagated the theory that great celes- 
tial conjunctions appeared at the births of prophets and 
saviours. The scientific achievements of Kepler became 
a foundation for the new secret order reputedly founded 
by Christian Rosenkreuz, for it confirmed their hopes. 
The editors of Rosicrucian publications dated the death of 
their founder to 1484 and fixed the time of the discovery 
of his tomb as 1604 in order to coordinate the events with 
the last two great conjunctions of stars. 
Christian practice in the modern world. The 20th cen- 

tury continues to generate important Christian myths and 
legend-based practices, including pilgrimages made on 
Marian feast days to holy wells and fairy rings outside the 
Irish town of Sneem and devotions at the tomb of Christ 
in Japan, where, according to local legend, Christ ended 
the long life of missionary travels he began after his mock 
death in Jerusalem. These acts and the legendary explana- 
tions that accompany them detail the impact of Christian 
salvation on present-day reality. In all the cultures where 
Christianity has been propagated, myth and legend ex- 
press the fulfillment of the religious desires and hopes that 
constituted the religious traditions before contact with 
Christian revelation. The following examples suggest their 
variety and vitality. 
The healing of sickness is, as it was in the time of the 

New Testament, a sign of the coming of the Kingdom 
of Christ in its fullness. In Africa, for example, many 
so-called Independent Churches creatively reinterpret dis- 
ease and rites of cure along Christian lines. In Douala, 
Cameroon, during the 1980s, two healing prophets named 
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Mallah and Marie-Lumiére divided their disciples, whom 
they called the “sick ones of the Father,” into groups 
named for the important categories of illness described 
in the Gospels: the Blind, the Halt, the Lame, the Deaf, 

the Epileptic, the Dumb, and the Paralyzed. The disci- 
ples evidenced none of these physical symptoms, but they 
were asked to identify deep within themselves with the 
affliction described in the Gospel, so that salvation might 
touch them in their inner being. By becoming sick, they 
could be healed and thus join the elect. In lengthy sermons 
the healing prophets reimagined traditional African reli- 
gious imagery and refashioned it in the light of Christian 
belief. The experience of their peculiar mystical disorders 
afforded a basis for social regrouping and for rethinking 
the past and present. 
The Christian expression of sacred music and trance is 

often grounded in legend or myth. In Brazil, for exam- 
ple, Macumba, Candomblé, and other Afro-Brazilian cults 

have roots sunk deep into the religions of African slaves 
transplanted to the New World. Afro-Brazilian rites often 
centre On possession by a supernatural being, called an 
orixd. The innumerable orixds are ranked in hierarchies 
modeled on the pantheons of the Yoruba people of West 
Africa, among others. In Brazil (and in much of Afro- 

American religious life of the Americas), each orixd is 
identified with a specific Christian saint. In the Umbanda 
cult of Brazil, altars hold small plaster images of the 
Christian saints associated with the orixds. Each one of 
the saints presides over a domain of human activity or 
over a disease, social group, geographic area, or craft. For 
example, Omolt, the god of smallpox, is identified with 
St. Lazarus, whose body, in Christian legend, is pocked 

with sores and who heals diseases of the skin. Oxossi, the 
Yoruba god of hunting, is associated with the bellicose St. 
George or St. Michael, the slayers of dragons and other 
demonic monsters. Yansan, who ate the “magic” of her 
husband and now spits up lightning, is associated with St. 
Barbara, whose father was struck by lightning when he 
tried to force her to give up her Christian faith. In the wor- 
ship site each orixd has its own stone, which is peculiarly 
shaped, coloured, or textured; arranged in a distinctive po- 
sition on the altar; and identified as the Cross of Christ. A 
single saint may be identified with several orixds or vice- 
versa. Regions vary the saintly identifications and some 
designations shift over time. Each orixd has its own mu- 
sical rhythms and sounds. When called by drums, dance, 

and music, the supernatural being may take over the pos- 
sessed medium, reveal valued information, and carry out 

effective symbolic acts on behalf of the community. 
European communities continue to be fascinated with 

the rigorous asceticism of St. Anthony of Egypt, who 
repulsed wild beasts, reptiles, and other assaults and re- 
mained steadfast in the faith. He is considered the patron 
of domestic animals, and in many parts of Italy, the 
drama of the feast of St. Anthony, historically associated 
with the winter solstice, rivals any other feast day of the 
Christian calendar. To celebrate that festival in Fara Fil- 
iorum Petri, a town in the Abruzzi region of Italy, the 
townspeople ignite enormous bonfires on the night of Jan- 
uary 16. Each of the 12 outlying hamlets brings into the 
main town’s square a bundle (farchia) of long poles. Set 
on end, the bundles are lashed together to form a single 
tall mass, an act that commemorates the historical union 

of the mountain settlements as one bonded community. 
Then the bundles of farchie, 15 or more feet high, are set 
ablaze. The fire cleanses the community and holds at bay 
the evil forces of sickness and death. As the fire dies down, 
young men jump through the purifying flames. Spectators 
carry remnants of the blessed fire back to their homes, 
spreading the ashes in their stalls and on their fields. 
The birth of Christ is still a focus for traditions of leg- 

ends and myths that maintain their autonomous existence 
outside of ecclesiastical institutions. In rural Romania, 

for instance, on Christmas Eve groups of young carolers 
(colindatori) proceed from house to house in the village, 
singing and collecting gifts of food. Often these carolers 
impersonate the saints, especially John, Peter, George, 
and Nicholas. The words of their songs (colinde) describe 
legendary heroes who carry the sun and wear the moon 
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on their clothes. They live in paradisal worlds and subdue 
monstrous animals in order to leave the world free from 
harm and ready to renew itself in the fertile acts of spring. 
The symbolic reenactments of legend often experiment 

with alternative social orders and criticize or reverse exist- 
ing divisions of labour and prestige. In Sicilian-American 
communities of Texas, Louisiana, California, and else- 
where, the female head of the household dedicates and 
displays an altar to St. Joseph and thus fulfills a promise 
made in a moment of need. Normally, in Roman Catholi- 
cism, a priest who is a celibate male presides at the liturgy 
and at devotional services. In this case, however, a woman 

presides, together with other women who assist her. She 
prepares fruit, hard-boiled eggs, cakes, fig-filled pastries, 
pies, and special breads and uses them to decorate a series 
of tiers stretching from floor to ceiling. She also arranges 
on this festival altar the figurines of saints, the Virgin 
Mary, and the Sacred Heart of Jesus. The construction of 
this panorama of fruitfulness takes nine days, a period that 
constitutes a ritual novena of prayer and devout action. 
Representatives who act in the accompanying ceremony 

play the roles of the Holy Family and other saints im- 
portant to the altar display. Re-creating the Holy Family’s 
search for room in a Bethlehem inn on the night of 
the Nativity, the ritual drama builds toward the moment 
when the altar-giver opens her home to Joseph and Mary. 

As Mother Mary prepares to give birth to Jesus, the 
hostess readies her home, heart, and community so that 

they may become fit dwelling places for the sacred being. 
The presiding women play the roles of Magi-Kings bear- 
ing gifts of food and hospitality to the Holy Family and 
their entourage, which includes most of the neighbouring 
community. A single family can host from 500 to 1,000 
people in the feast that terminates the celebration. 
Sometimes the new Christian mythologies function as 

counter-theologies or theologies of resistance to the im- 
positions of Christian culture. They criticize the Christian 
missionary enterprise even while they embrace aspects 
of the new religion. For instance, biblical and Christian 
themes now occupy a large part of the mythology of the 
Makiritare Indians in the upper Orinoco River region of 
Venezuela. For them, Wanadi is the Supreme Being of 
great light and, although one being, he exists in three 
distinct persons (damodede, “spirit-doubles”). Over the 

course of creation and human history, Wanadi has sent 
his three incarnations to earth in order to create human 
beings and redeem them from the darkness into which 
they have fallen. In the end, Wanadi, the god incarnate 

who comes to save humankind, is crucified by mythi- 
cal monsters called Fafiuru (from the Spanish espanoles: 
“Spaniards”), at the instigation of an evil being called 
Fadre (from the Spanish padre: “father” or “priest”). To 
all appearances, Wanadi was slain by the Fanurus, but, 
in fact, he cut his own insides out and allowed his inner 
spirit (akato) to dance free of his dead, cast-off body. 
Before Wanadi’s spirit ascends into heaven, he gathers his 
12 disciples about him and promises that he will return 
in a new and glorious body to destroy the evil world and 
create a new earth. 
Unlike the orthodox canon of Christian scripture, which 

was inscribed and closed in the first centuries, authentic 
Christian myth and legend have arisen anew in all the 
centuries of the Christian Era. The course of Christian 
myth and legend can be traced through the whole of 
Christian history. It offers a record of the spread of Chris- 
tianity—through the Mediterranean, eastern and western 
Europe, Asia, Africa, Oceania, and the Americas—and 
highlights the diversity of cultures brought into contact 
with the Christian message of salvation. The diverse reli- 
gious hopes, heroes, and rites of these cultures continue 
to shape reinterpretations of the life of Christ and his 
saintly followers. 
Legend and myth constitute a record of critical reflection 

on Christian reality in all its dimensions—social, politi- 
cal, economic, doctrinal, and scriptural. No social class 
or geographic region can lay exclusive claim to Christian 
myth and legend; they fill the stanzas of royally spon- 
sored poets, the visions of utopian philosophers, and the 
folklore of rural populations. Indeed, many ideas widely 
held about the workings of salvation (especially regarding 
the saints, angels, the devil, and the powers of nature) 
find their origin in legendary episodes rather than biblical 
text. Through myth and legend, divefse local communities 
across the globe have creatively absorbed into their rich 
religious histories the message of Christian salvation and, 
through the same fabulous means, they have evaluated the 

impact of Christian temporal power on their world. 
(L.E.S.) 

THE CHRISTIAN COMMUNITY AND THE WORLD 

The relationships of Christianity 

From the perspectives of history and sociology, the Chris- 
tian community has been related to the world in diverse 
and even paradoxical ways. This is reflected not only in 
changes in this relationship over time but also in simul- 
taneously expressed alternatives ranging from withdrawal 
from and rejection of the world to theocratic triumphal- 
ism. For example, early Christians so consistently rejected 
imperial deities that they were known as radical atheists, 
while later Christians so embraced European monarchies 
that they were known as reactionary theists. Radical me- 
dieval Franciscans proclaimed that true Christians should 
divest themselves of money at the same time that the 
papacy expended great sums to manipulate the political 
landscape of Europe. Another classic example of this para- 
doxical relationship is the early monastic withdrawal from 
the world that at the same time preserved and transmitted 
classical culture and learning to medieval Europe. In the 
modern period some Christian communities regard secu- 
larization as a fall from true Christianity; others view it as 
a legitimate consequence of a desacralization of the world 
initiated by Christ. 
The Christian community is always part of the world 

in which it exists. Thus, the church has served the typ- 
ical religious function of legitimating social systems and 
values and of creating structures of meaning, plausibility, 
and compensation for society as it faces loss and death. 
The Christian community has sometimes exercised this 
religious function in collusion with tribalistic nationalisms 

(e.g., the “German Christians” and Nazism) by disregard- 
ing traditional church tenets. When the Christian com- 
munity has held to its teachings, however, it has opposed 
such social systems and values (e.g., the stance of the 
Confessing Church of Germany against Nazism). Given 
the inherent fragility of human culture and society, reli- 
gion in general and the Christian community in particular 
frequently are conservative forces. 
However, the Christian community is not always a con- 

servative force. Its ability to criticize the world was bitterly 
acknowledged by those Romans who attributed the fall of 
their empire to Christian undermining of their “civil reli- 
gion.” Contemporary black theology and Latin-American 
liberation theology share the conviction that God takes 
the side of the oppressed against the world’s injustices. 
From the perspective of theology or faith, the criticism of 
the world of which the Christian community itself is a 
part is the exercise of its commitment to Jesus Christ. For 
the Christian community, the death and Resurrection of 
Jesus call into question all structures, systems, and values 
of the world that claim ultimacy. 
The relationship of the Christian community to the 

world may be seen differently depending upon one’s his- 
torical, sociological, and theological perspectives because 
the Christian community is both a creation in the world 
and an influence upon it. This complexity led the Ameri- 
can theologian H. Richard Niebuhr to comment in Christ 
and Culture (1956) that “the many-sided debate about the 
relations of Christianity and civilization ... is as confused 
as it is many-sided.” ; 
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An influential effort to reduce this confusion to manage- 
able and meaningful patterns was articulated by the Ger- 
man scholar Ernst Troeltsch. He organized the complex 
relationships of the Christian community to the world into 
three ideal types of religious social organization: church, 
sect, and mystical movement. The church is described 
as a conservative institution that affirms the world and 
mediates salvation through clergy and sacraments. It is 
also characterized by inclusivity and continuity, signified 
by its adherence to infant baptism and historical creeds, 
doctrines, liturgies, and forms of organization. The objec- 

tive-institutional character of the church increases as it 
relinquishes its commitment to eschatological perfection 
in order to create the corpus Christianum, the Christian 
commonwealth or society. This development stimulates 
opposition from those who understand the Gospel in terms 
of personal commitment and detachment from the world. 
The opposition develops into sects, which are compara- 
tively small groups that strive for subjective, unmediated 
salvation and that are related indifferently or antagonisti- 
cally to the world. The exclusivity and historical disconti- 
nuity of the sect is signified by its adherence to believers’ 
baptism and efforts to imitate what it believes is the New 
Testament community. Mystical movements are the ex- 
pression of a radical religious individualism that strives 
to interiorize and live out the personal example of Jesus. 
They are not interested in creating a community but strive 
toward universal tolerance, a fellowship of spiritual reli- 
gion beyond creeds and dogmas. The Methodist Church 
exemplifies the dynamic of these types. The Methodist 
movement began as a sectarian protest against the world- 
liness of the Church of England; its success stimulated 

it to become a church, which in turn spawned various 
sectarian protests, including charismatic communities. 
Niebuhr further developed Troeltsch’s efforts by distin- 

guishing five repetitive types of the Christian community’s 
relations to the world. Niebuhr’s types are: Christ against 
culture, Christ of culture, Christ above culture, Christ and 
culture in paradox, and Christ the transformer of culture. 
The first two are expressions of opposition to and endorse- 
ment of the world, while the last three share a concern 
to mediate in distinctive ways the opposition between 
the first two. 
Opposition to the world is exemplified by Tertullian’s 

question, “What has Athens to do with Jerusalem?” This 
sharp opposition to the world was expressed in the biblical 
disjunction between the children of God and the children 
of the world and between “the light” and “the darkness” 
(1 John 2:15, 4:4-5; Revelation); and it has continued to 
find personal exponents, such as Leo Tolstoy, and com- 
munal expressions, such as the Hutterites. 
Endorsement of the world emerged in the 4th century 

with the imperial legal recognition of Christianity by the 
Roman emperor Constantine. Although frequently asso- 
ciated with the medieval efforts to construct a Christian 
commonwealth, this type is present wherever national, 
social, political, and economic programs are “baptized” as 
Christian. Thus, its historical expressions may be as diverse 
as the Jeffersonian United States and Hitlerian Germany. 
The other three types that Niebuhr proposed are varia- 

tions on the theme of mediation between rejection and 
uncritical endorsement of the world. The “Christ above 
culture” type sees a continuity between the world and faith. 
This was probably best expressed by Thomas Aquinas’ 
conviction that grace or the supernatural does not destroy 
nature but completes it. The “Christ and culture in para- 
dox” type views the Christian community’s relationship to 
the world in terms of a permanent and dynamic tension 
in which the Kingdom of God is not of this world and 
yet is to be proclaimed in it. A well-known expression of 
this position is Martin Luther’s law—gospel dialectic, dis- 
tinguishing how the Christian community is to live in the 
world as both sinful and righteous at the same time. The 
conviction that the world may be transformed and regen- 
erated by Christianity (“Christ the transformer of culture”) 
has been attributed to expressions that have theocratic 
tendencies, such as those of Augustine and John Calvin. 
Efforts by scholars such as Troeltsch and Niebuhr to 

provide typical patterns of Christian relations to the world 
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enable appreciation of the multiformity of these relation- 
ships without being overwhelmed by historical data. These 
models relieve the illusion that the Christian community 
has ever been monolithic, homogeneous, or static. This 
“many-sidedness” may be seen in the Christian communi- 
ty’s relationships to the state, society, education, the arts, 
social welfare, and family and personal life. (C.H.Li.) 

CHURCH AND STATE 
The relationship of Christians and Christian institutions 

to forms of the political order has shown an extraordinary 
diversity in the course of church history; there have been, 
for example, theocratically founded monarchies, democ- 

racies, and communist community orders. In various pe- 
riods, however, political revolution, based on theological 
foundations, to eliminate older “Christian” state forms has 
also belonged to this diversity. 
In certain eras of church history the aspiration for the 
Kingdom of God stimulated political and social strivings 
for its realization that included elements of power and do- 
minion. The political power of the Christian proclamation 
of the coming sovereignty of God resided in its promise 
of both the establishment of a kingdom of peace and the 
execution of judgment. 
The church, like the state, has been exposed to the temp- 

tation of power. The attempt to establish a kingdom of 
peace resulted in the transformation of the church into an 
ecclesiastical state. This took place in the development of 
the Roman Papal States, but it also occurred to a lesser 
degree in several theocratic churches and was attempted 
in Calvin’s ecclesiastical state in Geneva in the 16th cen- 
tury. In these cases the state declared itself a Christian 
state and the executor of the spiritual, political, and social 
commission of the church; it understood itself to be the 
representative of the Kingdom of God. This development 
took place in both the Byzantine and the Carolingian 
empires as well as in the medieval Holy Roman Empire. 
The struggle between the church, understanding itself as 

state, and the state, understanding itself as representative 
of the church, not only dominated the Middle Ages but 
also continued into the Reformation period. The wars of 
religion in the era of the Reformation and Counter-Refor- 
mation discredited in the eyes of many the theological and 
metaphysical rationales for a Christian state. In the period 
of the Enlightenment, this led to the idea of the relation- 
ship of church and state as grounded upon ideas of natural 
law and, with Friedrich Schleiermacher among others, to 
the advocacy of legal separation of church and state. 
The history of church and state. The church and the 
Roman Empire. In the early church the attitude of the 
Christian toward the political order was determined by 
the imminent expectation of the Kingdom of God, whose 
miraculous power was already beginning to be visibly re- 
alized in the figure of Jesus Christ. The importance of the 
existing political order was, thus, negligible, as expressed 
in the saying of Jesus, “My kingship is not of this world.” 
Orientation toward the coming kingdom of peace placed 
Christians in tension with the state, which made demands 
upon them that were in direct conflict with their faith. 
This contrast was developed most pointedly in the re- 

jection of the emperor cult and of certain state offices— 
above all, that of judge—to which the power over life and 
death was professionally entrusted. Although opposition 
to fundamental orderings of the ruling state was not based 
upon any conscious revolutionary program, contempo- 
raries blamed the expansion of the Christian Church in the 
Roman Empire for an internal weakening of the empire 
on the basis of this conscious avoidance of many aspects 
of public life, including military service. 
Despite the early Christian longing for the coming King- 

dom of God, even the Christians of the early generations 
acknowledged the pagan state as the bearer of order in 
the old eon, which for the time being continued to exist. 
Two contrary views thus faced one another within the 
Christian communities. On the one hand, under the in- 
fluence of Pauline missions, was the idea that the “ruling 
body”—i.e., the existing political order of the Roman Em- 
pire—was “from God... for your good” (Romans 13:1- 
4) and that Christians should be “subject to the govern- 
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ing authorities.” Another similar idea held by Paul (in 
2 Thessalonians) was that the Roman state, through its 
legal order, “restrains” the downfall of the world that 
the Antichrist is attempting to bring about. On the other 
hand, and existing at the same time, was the apocalyptic 
identification of the imperial city of Rome with the great 
whore of Babylon (Revelation 17:3-7). The first attitude, 
formulated by Paul, was decisive in the development of a 

Christian political consciousness. The second was notice- 
able especially in the history of radical Christianity and 
in radical Christian pacifism, which rejects cooperation as 
much in military service as in public judgeship. 
The church and the Byzantine, or Eastern, Empire. In 

the Byzantine Empire the emperor Constantine granted 
himself, as “bishop of foreign affairs,” certain rights to 
church leadership. These concerned not only the “out- 
ward” activity of the church but also encroached upon 

the inner life of the church—as was shown by the role of 
the emperor in summoning and leading imperial councils 
to formulate fundamental Christian doctrine and to ratify 
their decisions. 
In the Byzantine era there evolved the concept of what 

has been called caesaropapism, a system 1n which the har- 
mony between church and state shifted more and more 
in favour (in terms of power) of the emperor. His ecclesi- 
astical authority was endowed with the idea of the divine 
right of kings, which was symbolically expressed in the 
ceremony of crowning and anointing the emperor. This 
tradition was later also continued in the Russian realms, 
where the tsardom claimed a growing authority for itself 
even in the area of the church. 
The church and Western states. Conversely, the theo- 

cratic claim to dominion by the church freely developed in 
the sphere of the Roman Catholic Church after the state 
and administrative organization of the Roman Empire in 
the West collapsed in the chaos following the barbarian 
ethnic migrations. In the political vacuum that arose in 
the West because of the invasion by the German tribes, 
the Roman Church was the single institution that still 
preserved in its episcopal dioceses the Roman provincial 
arrangement. In its administration of justice the church 
largely depended upon the old imperial law and—in a 
period of legal and administrative chaos—was viewed as 
the only guarantor of order. The Roman popes used this 
power, which was in fact allotted to them by circum- 
stances, to develop a specific ecclesiastical state and to 
base this state upon a new theocratic ideology—the idea 
that the pope was the representative of Christ and the suc- 
cessor of Peter. From this perspective the Roman popes 
detached themselves from the power of the Byzantine em- 
peror, to whom they were indeed subordinate according 
to prevailing imperial law. 
The Roman bishops beginning with Gregory I the Great 

(reigned 590-604) turned to missionizing the peoples of 
the West. Under Gregory the church in Spain, Gaul, 
and northern Italy was strengthened, and England was 
converted to Roman Christianity. Succeeding popes con- 
vinced the rulers of the Frankish (Germanic) kingdom in 
the 8th century of their leadership role; they also suc- 
ceeded in winning them as protectors of the papal domin- 
ion. These rulers were the first of the German kings to 
join themselves to the Roman Church. The relationship 
created a new area of tension. Whereas rulers considered 
the pope as a member of the Christian state and therefore 
under its protection and laws, the popes saw rulers as 
members of the church and therefore subject to the rule of 
God through St. Peter’s successors. Moreover, the emperor 
Charlemagne claimed for himself the right to appoint the 
bishops of his empire, who were more and more involved 

in political affairs. These conflicting perspectives were the 
cause of interminable struggles between popes and rulers 
throughout the Middle Ages. 
In the course of this development, the process of the 

feudalization of the church—unique in church history— 
occurred. Ruling political leaders in this system occupied 
significant positions in the church; by virtue of patronage 
this development encompassed the whole imperial church. 
At the conclusion of this development, bishops in the 

in the West empire were simultaneously the reigning princes of their 

dioceses; they often were much more interested in the 
political tasks of their dominion than in the spiritual. 
In the great church-renewal movement, which extended 

from its beginnings at the monastery at Cluny (France) 
in the 10th century and lasted until the reign of Pope 
Gregory VII in the 11th century, the papal church rejected 
both the sacred position of the king and the temporal 
position of bishops, who were awarded their rights and 
privileges by the king. This renewal movement proclaimed 
the freedom of the church from state authority as well as 
its preeminence over worldly powers. This struggle, now 
remembered as the Investiture Controversy, was fought 
out as a dramatic altercation between the papacy and the 
empire. The church did not, however, gain a complete 
victory in terms of papal claims of full authority over the 
worldly as well as the spiritual realms. 
With the weakening of the Holy Roman Empire, the 

European nation-states arose as opponents of the church. 

The papal ideology had developed with respect to control- 
ling emperors and was not suited to deal effectively with 
kings of nation-states. This was first clearly evident with 
the humiliation of Pope Boniface VIII by King Philip of 
France and the subsequent Babylonian Captivity of the 
church, when the papacy was forced to reside in Avi- 
gnon (1309-77). 

Contributing to the strengthening of the nation rulers’ 
right of ecclesiastical supervision was the problem of papal 
schism, initiated upon the return of the papacy to Rome 
by the deposition of one pope and the election of an- 
other, with both claiming legitimacy. Popes and counter- 
popes reigning simultaneously mutually excommunicated 
one another, thus demeaning the esteem of the papacy. 
The schisms spread great uncertainty among the believers 
of the empire about the validity of the consecration of 
bishops and the sacraments as administered by the priests 
they ordained. The schism also fueled desires for a par- 
liamentary form of church government and contributed 
to the rise of the 15th-century conciliar movement, which 
posited the supreme authority of ecumenical councils in 
the church. 
The 16th-century Reformation forced the church to face 

its purely spiritual tasks and placed Reformation law as 
well as the legal powers of church leadership in the hands 
of the princes. Under King Henry VIII a revolutionary 
dissociation of the English Church from papal supremacy 
took place. In the German territories the reigning princes 
became, in effect, the legal guardians of the Protestant 
episcopate—a movement already in the process of con- 
solidation in the late Middle Ages. The development in 
the Catholic nation-states, such as Spain, Portugal, and 

France, occurred in a similar way. 
The democratic ideas of the freedom and equality of 

Christians and their representation in a communion of 
saints by virtue of voluntary membership had been dissem- 
inated in various medieval sects (e.g., Cathari, Waldenses, 
Hussites, and the Bohemian Brethren) and were reinforced 
during the Reformation by groups such as the Hutterites, 
Mennonites, and Schwenckfelders and the followers of 

Thomas Mintzer. Under the old ideal of an uncompro- 
mising realization of the Sermon on the Mount, there 
arose anew in these groups a renunciation of certain 
regulations of the state, such as military service and the 
acceptance of state offices (judgeship), a radical pacifism, 
and the attempt to structure their own form of common 
life in Christian, communist communities. Many of their 
political ideas—at first bloodily suppressed by the Refor- 
mation and Counter-Reformation states and churches— 
were later prominent in the Dutch wars of independence 
and in the English Revolution, which led to a new rela- 
tionship between church and state. 
In the Thirty Years’ War (1618-48), confessional an- 

titheses were settled in devastating religious wars, and the 
credibility of the feuding ecclesiastical parties was thereby 
called into question. Subsequently, from the 17th century 
on, the tendency toward a new, natural-law conception 
of the relationship between state and church was begun 
and continued. Henceforth, in the Protestant countries, 
state sovereignty was increasingly emphasized vis-a-vis the 
churches. The state established the right to regulate ed- 
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ucational and marriage concerns as well as all foreign 
affairs of the church. A similar development also occurred 
in Roman Catholic areas. In the second half of the 18th 
century Febronianism demanded a replacement of papal 
centralism with a national church episcopal system; in 
the German Reich an enlightened state-church concept 
was established under Josephinism (a view advocated by 
Joseph II [reigned 1765-90]) through the dismantling of 
numerous ecclesiastical privileges. The Eastern Orthodox 
Church also was drawn into this development under Pe- 
ter the Great. 
The separation of church and state as proclaimed dur- 

ing the French Revolution in the latter part of the 18th 
century was the result of Reformational strivings toward a 
guarantee for the freedom of the church and the natural- 
law ideas of the Enlightenment; it was aggravated by the 
social revolutionary criticism against the wealthy ecclesi- 
astical hierarchy. The separation of church and state was 
also achieved during and after the American Revolution 
as a result of ideas arising from the struggle of the Puri- 
tans against the English episcopal system and the English 
throne. After the state in France had undertaken the 
task of creating its own political, revolutionary substitute 
religion in the form of a “cult of reason,” which was fore- 
shadowed by Rousseau’s discourse on “la religion civile,” 
a type of separation of church and state was achieved. 
The French state took over education and other hitherto 
churchly functions of a civic nature. 
From the late 18th century on, two fundamental atti- 

tudes developed in matters related to the separation of 
church and state. The first, as implied in the Constitution 
of the United States, was supported by a tendency to leave 
to the church, set free from state supervision, a maxi- 

mum freedom in the realization of its spiritual, moral, 
and educational tasks. In the United States, for example, 
a comprehensive church school and educational system 
has been created by the churches on the basis of this 
freedom, and numerous universities have been founded 
by churches. The separation of church and state by the 
French Revolution and later in the Soviet Union and the 
countries under the Soviet Union’s sphere of influence 
was based upon an opposite tendency. The attempt was 
to totally exterminate the church and to replace it with 
nationalism. 
In contrast to this, National Socialism in Germany un- 

der Hitler showed paradoxical contradictions. On the one 
hand, Nazi propaganda pursued a consciously anti-Chris- 
tian polemic against the church; it proceeded to arrest 
those clergy opposed to the Nazi worldview and policies. 
On the other hand, Hitler placed the greatest value upon 
concluding with the Vatican in 1934 a concordat that 
granted the Roman Catholic Church more special rights 
in the German Reich than had ever been granted it in 
any earlier concordat. The concordat with the Vatican 
represented the first recognition of the Hitler regime by 
a European government and was viewed by Hitler as a 
method of entrance into the circle of internationally rec- 
ognized political powers. 
In Germany the old state-church traditions had already 

been eliminated in the revolution of 1918, which, with the 

abolition of the monarchical system of government, also 
deprived the territorial churches of their supreme Protes- 
tant episcopal heads. In the German Weimar Constitution 
the revolution had earlier sanctioned the separation of 
church and state. State-church traditions were maintained 
in various forms in Germany, not only during the Weimar 
Republic but also during the Hitler regime and afterward 
in the Federal Republic of Germany. Thus, through state 
agreements, definite special rights, primarily in the areas 
of taxes and education, were granted to both the Roman 
Catholic Church and the Evangelical (Lutheran-Reformed) 
churches of the individual states. 
Even in the United States, however, the old state-church 

system, overcome during the American Revolution, still 
produces aftereffects in the form of tax privileges of the 
church (exemption from most taxation), the exemption 
of the clergy from military service, and the financial fur- 
therance of confessional school and educational systems 
through the state. These privileges have been questioned 
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and even attacked by certain segments of the American 
public. 
Church and state in Eastern and Western theology. The 

two main forms of the relationship between church and 

state that have been predominant and decisive through the 
centuries and in which the structural difference between 
the Roman Catholic Church and Eastern Orthodoxy be- 
comes most evident can best be explained by comparing 
the views of two great theologians: Eusebius of Caesarea 
and Augustine. 
The views of Eusebius of Caesarea. Eusebius of Cae- 

sarea (c. 260-c. 340) was the court theologian of Emperor 
Constantine the Great, who formed the Orthodox under- 
standing of the mutual relationship of church and state. 
He saw the empire and the imperial church as sharing a 
close bond with one another; in the centre of the Christian 
empire stood the figure of the Christian emperor rather 
than that of the spiritual head of the church. 
Eusebius made this idea the basis of his political theology, 

in which the Christian emperor appears as God’s represen- 
tative on Earth in whom God himself “lets shine forth the 
image of his absolute power.” He is the “Godloved, three 
times blessed” servant of the highest ruler, who, “armed 
with divine armor cleans the world from the horde of the 
godless, the strong-voiced heralds of undeceiving fear of 
God,” the rays of which “penetrate the world.” Through 
the possession of these characteristics the Christian em- 

peror is the archetype not only of justice but also of the 
love of humankind. When it is said about Constantine, 
“God himself has chosen him to be the lord and leader so 
that no man can praise himself to have raised him up,” 
the rule of the Orthodox emperor has been based on the 
immediate grace of God. 
This religious interpretation of the Christian emperor 

reinterpreted in the Christian sense the ancient Roman 
institution of the god-emperor. Some of Eusebius’ remarks 
echo the cult of the Unconquered Sun, the Sol Invictus, 
who was represented by the emperor according to pagan 
understanding. The emperor—in this respect he also re- 
sembled the pagan god-emperor who played the role of the 
pontifex maximus (high priest) in the state cult—took the 
central position within the church as well. He summoned 
the synods of bishops, “as though he had been appointed 
bishop by God,” presided over the synods, and granted 
judicial power for the empire to their decisions. He was 
the protector of the church who stood up for the preser- 
vation of unity and truth of the Christian faith and who 
fought not only as a warrior but also as an intercessor, as 
a second Moses during the battle against God’s enemies, 

“holy and purely praying to God, sending his prayers up 
to him.” The Christian emperor entered not only the po- 
litical but also the sacred succession of the Roman god- 
emperor. Next to such a figure, an independent leadership 
of the church could hardly develop. 
Orthodox theologians have understood the coexistence 

of the Christian emperor and the head of the Christian 
church as symphonia, or “harmony.” The church recog- 
nized the powers of the emperor as protector of the church 
and preserver of the unity of faith and limited its own 
authority to the purely spiritual domain of preserving the 
Orthodox truth and order in the church. The emperor, on 
the other hand, was subject to the spiritual leadership of 
the church as far as he was a son of the church. 
The special position of the imperial ruler and the func- 

tion of the Byzantine patriarch as the spiritual head of the 
church have been defined in the Epanagoge, the judicial 
ruling establishing this relationship of church and state. 
The church-judicial affirmation of this relationship in the 
6th and 7th centuries made the development of a judicial 
independence of the Byzantine patriarch in the style of 
the Roman papacy impossible from the beginning. 
The Epanagoge, however, did not completely subject the 

patriarch to the supervision of the emperor but rather 
directed him expressly “to support the truth and to un- 
dertake the defense of the holy teachings without fear of 
the emperor.” Therefore, the tension between the impe- 
rial reign that misused its absolutism against the spiritual 
freedom of the church and a church that claimed its spir- 
itual freedom against an absolutist emperor or tsar was 
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characteristic for the Byzantine and Slavic political history 
but not the same as the political tension between the 
imperial power and the politicized papacy that occurred 

in the West. 
The views of Augustine. Augustine’s City of God at- 

tempted to answer the most painful event of his century: 
the fall of Rome. Augustine responded to the existential 
shock and dismay his contemporaries experienced with 
the collapse of their world by a literary demolition of 
their nostalgic paganism. From Augustine’s perspective 
the “splendid vices” of the pagans had led inexorably to 
the fall of an idolatrous world. In sharp contrast to this 
“earthly city,” epitomized by Rome but everywhere en- 
ergized by the same human desires for praise and glory, 
Augustine projected the “most glorious city” of praise and 
thanks to God, the heavenly Jerusalem, a historical image 
of which was the new Rome of the Catholic Church. 
However, Augustine did not simply identify the state with 
the earthly city and the church with the city of God. He 
perceived that the state existed not simply in opposition 
to God but as a divine instrument for the welfare of 
humankind. The civitas dei and the civitas terrena finally 
correspond neither to church and state nor to heaven and 
earth. They are rather two opposed societies with antago- 
nistic orders of value that intersect both state and church 
and in each case show the radical incompatibility of the 
love of God with the values of worldly society. 
Later developments. Based upon Augustine’s views, the 

historical development of the church in the Latin West 
took a different course, one away from the Byzantine 
imperial church. In the West a new power was formed— 
the Roman Church, the church of the bishop of Rome. 
This church understood itself as the successor of the ex- 
tinct Roman Empire. In the political vacuum of the West 
that was created by the invasion of the Germans and the 
destruction of the Roman state and administrative appa- 
ratus, the church became great and powerful as the heir 
to the Roman Empire. Only within this vacuum could 
the idea of the papacy develop in which the great popes, 
as bishops of Rome, stepped into the position of the van- 
ished emperors. 
It was in this context that the judicial pretense of the “Gift 

of the emperor Constantine”—the Donation of Constan- 
tine—became possible, to which the later development of 

the papacy was connected. The Donation attempted to 
reconstruct the history of the Roman papacy in retrospect 
in order to make legitimate the newly gained ecclesiastical 
and political position of the popes after the extinction 
of the Western Roman imperial reign. This fabrication 
entered papal ideology in written form through the mid- 
9th-century resource for canon law known as the Pseudo- 
Isadorian Decretals. The exposure of the Donation as a 
forgery did not occur until the 15th century. The Dona- 
tion is the account of Constantine’s purported conferring 
upon Pope Sylvester I (reigned 314-335) of the primacy 
of the West, including the imperial symbols of rulership. 
The Pope returned the crown to Constantine, who in grat- 
itude moved the capital to Byzantium (Constantinople). 
The Donation thereby explained and legitimated a num- 
ber of important political developments and papal claims, 
including the transfer of the capital to Byzantium, the dis- 
placement of old Rome by the new Rome of the church, 
papal secular authority, and the papal right to create an 
emperor by crowning him. The latter would be used to 
great effect when Pope Leo III crowned Charlemagne king 
of the Romans in 800. The force of this action was of great 
significance throughout the Middle Ages as popes exerted 
authority over the emperors of the Holy Roman Empire, 
and it explains the symbolic significance of Napoleon’s 
taking the crown from Pope Pius VII’s hands to crown 
himself. 

This was the point of separation from which the devel- 
opments in the East and in the West led in two different 
directions. The growing independence of the West was 
markedly illustrated by the Donation of Pepin (Pepin, 
father of Charlemagne, was anointed king of the Franks 
by Pope Stephen III in 754), which laid the foundation 
of the Papal States as independent of any temporal power 
and gave the pope the Byzantine exarchate of Ravenna. 

At this time the development of two different types of a 
Christian idea of the state and of the church began, and 
it subsequently ended in the schism between Rome and 
Byzantium in 1054. 
The idea of the church as a state existed not only in the 
Roman theocracy and in the papal idea of the church, 
but it also appeared in a new democratic form and in 
strict contrast to its absolutist Roman model in some 
Reformation church and sect developments and in Free 
churches of the post-Reformation period. The sects of the 
Reformation period renewed the old idea of the Christian 
congregation as God’s people, wandering on this Earth— 
a people connected with God, like Israel, through a spe- 
cial covenant. This idea of God’s people and the special 

covenant of God with a certain chosen group caused the 
influx of theocratic ideas, which were expressed in forms 

of theocratic communities similar to states and led to for- 
mations similar to an ecclesiastical state. Such tendencies 
were exhibited among radical Reformation groups (e.g., 
the Munster prophets), Puritans in Massachusetts, and 
various groups of the American Western frontier. One of 
the rare exceptions to early modern theocratic theology 
was Luther’s sharp distinction of political and ecclesial 
responsibilities by his dialectic of law and gospel. He 
commented that it is not necessary that an emperor be a 
Christian to rule, only that he possess reason. 
The latest attempt to form a church-state by a sect that 

understood itself as the chosen people distinguished by 
God through a special new revelation was undertaken 
by the Mormons, the “Latter-day Saints.” Based on the 

prophetic direction of their leaders, they attempted to 
found the state Deseret, after their entrance into the desert 

around the Great Salt Lake in Utah. The borders of the 
state were expected to include the largest part of the area 
of the present states of Utah, California, Arizona, Nevada, 
and Colorado. The Mormons, however, eventually had 
to recognize the fact that the comparatively small centre 
state, Utah, of the originally intended larger Mormon ter- 
ritory, could not exist as a theocracy (though structured 
as other secular models) under a government of Mormon 
Church leaders. Reports (some apparently spurious) by 
federal agents hostile to the church and widespread revul- 
sion toward the Mormon practice of polygyny mitigated 
against federal sanction of the church leadership as the 
governmental heads of the proposed state. Utah eventually 
became a federal state of the United States. 
The enlightened absolutist state of the 18th century ba- 

sically took over the secularized form of the old Christian 
government that consciously took into account the equal- 
ity of Christian denominations. 

CHURCH AND SOCIETY 

Ever since the Reformation, the development of Christian- 
ity’s influence on the character of society has been twofold. 
In the realm of state churches and territorial churches, its 
influence has been a strong element in preserving the sta- 
tus quo of society. Thus, in England, the Anglican Church 
remained an ally of the throne, as did the Protestant 
churches of the German states. In Russia the Orthodox 
Church continued to support the feudal society founded 
upon the monarchy, and even the monarch carried out a 
leading function within the church as protector. 
Though the impulses for transformation of the social 

order according to the spirit of the Christian ethic came 
more strongly from the radical Free churches and sects, 
churches within the established system of state and territo- 
rial churches made positive contributions in improving the 
status quo. In 17th- and 18th-century Germany, Lutheran 
clergy, such as August Francke (1663-1727), were active 
in establishing poorhouses, orphanages, schools, and hos- 
pitals. In England, Anglican clergymen, such as Frederick 
Denison Maurice and Charles Kingsley in the 19th cen- 
tury, began a Christian social movement in the throes 
of the Industrial Revolution. Their movement brought a 
Christian influence to the conditions of life and work in 
industry. Johann Hinrich Wichern proclaimed, “There is 
a Christian Socialism,” at the Kirchentag Church Con- 
vention in Wittenberg, Ger., in 1848, the year of the 
publication of the Communist Manifesto, and created the 
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“Inner Mission” in order to address “works of saving 
love” to all suffering spiritual and physical distress. The 
diaconal movements of the Inner Mission were concerned 
with social issues, prison reform, and care of the mentally 
ill. Only in tsarist Russia did the church fail in matters 
concerning social problems and the Industrial Revolution. 
The Anglo-Saxon Free churches made great efforts to 

bring the social atmosphere and living conditions into line 
with a Christian understanding of human life. Methodists 
and Baptists addressed their message mainly to those seg- 
ments of society that were neglected by the established 
church. They recognized that the distress of the newly 
formed working class, a consequence of industrialization, 

could not be removed by the traditional charitable means 
used by the state churches. The fact that in Germany, 

in particular, the spiritual leaders of the so-called re- 
vival movement, such as Friedrich Wilhelm Krummacher 
(1796-1868) and others, denied the right of self-organi- 
zation to the workers by claiming that all earthly social 
injustices would receive compensation in heaven caused 
Karl Marx and Friedrich Engels to separate themselves 
completely from the church and its purely charitable at- 
tempts at a settlement of social conflicts and to declare 
religion with its promise of a better beyond as the “opi- 
ate of the people.” This reproach, however, was as little 
in keeping with the social-ethical activities of the Inner 
Mission and of Methodists and Baptists as it was with the 
selfless courage of the Quakers, who fought against social 
demoralization, against the catastrophic situation in the 
prisons, and, most of all, against slavery. 
The problem of slavery and persecution. The fight 

against slavery has passed through many controversial 
phases in the history of Christianity. Paul recommended 
to Philemon that he accept back his runaway slave Ones- 
imus, “no longer as a slave but more than a slave, as 
a beloved brother... both in the flesh and in the Lord” 
(verse 16). Although the biblical writings made no direct 
attack upon the ancient world’s institution of slavery, its 
proleptic abolition in community with Christ—“There is 
neither Jew nor Greek, there is neither slave nor free, 

there is neither male nor female; for you are all one in 

Christ Jesus” (Galatians 3:28)—has been a judgment upon 
the world’s and the Christian community’s failure to over- 
come slavery and all forms of oppression. Medieval society 
made only slow progress in the abolition of slavery. One 
of the special tasks of the orders of knighthood was the 
liberation of Christian slaves who had fallen captive to the 
Muslims; and special knightly orders were even founded 
for the ransom of Christian slaves. 
With the discovery of the New World, the institution of 

slavery grew to proportions greater than had been previ- 
ously conceived. The widespread conviction of the Spanish 
conquerors of the New World that its inhabitants were not 
really human in the full sense of the word and therefore 
could be made slaves in good conscience added to the 
problem. The attempt of missionaries, such as Bartolomé 
de Las Casas in 16th-century Peru, to counter the inhuman 
system of slavery in the colonial economic systems finally 
introduced the great basic debate concerning the question 
of human rights. A decisive part in the elaboration of 
the general principles of human rights was taken by the 
Spanish and Portuguese theologians of the 16th and 17th 
centuries, especially Francisco de Vitoria. Even modern 
natural law, however, could still be interpreted in a con- 

servative sense that did not make slavery contrary to its 
provisions. Puritanism, however, fought against slavery as 
an institution. In German Pietism, Nikolaus Ludwig, Graf 
von Zinzendorf, who became acquainted with slavery on 
the island of Saint Croix in the Virgin Islands, used his 
influence on the King of Denmark for the human rights of 
the slaves. The Methodist and Baptist churches advocated 
abolition of slavery in the United States in the decisive 
years preceding the foundation of the New England Anti- 
Slavery Society in Boston in 1832 by William Lloyd Gar- 
rison. In regard to the fight against slavery in England and 
in The Netherlands, which was directed mainly against the 
participation of Christian trade and shipping companies 
in the profitable slave trade, the Free churches were very 
active. The overcoming of the institution of slavery did 
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not end racial discrimination. Martin Luther King, Jr., 
Baptist pastor and Nobel laureate, led the struggle for civil 
rights in the United States until his assassination in 1968. 
In South Africa in the 1980s, Desmond Tutu, Anglican 
archbishop and Nobel laureate, exemplified a continuing 
Christian struggle for human rights. 
The fight against slavery is only a model case in the ac- 

tive fight of the Christian churches and fellowships against 
numerous other attempts at desecration of a Christian 
understanding of the nature of humanity, which sees in 
every human being a neighbour created in God’s image 
and redeemed by Christ. Similar struggles arose against the 
persecution of the Jews and the elimination of members 
of society characterized by political or racist ideology as 
“inferior.” In Germany the members of the Confessing 
Church fought against the practices of National Socialism, 
which called for the elimination of the mentally ill and 
the inmates of mental and nursing institutions, who were 
considered “unfit to live.” 
Theological and humanitarian motivations. Decisive im- 

pulses for achieving changes in the social realm in the 
sense of a Christian ethic have been and are initiated by 
men and women in the grasp of a deep personal Christian 
experience of faith, for whom the message of the com- 
ing Kingdom of God forms the foundation for faithful 
affirmation of social responsibility in the present world. 
Revival movements have viewed the Christian message of 
the Kingdom of God mainly as an impulse for reorgani- 
zation of the secular conditions of society in the sense of a 
Kingdom of God ethic. Under the leadership of an Amer- 
ican Baptist theologian, Walter Rauschenbusch (1861- 

1918), the so-called Social Gospel movement spread in 
the Anglo-Saxon countries. A corresponding movement 
was Started with the Christian social conferences by Ger- 
man Protestant theologians, such as Paul Martin Rade 
(1857-1940) of Marburg. The basic idea of the Social 
Gospel—i.e., the emphasis on the social-ethical tasks of 
the church—gained widespread influence within the ecu- 
menical movement and especially affected Christian world 
missions. In many respects modern economic and other 
forms of aid to developing countries—including signifi- 
cant ecumenical contributions from the World Council 
of Churches, the World Alliance of Reformed Churches, 
the Lutheran World Federation, and the Roman Catholic 
Church—have now succeeded the Social Gospel. 
There is concern on the part of some Christians that 

these developments reduce the Christian message to a 
purely secular social program that is absorbed by political 
programs. Others in the Christian community believe that 
faithful responsibility in and to the world requires politi- 
cal, economic, and social assistance to oppressed peoples 
with the goal of their liberation to a full human life. 

CHURCH AND EDUCATION 

Intellectualism versus anti-intellectualism. In contrast 
to Tertullian’s anti-intellectual attitude, an exactly oppo- 
site attitude toward intellectual activities has also made 
itself heard from the beginning of the Christian Church 
(e.g., by Clement of Alexandria). It also has its basis in 
the nature of Christian faith. In the 11th century Anselm 
of Canterbury expressed it in the formula fides quaerens 
intellectum (“faith seeking understanding”), a formula that 
has become the rallying point for scholastics of all times. 
Because people have been endowed with reason, they 
have an urge to express their experience of faith intel- 
lectually, to translate the contents of faith into concepts, 
and to formulate beliefs in a systematic understanding of 
the correlation between God, humankind, and creation. 
Christians of the Ist century came from the upper levels 
of society and were acquainted with the philosophy and 
natural science of their time. Justin Martyr, a professional 
philosopher, saw Christian revelation as the fulfillment, 
not the elimination, of philosophical understanding. The 
Logos term of the opening chapter of the Gospel Accord- 
ing to John is the point of departure for the inteliectual 
history of salvation. The light of the Logos (a Greek word 
meaning “word” or “reason,” with the sense of divine 

or universal reason permeating the intelligible world) had 
made itself manifest in a number of sparks and seeds in 
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human history even before its incarnation in the person 

of Jesus Christ. 
These two contrasting opinions have stood in permanent 

tension with one another. In medieval Scholasticism the 
elevation of Christian belief to the status of scientific 
universal knowledge was dominant. Theology became the 
instructor of the different sciences, organized according to 
the traditional classification of trivium (grammar, rhetoric, 
and dialectic) and quadrivium (music, arithmetic, geome- 
try, and astronomy) and incorporated into the system of 
education as “servants of theology.” This system of edu- 
cation became part of the structure of the universities that 
were founded in the 13th century. The different sciences 

only gradually gained a certain independence. 
With the Reformation there was widespread concern for 

education because the Reformers desired everyone to be 
able to read the Bible. Their concern was the beginning 
of universal, public education. Luther also argued that it 
was necessary for society that its youth be educated. He 
held that it was the duty of civil authorities to compel 
their subjects to keep their children in school so “that 
there will always be preachers, jurists, pastors, writers, 
physicians, schoolmasters, and the like, for we cannot do 
without them.” 
Open conflict between science and theology occurred 

only when the traditional biblical view of the world was 
seriously questioned, as in the case of the Italian as- 
tronomer Galileo (1633). The principles of Galileo’s sci- 
entific research, however, were themselves the result of a 
Christian idea of science and truth. The biblical faith in 
God as Creator and incarnate Redeemer is an explicit af- 
firmation of the goodness, reality, and contingency of the 
created world—assumptions underlying scientific work. 
Thus, in the 20th century, William Temple, archbishop of 
Canterbury, could assert that Christianity is an avowedly 
materialistic religion. Positive tendencies concerning ed- 
ucation and science have always been dominant in the 
history of Christianity, even though the opposite attitude 
arose occasionally during certain periods. Thus the Ger- 
man astronomer Johannes Kepler (1571-1630) spoke of 
celebrating God in science. 
The attitude that had been hostile toward intellectual 

endeavours was less frequently heard after the Christian 
Church had become the church of the Roman Empire. 
But the relationship between science and theology was also 
attacked when the understanding of truth that had been 
developed within theology was turned critically against 
the dogma of the church itself. This occurred, for in- 
stance, after the natural sciences and theology had turned 
away from total dependence upon tradition and directed 
their attention toward experience—observation and ex- 
periment. A number of fundamental dogmatic principles 
and understandings were thus questioned and eventually 
abandoned. The struggle concerning the theory of evolu- 
tion (e.g., the Scopes Trial in Tennessee in 1925) has been 

a conspicuous modern symptom of this trend. 
The estrangement of theology and natural science in the 

modern period was a complex development related to 
confessional controversies and wars in the 16th and 17th 
centuries and philosophical perspectives in the 18th and 
19th centuries. The epistemological foundation of faith 
was radically called into question by the Scottish philoso- 
pher David Hume. Building upon Hume’s work, the 
German philosopher Immanuel Kant advocated freedom 
from any heteronomous authority, such as the church and 
dogmas, that could not be established by reason alone. 
Scholars withdrew from the decisions of church authori- 
ties and were willing to subject themselves only to critical 
reason and experience. The rationalism of the Enlighten- 
ment appeared to be the answer of science to the claim of 
true faith that had been made by the churches, which had 
become untrustworthy through the religious wars and the 
influence of philosophy. 
Forms of Christian education. The Christian Church 

created the bases of the Western system of education. 
From its beginning the Christian community faced ex- 
ternal and internal challenges to its faith, which it met 
by developing and utilizing intellectual and educational 
resources. The response to the external challenge of rival 

religions and philosophical perspectives is termed apolo- 
getics—i.e., the intellectual defense of the faith. Apologetic 
theologians from Justin Martyr in the 2nd century to Paul 
Tillich in the 20th have promoted critical dialogue be- 
tween the Christian community, the educated world, and 
other religions. The internal challenges to the Christian 
community were met not only by formulating the faith in 
creeds and dogmas but also by passing this faith on to the 
next generations through education. 
In the early Middle Ages a system of schools was formed 

at the seats of bishops to educate clergy and to teach the 
civil servants of the government and administrative of- 
fices. The school at the court of Charlemagne (which was 
conducted by clergy), the medieval schools of the religious 
orders, cathedrals, monasteries, convents, and churches, 
the flourishing schools of the Brethren of the Common 
Life, and the Roman Catholic school systems that came 

into existence during the Counter-Reformation under the 
leadership of the Jesuits and other new teaching orders 
contributed much to the civilization of the West. Equally 
important were the schools and educational reforms started 
by the German Reformers Luther, Philipp Melanchthon, 

Johann Bugenhagen, John and August Hermann Francke, 
and the Moravian reformers John Amos Comenius and 
the Graf von Zinzendorf. The church was responsible for 
the system of schools even after the Reformation. Only in 
the 18th century did the school system start to separate 
itself from its Christian roots and fall more and more 
under state control. 
With the separation of church and state, both institu- 

tions have entered into tensely manifold relationships. In 
some countries the state has taken over the school sys- 
tem completely and does not allow private church schools 
except in a few special cases in which constant control 
is maintained regarding religious instruction as a part of 
the state’s educational task. Other countries (e.g., France) 
maintain school systems basically free of religion and 
leave the religious instruction to the private undertakings 
of the different churches. In the Amierican Revolution 
the concept of the separation of state and church was a 
lofty goal that was supposed to free the church from all 
patronization by the state and to make possible a maxi- 
mum of free activity, particularly in the area of education. 
On the other hand, the Soviet Union used its schools 
particularly for an anti-religious education based upon the 
state philosophy of dialectical materialism, practicing the 
constitutionally guaranteed freedom of anti-religious pro- 
paganda in schools, though the churches were forbidden 
to give any education outside their worship services. 
A second issue that results from the separation of church 

and state is the question of state subsidies to private 
church schools. These are claimed in those countries in 
which the church schools in many places take over part 
of the functions of the state schools (e.g., in the United 
States). After the ideological Positivism and the Material- 
ism of the 19th century faded away in many areas, it was 
realized that religious life had had an important role in the 
cultural development of the West and the New World and 
that the practiced exclusion of religious instruction from 
the curricula of the schools indicated a lack of balance in 
education. Based on new insights, it has therefore been 
maintained in the 20th century that religion should be 
adopted as a subject among the humanities. State univer- 
sities in the United States, Canada, and Australia, which 
did not have theological faculties because of the separation 
of church and state, founded departments of religion of an 
interdenominational nature and included non-Christians 
as academic teachers of religion. 
The Christian system of education led to the early 

founding of universities. The university was a creation 
of medieval Europe and spread from there to other con- 
tinents after the 16th century. The universities that had 
been formed in the beginning through the unification of 
schools for monks and schools for regular clergy succeeded 
in gaining their relative independence by agreements with 
church and state. The universities represented the unity 
of education that was apparent in the common use of 
the Latin language, the teaching methods of lecture and 
disputation, the extended communal living in colleges, the 
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periodically changing leadership of an elected dean, the 
inner structure according to faculties or “nations,” and the 
European recognition of the academic degrees. 
The advent of humanism and the Reformation created 

a new situation for all systems of education, especially 
the universities. Humanists demanded plans to provide 
designated places for free research in academies that were 
princely or private institutions and, as such, not controlled 
by the church. On the other hand, the Protestant states of 
the Reformation created their own new state universities, 

such as Marburg in 1527, KOnigsberg in 1544, and Jena in 
1558. As a counteraction, the Jesuits took over the lead- 
ership in the older universities that had remained Roman 
Catholic or else founded new ones in Europe and overseas. 
In overseas areas, Christian education has had a twofold 

task. First, its function was to lay an educational founda- 
tion for evangelization of non-Christian peoples by form- 
ing a system of education for all levels from grammar 
school to university. Second, its function was to take care 

of the education of European settlers. To a large extent 
the European colonial powers had left the formation of 
an educational system in their colonies or dominions to 
the churches. In the Spanish colonial regions in Amer- 
ica, Roman Catholic universities were founded very early 
(e.g., Santo Domingo in 1538, Mexico and Lima in 1551, 
Guatemala in 1562, and Bogota in 1573). In China, Jesuit 
missionaries acted mainly as agents of European education 
and culture (e.g., astronomy, mathematics, and technol- 
ogy) in their positions as civil servants of the court. 
Since the 18th century, the activities of competing Chris- 

tian denominations in mission areas has led to an intensi- 
fication of the Christian system of education in Asia and 
Africa. Even where the African and Asian states have their 
own system of schools and universities, Christian educa- 

tional institutions have performed a significant function 
(St. Xavier University in Bombay and Sophia University 
in Tokyo are Jesuit foundations; Doshisha University in 
KyOto is a Japanese Presbyterian foundation). 
In North America, Christian education took a different 

course. From the beginning, the churches took over the 
creation of general educational institutions. The various 
denominations did pioneer work in the field of education; 
a state school system was established only after the situa- 
tion had consolidated itself. In the English colonies, later 
the United States, the denominations founded theological 
colleges for the purpose of educating their ministers and 
established universities dealing with all major disciplines, 
including theology, often emphasizing a denominational 
slant. Harvard University was founded in 1636 and Yale 
University in 1701 as Congregational establishments, and 
the College of William and Mary was established in 1693 
as an Anglican institution. They were followed during the 
19th century by other Protestant universities (e.g., South- 
ern Methodist University, Dallas, Texas) and colleges (e.g., 
Augustana College, Rock Island, Ill.). In addition, many 
private universities were based upon a Christian idea of 
education according to the wishes of their founders. 
Christian education has been undertaken in a variety of 

forms. The system of Sunday schools is nearly universal 
in all denominations. Confirmation instruction is more 
specialized, serving different tasks, such as preparation of 
the children for confirmation, their conscious acknowledg- 
ment of the Christian ethic, of the Christian confessions, 

of the meaning of the sacraments, and of the special forms 
of congregational life. (E.W.B./C.H.Li.) 

CHURCH AND THE ARTS 

The Christian community has fostered the development of 
a Christian culture in all areas of life. In this development 
the arts have played major roles in expressing, commu- 
nicating, and deepening the faith of the community. At 
times some art has been rejected because either the con- 
tent or the form was perceived as incompatible with the 
faith of the community. For example, the antipathy of the 
early church, especially in Orthodox realms, to theatre was 
related to the perception that the Greek theatre was pre- 

occupied with ancient myths and deities and that comedy 
excused immorality. Instrumental music also was rejected 
in Orthodoxy because of both its accustomed role in pa- 
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gan cults and the belief that God should not be praised 
with “dead” materials. The Orthodox community did not 
completely reject dramatic and musical art, however, but 
transformed them into the service of the church through 
rich liturgical dramas and extraordinary choir music. 
The didactic use of art, succinctly expressed by Pope 

Gregory I the Great in the phrase “images are the books 
of the laity,” was present in the architecture and art of 
the churches constructed up to the modern period. The 
symbolic significance of the church building in the shape 
of a cross, its deep entrances leading into sacred space, 
the carefully engineered proportions of the building, the 
use of light and shadow in relation to statues and stained 
glass, the smells of candles and incense, not to mention 

the liturgy itself—all these forms, colours, sights, sounds, 
and smells worked to communicate a sense of the sacred. 
The sculptures and stained-glass windows were graphic 
presentations of biblical stories and moral instructions to 
which the preacher could point and to which the largely 
illiterate congregation could return for reflection and edi- 
fication. The very location of the church in the centre of 
medieval towns and villages gave physical expression to 
the community’s faith in God’s presence in the world. 
Until the Renaissance the arts were patronized by and in 

service to the Christian community. Since then there has 
been a growing independence of artists from the church. 
In the modern period the older “Christ against culture” 
concerns of the early church have once again been raised. 
The Christian community has by and large not found 
the criterion of religious subject matter satisfactory for its 
decisions about art. While the music of Richard Wagner 
may be regarded as inappropriate for the church because 
of his preoccupation with Teutonic gods and goddesses, 
a painting such as Picasso’s “Guernica” depicting human 
sin and evil may be appropriate. At the same time a mu- 
sical, literary, plastic, or graphic representation of Jesus 
may either vitiate and trivialize the faith of the commu- 
nity, as in modern sentimentalized “portraits” of Jesus, or 
profoundly express that faith, as in Matthias Grinewald’s 
“Isenheim Altarpiece” portraying the Crucifixion. 
The Christian community, sensitized by its Jewish roots 

and the Hebrew prohibition of idolatry, has been aware 
that the beauty of the holy may be twisted into the holiness 
of beauty. Thus, at various times in history there have 
been iconoclastic reactions to art. But for the most part 
the Christian community has appreciated and contributed 
to the didactic, expressive, and symbolic representation of 
faith and the human condition. (C.H.Li.) 

CHURCH AND SOCIAL WELFARE 

Curing and caring for the sick. Healing the sick. The 
Christian Church has administered its concern for the 
sick in a twofold manner: both by healing the sick and 
by expressing concern and caring for them. The practice 
of healing has retreated into the background in modern 
times, but healing played a decisive role in the success 
of the early church and was important in missionary 
apologetics. In the Gospels, Jesus appears as a healer of 
body and soul. The title “Christ the Physician” was the 
most popular name for the Lord in missionary preaching 
of the first centuries. Even the Apostles are characterized 
as healers. The apologetics of the church of the 2nd to 
4th century used numerous miraculous healings as argu- 
ments for the visible presence of the Holy Spirit in the 
church. The Fathers of the first centuries interpreted the 
entire sphere of charismatic life from the basic concepts 
that Christ is the physician, the church the hospital, the 
sacraments the medication, and orthodox theology the 
medicine chest against heresy. Ignatius of Antioch called 
the Eucharist the “medication that produces immortality.” 
The history of charismatic healing has hardly been ex- 

plored. Miracles of healing remain a characteristic attribute 
of the great Christian charismatics of the Roman Catholic 
Church as well as of the Eastern Orthodox. Healing within 
the church began to retreat only in connection with the 
transformation of the church into a state church under 
Constantine and with the replacement of free charismatics 
by ecclesiastical officials. 
The early basis for healing was generally a demonological 
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interpretation of sickness: healing was often carried out 

as an exorcism—that is, a ceremonial liturgical adjuration 

of the demon that was supposed to cause the illness and 

its expulsion from the sick person. The development of 

exorcism is characteristic in that the office of the exorcist 

eventually became one of the lower levels of ordination, 

which led to the priesthood. Traditionally, exorcisms were 

connected not with the rite of baptism alone; the Rit- 

uale Romanum (Roman Ritual) contains many liturgical 

formulas for cases of demoniacal possession. Only the 

Enlightenment in the 18th century repressed the practice 

of exorcisms within the Roman Catholic Church. 

In the churches of the Reformation, exorcism never 

completely vanished; in Pietistic circles several exorcists 

have appeared; e.g. Johann Christoph Blumhardt the 

Elder (1805-80). With the motto “Jesus is Conquerer,” 

Blumhardt transformed his healing centre at Bad Boll, 

Ger., into an influential resource for international mis- 

sionary work. His son, Christoph Friedrich Blumhardt 

(1842-1919), continued his father’s work and in sympa- 

thy with working-class needs included political action as 

a member of the Wiirttemberg Diet. Since the latter part 

of the 19th century, different groups of the Pentecostal 

and charismatic movements have re-accepted the use of 

exorcistic rituals with great emphasis and—pointing to 

the power of the Holy Spirit—they claim the charisma of 

healing as one of the spiritual gifts granted the believing 

Christian. After the basic connection between healing of 

the body and healing of the soul and the psychogenic ori- 

gin of many illnesses was acknowledged theologically and 

medically, different older churches, such as the Protestant 

Episcopal Church and even the Roman Catholic Church 

in the United States, have reinstituted healing services. 

In terms of spiritual healing, one church has stood out in 

this respect in North America. Mary Baker Eddy (1821- 

1910), the founder of Christian Science, referred particu- 

larly to healing through the Spirit as her special mission. 

Based on her experience of a successful healing from a 

serious illness by Phineas Quimby, a pupil of the German 

hypnotist Franz Mesmer, she wrote her work Science and 
Health with Key to the Scriptures and founded the Church 
of Christ, Scientist. According to the instructions of its 
founder, Christian Science today carries out a practice of 

“spiritual healing” throughout the world. 
Care for the sick. From the beginning another concern 

besides healing was care for the sick, an element of the 
earliest commandments of Christian ethics. At the Last 
Judgment, Christ the Judge will say to the chosen ones on 
his right hand: “I was sick and you visited me,” and to 
the condemned on his left hand: “I was sick and you did 
not visit me.” To the condemneds’ surprised questions as 
to when they saw Christ sick and did not visit him, they 
will receive the answer: “As you did it not to one of the 
least of these, you did it not to me.” 
The first office created by the church in Jerusalem was the 

diaconate; it spread rapidly throughout the entire church. 
The care of the sick was carried out by the deacons and 
widows under the leadership of the bishop. This service 
was not limited to members of the Christian congregation 
but was directed toward the larger community, particu- 
larly in times of pestilence and plague. Eusebius included 
in his Ecclesiastical History the report that while the hea- 
then fled the plague at Alexandria, “most of our brother- 
Christians showed unbounded love and loyalty” in caring 
for and frequently dying with the victims. 
During the Middle Ages the monasteries took over the 

care of the sick and created a new institution, the hospital. 
The growing number of pilgrims to the Holy Land and 
the necessity of care of their numerous sick, who had 
fallen victim to the unfamiliar conditions of climate and 
life, led to knightly hospital orders, the most important 
of which was the Order of the Hospital of St. John of 
Jerusalem (later called the Knights of Malta). The service 
for the sick, which was carried out by the knights besides 
their military service for the protection of the pilgrims, 
was not elaborate. 
In connection with the orders of mendicant friars, espe- 

cially the Franciscans, civil hospital orders were formed. 
Even the hospital in Marburg that was founded by St. 

Elizabeth of Hungary (1207-31) on the territory of the 

Knights of the Teutonic Order was influenced by the 

spirit of St. Francis. Other hospitals were founded as au- 

tonomous institutions under the leadership or supervision 

of a bishop. The meaningful centralization of the different 

existing institutions became necessary with the growth of 

cities and was most frequently undertaken by city coun- 

cils. The laity began to take over, but the spiritual and 

pastoral care of the patients remained a major concern. 

In the realm of the Lutheran Reformation, the medieval 

nursing institutions were adapted to new conditions. The 

church constitutions in the different territories of Re- 

formed churches stressed the duty of caring for the sick 

and gave suggestions for its adequate realization. The office 

of the deacon was supplemented by that of the deaconess; 

and these offices of service were considered part of the 

polity of the church of the New Testament. The Counter- 

Reformation brought a new impulse for caring for the sick 

in the Roman Catholic Church, insofar as special orders 

for nursing service were founded—e.g., the Daughters of 

Charity, a non-enclosed congregation of women devoted 

to the care of the sick and the poor, by Vincent de Paul, 

who was a notable charismatic healer. A great number of 

new orders came into existence and spread the spirit and 

institutions of ecclesiastical nursing care throughout the 

world as part of Roman Catholic world missions. 

In the realm of Protestantism, the Free churches led in 

the care of the sick. Methodists, Baptists, and Quakers all 

had a great share in this development, founding numerous 

hospitals throughout the world and supplying them with 

willing male and female helpers. German Lutheranism was 

influenced by these developments. In 1823 Amalie Sieve- 

king developed a sisterhood analogous to the Daughters of 

Charity and was active in caring for the cholera victims of 

the great Hamburg epidemic of 1831. She was an inspira- 

tion to Theodor Fliedner, who founded the first Protestant 

hospital in Kaiserswerth in 1836 and created at the same 
time the female diaconate, an order of nurses that soon 
found worldwide membership and récognition. Florence 
Nightingale received training at Kaiserswerth, which was 
an important model for modern nursing schools. 
Church hospitals and ecclesiastical nursing care still 

maintain a leading and exemplary role in the 20th cen- 
tury, although along with the general political and social 
development of the 19th century the city or communal 
hospital was founded and overtook the church hospital. 
The most impressive example of the universal spread of 

care for the sick was the founding of the Red Cross by 
the Swiss humanitarian Henri Dunant. The religious in- 
fluence of Dunant’s pious parental home in Geneva and 
the shocking impression he received on the battlefield of 
Solferino in June 1859 led him to work out suggestions 
that—after difficult negotiations with representatives of 
numerous states—led to the conclusion of the “Geneva 
convention regarding the care and treatment in wartime 
of the wounded military personnel.” In the 20th century 
the activity of the Red Cross has embraced not only the 
victims of military actions but also peace activity, which 
includes aid for the sick, for the handicapped, for the 
elderly and children, and for the victims of all types of 
disasters everywhere in the world. 
Care for widows and orphans. From the beginning the 

Christian congregation cared for the poor, the sick, wid- 
ows, and orphans. The Letter of James says: “Religion 
that is pure and undefiled before God is this: to visit 
orphans and widows in their affliction.” Widows formed a 
special group in the congregations and were asked to help 
with nursing care and other diaconic (from diakonia, or 
faith active in love and service to all) congregational tasks 
as long as they did not need help and care themselves. 
The church had founded orphanages during the 4th 

century, and the monasteries took over this task during 
the Middle Ages. They also fought against the prac- 
tice of abandoning unwanted children and established 
foundling hospitals. In this area, as in others, a seculariza- 
tion of church institutions took place in connection with 
the spreading autonomy of the cities. In the Reformed 
churches the establishment of orphanages was furthered 
systematically. In Holland almost every congregation had 
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its own orphanage, which was sustained through the gifts 
of the members. 
Following the great wars of the 17th century, the or- 

phanages were reorganized pedagogically, notably by Au- 
gust Hermann Francke, who connected the orphanage in 
Glaucha, Ger., which he had founded, with a modern 
system of secondary schools. Francke’s orphanage became 
a model that was frequently imitated in England and also 
in North America. An exemplary proponent of compre- 
hensive Christian caring and curing for the whole person 
and community was the Alsatian Lutheran pastor Johann 
Friedrich Oberlin (1740-1826). Responsible for a remote 
and barren area in the Vosges Mountains, Oberlin trans- 
formed the impoverished villages into prosperous com- 
munities. He led in establishing schools, roads, bridges, 
banks, stores, agricultural societies (with the introduction 
of potato cultivation), and industries. His nursery schools 
were imitated in many areas through “Oberlin Societies.” 
These efforts provided a significant contribution to the de- 
velopment of modern welfare, which in the 20th century 

is mainly the responsibility of state, communal, or hu- 

manitarian organizations but is still characterized strongly 
by its Christian roots. (E.W.B./C.H.Li.) 
Property, poverty, and the poor. The Christian commu- 

nity’s relation to the questions of property, poverty, and 
the poor may be sketched in terms of four major perspec- 
tives, which have historically overlapped and sometimes 
coexisted in mutuality or contradiction. The first perspec- 
tive, both chronologically and in continuing popularity, is 
personal charity. This was the predominant form of the 
church’s relationship to the poor from the Ist to the 16th 
century. The second perspective supplements the remedial 
work of charity by efforts for preventive welfare through 
structural changes in society. This concern to remove 
causes of poverty was clearly expressed in the Reformation 
but was soon submerged in the profound sociopolitical 
and economic changes of the time. The third perspective 
is a retreat into the charity models of the earlier Christian 
community. Because of the overwhelming effects of the 
process of secularization and the human misery caused by 
industrialization, the key to social welfare was expressed in 
the Pietist maxim that social change depended upon the 
conversion of individuals. The fourth perspective, pres- 
ent in churches of the modern period, envisions systemic 
social change to facilitate redistribution of the world’s 
wealth. Personal charity is not neglected, but the major 
goal is to change the unjust structures of world society. 
The early Christian community’s teachings on property 

and poverty were marked by the tension between its ex- 
pectation of support from the wealthy and its biblically 
rooted criticism of wealth. The solution was to place rich 
and poor in a symbiotic relationship oriented toward sal- 
vation. The rich supply the needs of the poor, who in turn 
provide the rich with the opportunity for good works and 
prayers for their salvation. 
Augustine’s doctrine of charity became the heart of Chris- 

tian thought and practice. Augustine portrayed the Chris- 
tian pilgrimage toward the heavenly city by analogy to a 
traveler’s journey home. The city of God, humankind’s 
true home, is characterized by the love of God even to the 
contempt of self, whereas the earthly city is characterized 
by the love of self even to the contempt of God. It is 
the goal—not the journey—that is ultimately important. 
The world and its goods must be used for the journey, 
but if they are enjoyed they direct the traveler away from 
God to the earth. This imagery incorporates into the heart 
of Christian theology the great medieval themes of pil- 
grimage, renunciation, alienation, and asceticism; and the 
biblical and early Christian suspicion of riches receives 
systematic theological articulation. Pride and covetousness 
are the major vices; humility and almsgiving are the major 
virtues; and poverty is endorsed as the favoured status for 
the Christian life. 
This view did not, however, lead to a rejection of prop- 

erty and its importance for society. Against both Mar- 
cionite denigration of the world and Gnostic communism, 
respect for private property was maintained as integral to 
a comprehensive ethic. It was clear that without property 
Christians could not care for the needy. And, although 
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Gregory of Nazianzus (c. 330-c. 389) linked private prop- 
erty to the Fall, he understood that the abolition of private 
property would not cure sin. Property and wealth should 
be shared, not relinquished. Yet the paradox of 2 Corinthi- 
ans 6:10 remained: How could a Christian be poor yet 
make many rich, have nothing yet possess everything? 
The answers given were communal property, charity to 
the needy, avoidance of avarice, and concentration upon 
heavenly treasure. In this way the early Christian com- 
munity achieved an aristocratic attitude to riches. The 
solutions of institutionalizing poverty in priesthood and 
monasticism, while rationalizing poverty as poverty of the 
spirit and material wealth as God’s provision for ministry, 
formed the basis for medieval care of the poor. 
The medieval Christian community promoted almsgiv- 

ing within a theological framework oriented to the future 
salvation of the individual. Although this framework was 
a stimulus to insightful and humane laws and actions, it 
did not result in the formulation of policies to deal with 
the major social and economic changes that accompanied 
the late medieval shift from rural-agricultural society to 
urban-commercial society. 
The most influential medieval thinker on the problem of 

property was Thomas Aquinas. Thomas saw community 
of goods as rooted in natural law because it makes no 
distinction of possessions. The natural law of common 
use protects every person’s access to earthly goods and re- 
quires responsibility by everyone to provide for the needs 
of others. Private property, on the other hand, is rooted 
in positive law through human reason. In history, reason 
leads to the conclusion that the common good is served 
if everyone has disposition of his own property because 
there is more incentive to work, goods are more carefully 
used, and peace is better preserved when all are satisfied 
with what they have. Private property exists to serve the 
common good; thus, superfluous property is to be dis- 
tributed as alms to the needy. 
The other major effort to deal with property and poverty 

at this time was through rational direction and admin- 
istration. As cities developed into political corporations, 
a new element entered welfare work: an organizing cit- 
izenry. Through their town councils, citizens began to 
claim the authority to administer the ecclesiastical wel- 
fare work of hospitals and poor relief. The process was 
accelerated by the Reformers, whose theology undercut 
the medieval idealization of poverty. According to the 
Reformers, righteousness before God was by faith alone 
apart from human works, and salvation was perceived as 
the foundation of life rather than its goal. Thus, the Ref- 
ormation community found it difficult to rationalize the 
plight of the poor as a peculiar form of blessedness, and no 
salvific value either in being poor or in giving alms could 
be identified. When the Reformers turned to poor relief 
and social welfare, their new theological perspectives led 
them to raise questions of social justice and social struc- 
tures. This was institutionalized in the “common chest” 
sections of Protestant church legislation, which spread 
throughout Europe from its ongin in Wittenberg. The 
common chest—funded by church endowments, offerings, 
and taxes—was the community’s financial resource for 
providing support to the poor, orphans, aged, unemployed, 
and underemployed: through subsidies, low-interest loans, 
and gifts. The attempt to resolve social problems in the 
cities was a constitutive part of the early Reformation. 
In the following centuries the heirs of Luther and Calvin, 

although producing noteworthy examples of compassion 
and charity for the poor, nevertheless lost their “fathers’ ” 
vision of a social ethic that was preventive as well as 
therapeutic. Like their Roman Catholic counterparts, the 

Protestants made noteworthy efforts to serve the poor but 
ignored the root causes of poverty. 
In the 18th and 19th centuries the social institutions of 

Pietism, the Inner Mission, and European revival move- 
ments inspired social concern for the masses of peo- 
ple pauperized and proletarianized by industrialism. The 
Methodists in England undertook adult education, school- 
ing, reform of prisons, abolition of slavery, and aid to 
alcoholics. Famous missions arose in Basel, London, and 
Paris. The Young Men’s Christian Association (YMCA; 
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1844), Young Women’s Christian Association (YWCA; 
1855), and the Salvation Army (1865) were only some 
of the numerous charitable institutions and organizations 
created to alleviate modern ills. In 1848 Johann Wichern, 
founder of the Inner Mission, proclaimed that “love no 
less than faith is the church’s indispensable mark.” 

Yet this Christian social concern hardly was aware of 
and rarely attempted to expose the origins of the social 
ills it strove to remedy. Wichern himself was aware that 
poverty is social, not natural, but his orientation, like that 
of others, was toward renewing society through evangeliza- 
tion. This attitude—that society is changed by changing 
the hearts of individuals—is still prevalent. 
In recent years, however, the Christian community, es- 

pecially in its ecumenical organizations, has begun to 
analyze the social problems of property and poverty from 
the standpoint of justice and the perspectives of the poor 
and oppressed. In 1970 the World Council of Churches 
(WCC) established the Commission for the Churches’ Par- 

ticipation in Development (CCPD). Initially involved in 
development programs and the provision of technical ser- 
vices, the CCPD focus has shifted to the psychological and 
political character of the symbiosis of development and 
underdevelopment. This focus was endorsed at the 1975 
WCC Assembly at Nairobi, Kenya, as “a liberating pro- 
cess aimed at justice, self-reliance and economic growth.” 
Other church bodies, such as the Lutheran World Fed- 

eration and the World Alliance of Reformed Churches, 
share this perspective. Emergency relief and development 

projects—the modern equivalents of charity—have not 
ceased, but there is growing realization, due to the in- 
creasing participation of so-called Third World churches, 
that the biblical themes of justice and liberation entail 
the creation of social structures to enhance human life, 
economic structures for just distribution of goods, and 
political structures to promote participation and minimize 
dependence. The present WCC paradigm for this mission 
is the church in solidarity with the poor. 
Pastoral care. Pastoral care has always been of special 

importance in the Christian community. The biographies 
of the great charismatic ministers, beginning with the 
Fathers of the Eastern Church and the Western Church, 

testify to surprising variations of this pastoral care. The 
principal interest of pastoral care—whether exercised by 
clergy or laity—is the personal welfare of persons who are 
hurt, troubled, alienated, or confused within the context 

of ultimate concerns and meanings. The historical expres- 
sions of pastoral care have focused on the predominant— 
but not exclusive—expressions of ultimate concern char- 
acteristic of the period in question. According to Paul 
Tillich, in The Courage to Be (1952), these concerns may 
be described in terms of the anxieties of death (early 
church), guilt (Middle Ages), and meaninglessness (mod- 
ern period). Thus, Ignatius addressed the terror of death 

when he termed the sacrament “the medicine of immortal- 
ity”; Luther responded to the conscience tortured by guilt 
and uncertainty by proclaiming the free forgiveness of sin 
by grace alone, apart from human accomplishment; and 
the modern Christian community has utilized the insights 
of psychology and psychiatry in developing pastoral coun- 
seling and therapy responsive to modern anxieties. Fun- 
damentally, however, pastoral care has always attempted 
to respond to the totality of human needs in every age in 
consonance with the words of Jesus Christ: “I was hungry 
and you gave me food, I was thirsty and you gave me 
drink, I was a stranger and you welcomed me, I was naked 

and you clothed me, I was sick and you visited me, I was 
in prison and you came to me” (Matthew 25:35-36). 
The first influential contribution to pastoral care after 

the New Testament was by Pope Gregory I the Great. His 
Pastoral Care, written after he became bishop of Rome in 
590, was so influential that it became customary to present 
it to new bishops upon their ordination. This textbook of 
the medieval episcopate emphasized the role of the pastor 
as shepherd of souls. 
The medieval institutionalization of pastoral care in the 

sacrament of penance led to certain deficits in practice: 
the exclusion of the laity by emphasis upon the central 
role of the priest and the distortion of its original spiritual 

purposes of prayer, repentance, and forgiveness of sins 
by the introduction of paid indulgences. The indulgence 
abuse sparked the Reformation critique of the sacrament 
of penance. This in turn led to the Reformers’ emphasis 
upon lay as well as clerical responsibility for pastoral care 
as expressed in their teaching of “the priesthood of all 
believers.” The Reformation insistence upon justification 
by grace alone shifted the burden of proof for salvation 
from human accomplishment to divine promise. By “let- 
ting God be God,” the Reformers claimed that persons 
were free to be human. This shift of theological focus, 

from an otherworldly achievement to a this-worldly trust 
in God, facilitated a renewed holistic awareness of human 
needs and pointed the way for the Christian community’s 
appreciation of the benefits available in modern medicine 
and therapy. (CHL 

CHURCH AND MINORITIES 

The tendency to develop an identifiable Christian culture 
is apparent even where Christian minorities live in a non- 
Christian environment—i.e., in an environment the life 
of which has been shaped and is characterized by a non- 
Christian religion. This is the case with most Christian 
churches in Asia and Africa. 
In some countries Christian minorities have had to strug- 

gle for their existence and recognition, and there are cases 
of persecutions of Christians. On the other hand, in some 
cases the situation of Christian minorities is ideally suited 
to demonstrate to outsiders the peculiar style of life of a 
Christian culture. This is particularly advantageous for the 
church within a caste state, in which the church itself has 
developed into a caste, with special extrinsic characteristics 
in clothing and customs. An example of this phenomenon 
is the Mar Thoma Church of South India. 
A special problem presents itself through the coexistence 

of racially different Christian cultures in racially mixed 
states. The influence of the Christian black churches, es- 
pecially of Baptist denominations, has been thoroughly 
imprinted upon the culture of Nortlt American blacks. 
The churches themselves were founded through the mis- 
sionary work of white Baptist churches but became in- 
dependent of their mother churches or were established 
as autonomous churches within the framework of the 
Baptist denomination. A similar situation exists in South 
Africa, where white congregations and separate black con- 
gregations have been established within the white mission 
churches; independent messianic black churches have ap- 
peared outside the older organized congregations. In the 
20th century much tension exists in this area. 
On the one hand, the Christian Church has from the 

beginning urged the overcoming of racism. In the early 
church, racism was unknown; the Jewish synagogues al- 
lowed black proselytes. The first Jewish proselyte men- 
tioned in the Acts of the Apostles was a governmental 
administrator from Ethiopia, who was baptized by the 
Apostle Philip. The early congregations in Alexandria in- 
cluded many Ethiopians and blacks. Among the evangeliz- 
ing churches, the Portuguese Catholic mission in principle 
did not recognize differences between races—whoever was 
baptized became a “human being” and became a member 
not only of the Christian congregation but also of the 
Christian society and was allowed to marry another Chris- 
tian of any race. In contrast to this practice, the Catholic 
mission of the Spaniards introduced the separation of 
races under the term casticismo (purity of the Castilian 
heritage) in the American mission regions and sometimes 
restricted marriage between Castilian Spanish immigrants 
and native Christians. Like the Portuguese in Africa and 
Brazil, the French Catholic mission in Canada and in the 
regions around the Great Lakes in North America did not 
prohibit marriage of whites with Indians but tolerated and 
even encouraged it during the 17th and 18th centuries. 
Consequently, the Christian churches led in endeavours 

for racial integration, with the exception of those churches 
that maintained racial segregation from the beginning, in 
deference to theological arguments deduced from the “or- 
der of the creation” and “predestination.” The latter was 
the case in some Reformed churches of the United States 
and of South Africa. On the other hand, the ideologically 
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and politically founded racial theory has been introduced 
into black churches in recent times. The demand for a 
black theology with a black Christ in its centre has been 
made and, just as much as a theologically and ideologically 
founded racial theory on the part of whites, aggravates the 
specifically Christian task of racial integration within the 
church. 
The promise of recent liberation theologies such as black 

theology, Latin-American theology, and feminist theology 
is that of expanding awareness of the history and praxis 
of Christianity beyond the history of doctrines, the ideas 
of the elite, and the institutions that convey these ideas. 
Such reflection—which arises out of lived situations— 
reveals roles of the poor, the oppressed, and women that 
have too often been ignored and suppressed. These new 

orientations serve the church and the world not only by 
recalling hitherto unnoticed aspects of the past but also by 
strengthening peoples’ awareness of their own causes. 

CHURCH AND FAMILY 

The Christian understanding of sexuality, marriage, and 
family has been strongly influenced by the Old Testament 
view of marriage as an institution primarily concerned 
with the establishment of a family, rather than sustaining 
the individual happiness of the marriage partners. Until 
the Reformation the patriarchal family structure not only 
had been preserved but also had been defended from all 
attacks by sectarian groups. In spite of this, a transforma- 
tion occurred from the early days of Christianity. 
This transformation is evident in the New Testament 

departure from the Hellenistic understanding of love. The 
classical understanding of love, expressed in the Platonic 
concept of eros, was opposed in the Christian community 
by the biblical understanding of love, agape. Although 
erotic love has frequently been understood primarily as 
sexual desire and passion, its classical religious and philo- 
sophical meaning was the idealistic desire to acquire the 
highest spiritual and intellectual good. The early Christian 
perception of eros as the most sublime form of egocentric- 
ity and self-assertion, the drive to acquire the divine itself, 
is reflected in the fact that the Greek New Testament does 
not use the word erds but rather the relatively rare word 
agapé. Agapé was translated into Latin as cdritas and thus 
appears in English as “charity” and, later, “love.” The 
Christian concept of love understood human mutuality 
and reciprocity within the context of God’s self-giving 
love, which creates value in the person loved. “We love, 
because he first loved us. If any one says, ‘I love God,’ and 
hates his brother, he is a liar; for he who does not love 
his brother whom he has seen, cannot love God whom 

he has not seen. And this commandment we have from 
him, that he who loves God should love his brother also” 
(1 John 4:19-21). Love is presented as the greatest of the 
virtues (1 Corinthians 13:13) as well as a commandment. 
The Christian community understood faith active in love 
primarily in terms of voluntary obedience rather than 
emotion and applied this understanding to every aspect of 
life, including sexuality, marriage, and family. 
The tendency to spiritualize and individualize marriage. 

Christianity has contributed to a spiritualization of mar- 
riage and family life, to a personal deepening of the 
relations between marriage partners and between parents 
and children, as well as between heads of households and 
domestic servants in large families. Marriage can be called 
the most intimate form in which the fellowship of be- 
lievers in Christ is realized. In the early church, children 
were included in this fellowship. They were baptized when 
their parents were baptized, took part in the worship life 
of the congregation, and received Holy Communion with 
their parents. The Eastern Orthodox Church still practices 
as part of the eucharistic rite Jesus’ teaching, “Let the 
children come to me, and do not hinder them.” During 
the first decades of the church, congregational meetings 
took place in the homes of Christian families. The fam- 
ily became the archetype of the church. Paul called the 
members of his congregation in Ephesus “members of the 
household of God” (Ephesians 2:19). 
In the early church the Christian foundation of mar- 

riage—in the participation of Christians in the body of 

Christianity 

Christ—postulated a generous interpretation of the fellow- 
ship between a Christian and a pagan marriage partner: 
the pagan one is saved with the Christian one “for the 
unbelieving husband is consecrated through his wife, and 

the unbelieving wife is consecrated through her husband”; 
even the children from such a marriage in which at least 
one partner belongs to the body of Christ “are holy” (1 
Corinthians 7:14). If the pagan partner, however, does not 
want to sustain the marriage relationship with a Christian 
partner under any circumstances, the Christian partner 
should grant him a divorce. 
Jesus himself based his parables of the Kingdom of God 

on the idea of love between a bride and groom and 
frequently used parables of a wedding that describe the 
messianic meal as a wedding feast. In Revelation the glo- 
rious finale of salvation history is depicted as the wedding 
of the Lamb with the bride, as the beginning of the meal 
of the chosen ones with the Messiah—Son of man (Rev- 
elation 19:9: “Blessed are those who are invited to the 
marriage supper of the Lamb”). The wedding character 
of the eucharistic meal is also expressed in the liturgy of 
the early church. It is deepened through the specifically 
Christian belief that understands the word of the creation 
story in Genesis “and they become one flesh” as indicative 
of the oneness of Christ, the head, with the congregation 
as his body. With this in mind the Christian demand of 
monogamy becomes understandable. 
In the so-called ethical lists in the Letter of Paul to the 

Colossians and in 1 Peter, Christian marriage is distin- 
guished from the marriage practices of its pagan environ- 
ment by its stricter ethical demands. The rules concern the 
mutual relationship of the marriage partners, fidelity, as 
well as attitudes toward children and slaves of the house. 
Christianity did not bring a revolutionary social change 

to the position of women, but it made possible a new po- 
sition in the family and congregation. In the world of the 
early church, women were held in very low esteem, and 
this was the basis for divorce practices that put women 
practically at men’s complete disposal. With the prohi- 
bition of divorce, Jesus himself did away with this low 
estimation of women. The decisive turning point came in 
connection with the understanding of Christ and of the 
Holy Spirit. Even the Jewish view of the patriarchal posi- 
tion of man was substituted by Paul with a new spiritual 
interpretation of marriage. “There is neither male nor fe- 
male; for you are all one in Christ Jesus” (Galatians 3:28). 
In fulfillment of the prophecy in Joel 3:1, the Holy Spirit 
was poured out over the female disciples of Jesus, as well. 
This created a complete change in the position of women 

in the congregation: in the synagogue the women were 
inactive participants in the worship service and sat veiled 
on the women’s side, usually separated from the rest by 
an opaque lattice. In the Christian congregation, how- 
ever, women appeared as members with full rights, who 
used their charismatic gifts within the congregation. In 
the letters of Paul, women are mentioned as Christians 
of full value. Paul addresses Prisca (Priscilla) in Romans 
16:3 as his fellow worker. The four daughters of Philip 
were active as prophets in the congregation. Peter, in a 
sermon on Pentecost, spoke about men and women as 
recipients of the gifts of the Holy Spirit: “Your sons and 
your daughters shalt prophesy” (Acts 2:17). Pagan critics 
of the church, such as Porphyry (c. 234-c. 305), main- 
tained that the church was ruled by women. During the 
periods of Christian persecution, women as well as men 
showed great courage in their suffering. The fact that they 
were spontaneously honoured as martyrs demonstrates 
their well-known active roles in the congregations. In this, 
representatives of patriarchal, rabbinic, and synagogic tra- 
ditions within the Christian Church saw a danger to con- 
gregational constitutions. Paul, on the one hand, included 
women in his instruction, “Do not quench the Spirit” (1 
Thessalonians 5:19), but, on the other hand, carried over 
the rule of the synagogue into the Christian congrega- 
tion that “women should keep silence in the churches” 
(1 Corinthians 14:34). In the 20th century the Roman 
Catholic Church still refuses to ordain women as priests. 
The tendency toward asceticism. The proponents of 

an ascetic theology demanded exclusiveness of devotion 
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by faithful Christians to Christ and deduced from it 
the demand of celibacy. This is found in arguments for 
the monastic life and in the Roman Catholic view of 
the priesthood. The radical-ascetic interpretation stands 
in constant tension with the positive understanding of 
Christian marriage. This tension has led to seemingly un- 
solvable conflicts and to numerous compromises in the 

history of Christianity. Without doubt, from the begin- 
ning a strong ascetic tendency dominant in Christianity 
was emphatically directed against the oversexualization of 
the Hellenistic culture, against the decay of marital life in 
the Hellenistic world, against the spreading of pederasty 
and its social recognition and open institutionalization, 
against cultic and non-cultic prostitution, and against the 
more or less tolerated sodomy that was excused with pa- 
gan mythology. 
In the light of the beginning Kingdom of God, marnage 

was understood as an order of the old passing eon, which 
would not exist in the approaching new age. The risen ones 
will “neither marry nor are given in marriage, but are like 
angels in heaven” (Mark 12:25). Similarly, Paul under- 
stood marriage in the light of the coming Kingdom of God: 
“The appointed time has grown very short; from now on, 
let those who have wives live as though they had none... 
for the form of this world is passing away” (1 Corinthians 
7:29-31). In view of the proximity of the Kingdom of God, 
it was considered not worthwhile to marry; and marriage 
was seen to involve unnecessary troubles: “I want you to 
be free from anxieties” (1 Corinthians 7:32). Therefore, the 
unmarried, the widowers, and widows “do better” if they 
do not marry, if they remain single. But according to this 
point of view marriage was recommended to those who 
“cannot exercise self-control... for it is better to marry 
than to be aflame with passion” (1 Corinthians 7:9). With 
the waning of the eschatological expectation that formed 
the original context for the Pauline views on marriage, 
his writings were interpreted ascetically. While these texts 
have been used alone in the course of church history, 
however, they do not stand alone in the New Testament, 
which also portrays marriage feasts as joyous occasions 
and sexual intercourse between spouses as good and holy 
(Ephesians 5:25-33). 
A demonization of sex in general occurred in dualis- 

tic Gnostic movements. This was particularly apparent 
in the ascetic branches of Gnosticism and especially in 
Manichaeism (an Iranian dualistic religion). The conscious 
renunciation by Christians of the customs of their over- 
sexualized pagan environment supported these tendencies. 
Their motives are apparent in the biographies and let- 
ters of the great ascetics, such as Anthony and Jerome. 
Within the Roman Catholic Church the tension between 
the Christian high esteem and the ascetic devaluation 
of marriage led to a constantly challenged compromise: 
celibacy was demanded not only of ascetics and monks 
but also more and more of members of the clergy as a 
duty of their office. 
The Reformation rejected clerical celibacy because it re- 
moved men and women from service to the neighbour, 
contravened the divine order of marriage and the family, 
and denied the goodness of sexuality. Luther viewed mar- 
riage as not merely the legitimation of sexual fulfillment 
but as above all the context for creating a new awareness 
of human community through the mutuality and compan- 
ionship of spouses and family. The demand that priests 
and monks observe celibacy was not fully accepted in the 
East. The early church, and following it the Eastern Or- 
thodox Church, decided on a compromise at the Council 
of Nicaea (325): the lower clergy, including the archiman- 
drite, would be allowed to enter matrimony before receiv- 
ing the higher degrees of ordination; of the higher clergy— 
i.e., bishops—celibacy would be demanded. This solution 
has saved the Eastern Orthodox from a permanent fight 
for the demand of celibacy for all clergymen, but it has 
resulted in a grave separation of the clergy into a white 
(celibate) and a black (married) clergy, which led to severe 
disagreements in times of crisis within Orthodoxy. 
The early Christian community’s attitude to birth con- 

trol was formed partly in reaction against secular attitudes 
of indifference to sexual exploitation and infanticide and 

partly against the Gnostic denigration of the material world 
and consequent hostility to procreation. In upholding its 
faith in the goodness of creation, sexuality, marriage, and 
family, the early church was also influenced by the preva- 
lent Stoic philosophy, which emphasized procreation as 
the rational purpose in marniage. 
The question of birth control entered a new phase 

through the invention and mass distribution of technical 
contraceptive devices on the one hand and through the 
appearance of a new attitude toward sexual questions on 
the other. In this situation an obvious differentiation of 
interpretation developed within Christianity: with a few 
exceptions—e.g., the Mormons—the Protestant churches 
accepted birth control in terms of a Christian social ethic. 
In contrast, the Roman Catholic Church, in the encyclical 
of Pius XI Casti Connubii (1930) and in the encyclical 
of Paul VI Humanae Vitae (1968), completely rejected 

any kind of contraception. Modern economic and popula- 
tion concerns in connection with improved medical care 
and social and technological progress have once again 
confronted the Christian community with the issue of 
contraception. 

CHURCH AND THE INDIVIDUAL 

Christianity received the main commandment of its ethic 
from the Old Testament: “You shall love your neighbour 
as yourself” (Leviticus 19:18), but Jesus filled this com- 
mandment with a new, twofold meaning. First, he closely 
connected the commandment “love your neighbour” with 
the commandment to love God. In the dispute with the 
scribes described in Matthew, chapter 22, he quoted the 
commandment of Deuteronomy 6:5, “You shall love the 

Lord your God with all your heart, and with all your soul, 
and with all your might.” He spoke of the commandment 
of love for neighbour, however, as being equal to it. With 
that he lifted it to the same level as the highest and great- 
est commandment, the commandment to love God. In 

the Gospel According to Luke, both commandments have 

grown together into one single pronouncement with the 
addition: “Do this, and you will live.” Second, the com- 
mandment received a new content in view of God and in 
view of the neighbour through the relationship of the be- 
liever with Christ. Love of God and love of the neighbour 
is possible because the Son proclaims the Gospel of the 
Father and brings to it reality and credibility through his 
life, death, and Resurrection. Based on this connection of 

the Christian commandment of love with the understand- 
ing of Christ’s person and work, the demand of love for 
the neighbour appears as a new commandment: “A new 
commandment I give to you, that you love one another; 
even as I have loved you, that you also love one another” 
(John 13:34). The love for each other is supposed to 
characterize the disciples: “By this all men will know that 
you are my disciples, if you have love for one another” 
(John 13:35). 
This is an ethic that does not base its norms on social, 

biologic, psychological, physiological, intellectual, or edu- 
cational differences and levels but on an understanding 
and treatment of human beings as created in the image of 
God. Furthermore, the ethic does not deal with humanity 
in an abstract sense but with the actual neighbour. The 
Christian ethic understands the individual always as a 
neighbour in Christ. 
The new element of the Christian ethic is the founding 

of the individual ethic in a corporate ethic, in the un- 
derstanding of the fellowship of Christians as the body of 
Christ. The individual believer is not understood as a sep- 
arate individual who has found a new spiritual and moral 
relationship with God but as a “living stone” (1 Peter 2:4), 
as a living cell in the body of Christ in which the powers 
of the Kingdom of God are already working. 
The realization of Christian love leads to the peculiar 

exchange of gifts and suffering, of exaltation and humilia- 
tions, of defeat and victory; the individual is able through 
personal sacrifice and suffering to contribute to the devel- 
opment of the whole. In this basic idea of the fellowship 
of believers as the body of Christ, all forms of ecclesi- 
astical, political, and social communities of Christianity 
are founded. It also has influenced numerous secularized 
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forms of Christian society, even among those that have 
forgotten or denied their Christian origins. 
From the beginning, the commandment contains a cer- 

tain tension concerning the answer to the question: Does 
it refer only to “the disciples,” that is, fellow Christians, or 
to “all”? The practice of love of neighbour within the in- 
ner circle of the disciples was a conspicuous characteristic 
of the young church. Pagans said: “Look, how they love 
each other” (Justin). Christian congregations and, above 
all, small fellowships and sects have stood out throughout 
the centuries because of the fact that within their commu- 
nities love of the neighbour was highly developed in the 
form of personal pastoral care, social welfare, and help in 
all situations of life. 
The Christian commandment of love, however, has never 

been limited to fellow Christians. On the contrary, the 
new factor in the Christian ethic was that it crossed all 
social and religious barriers and saw a neighbour in every 
suffering human being. Characteristically, Jesus himself 
explicated his understanding of the practical implications 
of the commandment of love in the parable of the Good 
Samaritan, a non-Jew who followed the commandment 
of love and helped a person in need whom the believing 
wanderers—a priest and a Levite—had chosen to ignore 
(Luke 10:29-37). A demand in the Letter of James, that 
the “royal law” of neighbourly love has to be fulfilled with- 
out “partiality” (James 2:9), points to its universal validity. 
The universalism of the Christian command to love is 

most strongly expressed in its demand to love one’s en- 
emies. Jesus himself emphasized this with these words: 
“Love your enemies and pray for those who persecute you, 
so that you may be sons of your Father who is in heaven; 
for he makes his sun rise on the evil and on the good, and 
sends rain on the just and on the unjust” (Matthew 5:44- 
45). According to this understanding, love of the enemy 
is the immediate emission of God’s love, which includes 
God’s friends and God’s enemies. 
The Reformation revitalized a personal sense of Christian 

responsibility by anchoring it in the free forgiveness of 
sins. Luther summarized this in “The Freedom of a Chris- 
tian Man” (1520): “A Christian is a perfectly free lord of 
all, subject to none. A Christian is a perfectly dutiful ser- 
vant of all, subject to all.” The second sentence expressed 
the theme of Christian vocation developed by Luther and 
Calvin. While the medieval church understood vocation 
in terms of the specific religious calling of priesthood and 
monastery, the Reformers expanded the concept of voca- 
tion to all Christians and to everyday responsibility for the 
neighbour and for the world. The Reformers emphasized 
that Christian service is not limited to a narrow religious 
sphere of life but finds means to help others in the every- 
day relationships of family, marriage, work, and politics. 
Later Protestantism under the influence of Pietism and 

Romanticism restricted the social and communal orienta- 
tion of the Reformers to a more individualistic orienta- 
tion. This met, however, with an energetic counterattack 
from the circles of the Free churches (e.g., Baptists and 
Methodists) who supported the social task of Christian 
ethic (mainly through the Social Gospel of the Ameri- 
can theologian Walter Rauschenbusch, who attempted to 

change social institutions and bring about a Kingdom of 
God), which spread through the whole church, penetrating 
the area of Christian mission. Love rooted in faith has 
continued to play an important role in the 20th century in 
the struggle between Christianity and all ideologies, such 
as Fascism, Communism, and jingoistic nationalisms. 

(E.W.B./C.H.Li.) 

Christian missions 

In the late 20th century about one-third of the world’s 
people claimed the Christian faith. Christians thus con- 
stituted the world’s largest religious community and em- 
braced remarkable diversity, with churches in every na- 
tion. Christianity’s demographic and dynamic centre had 
shifted from its Western base to Latin America, Africa, 
Asia, and the Pacific region, where more than half the 
world’s Christians lived. This trend steadily accelerated as 
the church declined in Europe. The tangibly real universal 
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church represented a new phenomenon in the history of 
religions. This was the fruit of mission. 

BIBLICAL FOUNDATIONS 

The word mission (Latin: missiO), as a translation of the 
Greek apostolé, “a sending,” appears only once in the 
English New Testament (Galatians 2:8). An apostle (apos- 
tolos) is one commissioned and sent to fulfill a special 
purpose. The roots of mission, Christians have believed, 
lie in God’s active outreach to humanity in history—as 
a call to those able to fulfill the divine purpose, among 

them Abraham, Moses, Jonah, and Paul. The New Tes- 
tament designated Jesus as God’s apostle (Hebrews 3:1). 
Jesus’ prayer in the Gospel According to John includes 
the words “As thou didst send me into the world, so I 
have sent them into the world... . [I pray also] for those 
who believe in me through their word, that they may all 
be one... so that the world may believe that thou hast 
sent me” (John 17:18, 20-21). 
The ground for mission appeared early in the Old Testa- 

ment in God’s concern for all nations (Genesis, chapters 
10 [the “Table of Nations”] and 11) and the calling of 
Abraham—implicitly of Israel (Genesis 12:1—3). The Jews 
acknowledged God’s sovereignty over all the world’s peo- 
ples but believed God had chosen Israel to be the sign to 
all nations of the divine will and purpose (compare the 
“Covenant on Sinai,” Exodus 19:5-6). Echoing through- 
out the Old Testament, this theme found its clearest voice 
in Isaiah: “I have given you as a covenant to the people, 
a light to the nations” (42:6); and in God’s universal task 
for Israel as servant to the nations: “I will give you as a 
light to the nations, that my salvation may reach to the 
end of the earth” (49:6). 
The Maccabean wars filled the Jews with fervent hope 

for a powerful messiah to bring political triumph to a 
suffering Israel. Jesus Christ, professed by his followers as 
Messiah in the role of suffering servant presented in Isaiah 
(52:13-53:12), found widespread rejection among his peo- 
ple. Yet those from Israel who confessed faith in him as 
Messiah and Lord saw in Christ’s Incarnation, death, and 
Resurrection God’s decisive entry into history—an act in 
continuity with God’s incursions in Israel’s past. In that 
reality they and their successors viewed the Old and New 
Testaments (or “Covenants”) as inseparably united and 
mutually interdependent. The church was born and grew 
as the covenanted instrument of and witness to God’s 
mission (missio Dei), the human agency of God’s outreach 
to all the peoples of the world. 
The “Great Commission” of Jesus declares: “Go therefore 

and make disciples of all nations, baptizing them in the 
name of the Father and of the Son and of the Holy Spirit, 
teaching them to observe all that I have commanded you; 
and lo, I am with you always, to the close of the age” 
(Matthew 28:19-20; compare Mark 16:15, Luke 24:47, 
John 20:21-—22, and Acts 1:8). Not an isolated command, 
it re-expressed, in Christian perspective, the obedience of 
a servant in universal witness to the mission of God as 
declared in the Old and New Covenants. 

THE HISTORY OF CHRISTIAN MISSIONS 

The Christian mission, the church, and Christianity—each 
distinguishable, but inseparably related—have experienced 
across 20 centuries of world history four major transitions. 
First transition, to AD 500. Born on Jewish soil but 

quickly emerging from Palestine to cover the rim of the 
Mediterranean world, the new missionary faith made its 
first major transition. The Apostle Paul became the mis- 
sionary to the Gentile world. With help from Barnabas 
and a local network of coworkers, many of them women, 

he evangelized Asia Minor and southern Greece and even- 
tually reached Rome. When Rome destroyed Jerusalem 
in AD 70, Antioch became Christianity’s centre in the 
Eastern Empire, and mission became one of Gentiles to 
Gentiles. Thus began the transition. 
Dominated politically by the Roman Empire, the new 

religion benefited from one unifying factor in the Greco- 
Roman world: common, or koine, Greek provided its 
lingua franca. Alexandrian Jews had already translated 
(250 BcE) the Hebrew Bible into koine Greek for dis- 
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persed Greek-speaking Jews. The New Testament writers 

also wrote in koine Greek. In that largely literate empire 
early Christians used and widely distributed the Hebrew 
Scriptures. 
Several factors brought growth to the faith. From the 

beginning laypeople—women and men—conducted the 
largest part of mission. Congregations grew in homes used 
as churches. Although it was owned by the husband, in- 
side the house the wife was its mistress, and thousands of 
women opened their homes to newly forming churches. 
Most evangelization occurred in the daily routine as men 
and women shared their faith with others. Christianity’s 
monotheism, morality, assurance of eternal life with God, 
and ancient Scriptures attracted many to the faith. 
From the empire-wide occasions of emperor worship, 
Rome had exempted only the Jews. Christians also refused 
to engage in emperor worship. Rome declared their faith 
an illegal religion, and persecutions ensued. In the perse- 
cutions so many Christians had borne powerful witness 
(Greek: martyria) that the word martyr quickly evolved 
into its current meaning. Christian faith—not least that of 
young women such as Blandina, Perpetua, and Felicity— 
had made an impact, and many who beheld that witness 
became Christian. In 313 when the new emperor, Constan- 
tine, declared the persecutions ended, Christians probably 
constituted 10 percent of the empire’s population. 
Christians daily encountered members of other reli- 

gions—the mysteries, Gnosticism, and philosophical cults. 
In the 2nd and 3rd centuries external and internal pres- 
sures drove the young church to strengthen itself through 
creating a structured ministry, formulating beliefs in 
creeds, and producing a canon of Scripture. That process 
transformed a movement into a young religious institu- 
tion. The major thrust of the pre-Constantinian church- 
mission sprang from the conviction that Christians and 
congregations were fulfilling a mission and ministry be- 
gun in Jesus Christ. Baptism provided induction into the 
vibrant company of “God’s own people” (1 Peter 2:9-10). 

By 315 many who saw advantage in belonging to Con- 
stantine’s new imperial faith poured into the churches. 
The result was striking: small congregations of convinced 
Christians serving God’s outreach in the world became 
large churches with many nominal members whose in- 
struction and needs had to be met within the new churches. 
As multitudes entered the churches, the need for outreach 
to others was much reduced, and most churches shifted 

from an outward thrust to an inward focus upon them- 
selves. Mission and service became the province of priests, 
deacons, and, increasingly, monks. This Constantinian in- 
version helped shape the churches of Christendom. 
At the same time, mission beyond the frontiers of the 

empire continued. Ulfilas (c. 311-c. 382), Arian apostle to 
the Goths, translated the Bible into their tongue. Martin 
of Tours (c. 316-397) served in Gaul, and Patrick (c. 389- 
c. 461) laboured in Ireland. In Malabar, South India, a 
church of ancient tradition, demonstrably present since the 
3rd century, held the Apostle Thomas to be its founder. 
Frumentius (d. c. 380) from Tyre evangelized in Ethiopia 
and became the first patriarch of its church. In the 5th 
century Nestorians pushed into Central Asia and began a 
mission that eventually reached the capital of China. 
In 410 Rome fell to the barbarians, and by 476 the 

entire Western Roman Empire had collapsed. In the eyes 
of many members of the still-pagan Roman nobility, the 
rise of the Christian faith in the Mediterranean world had 
caused the empire’s downfall. Yet where Constantine had 
built his capital, Constantinople—the “second Rome”— 
the Eastern Empire continued. 
In its first SOO years Christianity achieved remarkable 

missionary and theological acculturation. Through the first 
four ecumenical councils (325-451), and in the Nicene 
Creed (on the Trinity) and Definition of Chalcedon (on 
Christology), the church had stated its faith with meaning 
for the Greek and Latin worlds. 
By the close of the period Jerome’s Latin translation of 

the Bible, the Vulgate, had appeared. Church and state 
already were locked in uneasy embrace. The first great 
transition of the Christian mission—from Judaic Palestine 
to the Mediterranean world—had ended. 

Second transition, to AD 1500. Rome’s urban and liter- 

ate world quickly disappeared under the barbarians’ west- 
ward onslaught. These rough conquerors filled Europe’s 

rural lands; however, they recognized in missionary monks 
the bearers of a new faith and preservers of a higher civ- 
ilization. The monks instructed them in the faith and in 
statecraft. The mission thrust of these monks contrasted 
sharply with that of the tiny persecuted church in the first 
three centuries. Then, except for the conversions of the 
city-state of Edessa, in AD 200, and Armenia, declared a 

Christian nation in AD 300, people joined the new faith 
individually. In this second transition whole peoples fol- 
lowed their sovereigns into the new faith. 
Christianity expanded in the Byzantine Empire, most 

notably in Russia, but it experienced a widening breach, 
and a split of the Eastern and Western churches occurred 
in 1054. Yet the major result of this 1,000-year mission 
was the creation of European civilization. Its emergence 
marked the second great transition of the faith. 
Western mission. The medieval mission began in 496 

with the baptism of Clovis, king of the Franks, and his 
soldiers. Baptized by a Catholic bishop rather than an 
Arian one (through the influence of Clovis’ Catholic wife), 
they helped to turn the tide against the Arians. 
Irish Celtic Christianity differed from that on the Con- 

tinent. It was organized into communalized groups under 
an abbot and nurtured intense missionary conviction and 
outreach. It did not recognize Rome’s authority. The ab- 
bot Columba (c. 521-597) built a monastery on Iona, off 
Scotland’s western coast, as a base for mission to Scotland 

and northern England. From it Aidan (d. 651) traveled to 
Lindisfarne, off England’s northern coast, where he and a 
successor, Cuthbert (634/635-687), led in evangelizing in 
Northumbria. Moving southward, the Celtic monks might 
have evangelized all of Britain, but midway they met Ro- 
man missionaries. Other Celtic peregrini, or “wanderers,” 
evangelized on the Continent. 
Papal mission. Pope Gregory I the Great (reigned 590- 

604), who possessed the mind of both a statesman and 

a theologian, operated as a Roman emperor and greatly 
magnified papal power and temporal involvement. In 596 
he launched, through Augustine of Canterbury, a mission 
to England based on gradualism and accommodation— 
the first papally sponsored mission. For the next 1,000 
years Roman missions operated with the pope’s direction, 
the king’s support, and the monks’ services. 
Augustine’s missionaries reached England’s southern 

coast in 597. King Aethelberht of Kent and his wife, 

Bertha, a Christian, enabled them to make their base at 
Canterbury. Within the year the King and 10,000 subjects 
had received baptism. Roman missionaries moving north- 
ward met the Celts, and at the Synod of Whitby in 664 
the Celts accepted Roman jurisdiction and patterns. 
Inspired by Irish missionary enthusiasm, the English 

Christians began a 500-year mission across northern Eu- 
rope and finally into Scandinavia. Outstanding in this ef- 
fort were Willibrord (658?-739), “Apostle to the Frisians” 

(Friesland, Holland, and Belgium), and Wynfrid, renamed 
Boniface (c. 675-754), one of the greatest of all Roman 
missionaries. In central and southern Germany Boniface 
established Benedictine monasteries for evangelization. 
With full papal trust and Carolingian support he strength- 
ened and reformed the Frankish church. 
Boniface also saw the need for women in mission. From 

England he recruited Lioba (d. 782) and entrusted her 
with developing Benedictine monasteries for women. De- 
spite her outstanding and unique achievements, with her 
death that movement ended, and Roman Catholic women 
reentered mission service only in the 19th century. But the 
Christian wives of pagan kings, who led their husbands 
into the faith and through them hastened the Christianiz- 
ing of whole peoples, also contributed to its spread. 
In Rome on Christmas Day, aD 800, Pope Leo III 

crowned Charlemagne (d. 814) Holy Roman emperor. Leo 
thus demonstrated the primacy of papal power over tem- 
poral rulers and symbolized the growing gulf between the 
Eastern and Western churches. Charlemagne’s missionary 
zeal and political goals fused. Saxons in his territories 
faced a choice: become Christian or die. 
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From the Holy Roman Empire, Catholic outreach into 
Bohemia took root under King Wenceslas I (c. 907- 
929), with evangelization complete by about Ap 1000. In 
Poland, Mieszko I, under the influence of his wife, ac- 
cepted baptism in 966 or 967. His reign saw the beginning 
of the evangelization of the country, which continued 
under his able son, Boleslav. In 955 the Holy Roman 
emperor Otto I defeated the Magyars and brought them 
to Christian faith. Later, the country’s first king, Stephen 
(reigned 1000-38), made Hungary a Christian land. 
Early attempts at evangelization in Denmark and Swe- 

den were made by a German monk, Ansgar (801-865). 
Canute (d. 1035), Danish king of England, of Denmark, 
and of Norway, was probably raised as a Christian and 
determined that Denmark should become a Christian 
country. The archbishop of Canterbury consecrated bish- 
ops for him, and he saw his goal realized before he died. 
Olaf I Tryggvason (reigned 995-c. 1000) was baptized by 
a Christian hermit, returned to Norway and was accepted 
as king, and sought to make his realm Christian—a task 
completed by King Olaf II Haraldsson (reigned 1016-30), 
later St. Olaf. Olaf I also presented Christianity to a recep- 
tive Iceland. Leif Eriksson took the faith to Greenland’s 
Viking settlers, who quickly accepted it. After several ef- 
forts Sweden became Christian during the reign of Sverker 
(c. 1130-56). Sweden’s Eric IX controlled Finland and in 
1155 required the Finns to be baptized, but only in 1291, 
with the appointment of Magnus, the first Finnish bishop, 
was evangelization completed. 
Eastern and Nestorian missions. Removal of the em- 

pire’s capital from Rome to Constantinople, the “second 
Rome,” in 330 greatly strengthened the temporal power of 
the bishop of Rome. In the Byzantine Empire the patriarch 
of Constantinople remained under the political control of 
the Christian emperor. Cultural, political, philosophical, 
and theological differences strained relations between the 
two cities. Rome demanded Latin as the one ecclesiastical 
language, but Constantinople encouraged national lan- 
guages for the liturgy and emphasized translation of the 
Scriptures. In 1054 leaders of the two bodies excommuni- 

cated each other. 
One reflection of growing difficulties lay in counterclaims 

to pursue mission in and hold the allegiance of border 
areas between the two jurisdictions. Rostislav of Great 
Moravia sought help from the Emperor, who (presumably 
through the Patriarch) in about 862 sent two brothers, 

Constantine (later called Cyril; c. 827-869) and Method- 
ius (c. 825-884), from Constantinople to Moravia. They 
provided Scriptures and liturgy in the mother tongue of 
each people evangelized. They also trained others in their 
methods—a major factor in winning Bulgaria. 
Constantinople’s greatest mission outreach was to areas 

that later became Russia. In the 10th century the Scandi- 
navian Rus controlled the areas around Kiev. Undoubt- 
edly influenced by his Christian grandmother Olga and by 
a proposed marriage alliance with the Byzantine imperial 
family, Vladimir I (c. 956-1015) of Kiev, from among 
several options, chose the Byzantine rite. Baptized in 988, 
he led the Kievans to Christianity. His son Yaroslav en- 
couraged translations and built monasteries. 
From 1240, and continuing for 200 years, the Mongol 

Golden Horde was suzerain over Russia but generally 
allowed freedom to the church. For Russians the church 
proved to be the one means through which they could 
express national unity. They moved the metropolitanate 
from Kiev to Moscow, and their church became and re- 
mained the largest of the Orthodox bodies, protector and 
leader for the others. In 1453 Constantinople fell to the 
Ottoman Turks. Moscow became “the third Rome” and 
accepted for itself the mystique, dynamism, and messianic 
destiny of the first Rome—a reality essential to under- 
standing Russian Orthodoxy and nationalism. 
East of the Euphrates River, Nestorians and Jacobites 

maintained headquarters in Persia for eastern outreach. 
The more numerous Nestorians developed a far-flung 
mission network throughout Central Asia. The Persian 
bishop A-lo-pen reached China’s capital, Ch’ang-an (mod- 
ern Sian), in 635 and founded monasteries to spread the 
Christian faith. By the end of the T’ang dynasty (618- 
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907), however, the Nestorian community had disappeared. 
In 1289 the Pope—responding to a request made 20 

years earlier by Kublai Khan for 100 Christian scholars 
to be brought by the Polo brothers—sent one Francis- 
can, Giovanni da Montecorvino (1247-1328). He reached 

Khanbalig (Peking) in 1294 and launched a small but suc- 
cessful mission. In 1342 Giovanni dei Marignolli arrived 
with 32 other missionaries, but their work flourished for 
less than 25 years. The succeeding Ming dynasty excluded 
foreigners. Twice Christianity had entered and disappeared 

from China. 
The rise of Islam. Between Muhammad’s death in 632 

and the defeat of Muslim forces at Poitiers by Charles 
Martel’s Franks in 732, Arab Muslims had taken the Mid- 
dle East and Egypt, then swept across North Africa, turned 
northward through Spain, and ventured briefly into south- 
western France. Within a century Islam had eliminated 

more than half of Christendom. 
Encouraged by the papacy, the Iberian reconquest (742- 
1492) became a crusade against Islam and fused an Iberian 
Catholicism that Spain and Portugal later transplanted 
around the globe. In the late 20th century its members 
represented more than half the world’s Roman Catholics. 
The Crusades (1095-1396) produced among many Chris- 
tians an adversarial approach to those of other faiths. 
Ramon Llull (c. 1235-1316) pursued a different way. He 

studied Arabic and sought through dialogue and reason 
the conversion of Muslims and Jews. 
As a result of the second great transition the faith of the 

Mediterranean world had become that of all Europe and 
had largely created its civilization. Christendom had lost 
half its members to Islam, but Europe had become the 
new centre of the Christian faith. 
Third transition, to AD 1950. By 1500 Europe was 

bursting with new energy and achievement, and from it 
Christianity spread worldwide. Iberian monks in the 16th 
century spanned the globe, and 300 years later Protestant 
missionaries did the same. 
Roman Catholic mission, 1500-1950. With Europe cut 

off from Asia by the Muslims, Portugal’s Prince Henry 
the Navigator (1394-1460) launched exploratory voyages 
along the western coast of Africa. In 1498 Vasco da Gama 
reached India; others pushed to Asia’s eastern limits. Papal 
grants in 1454 and 1456 gave Henry all lands, power over 
the missionary bishops therein, and trading rights south 
of the Tropic of Cancer. An early Portuguese mission to 
the Congo produced an African bishop, but the church 
quickly disappeared. Other efforts on both African coasts 
also were unsuccessful. 
Spain sought a route to India through Columbus’ west- 

ward voyages. In 1494 a papal grant gave Spain everything 
west of 47° W longitude (eastern Brazil). Under royal pa- 
tronage (patronato real, or padroado), monarchs of both 
nations accepted responsibility for evangelizing the newly 
found peoples. Franciscans, Dominicans, Augustinians, 
and, from 1542, Jesuits staffed the resulting missions. 
By 1600 France was becoming the third great imperial 
Roman Catholic power and was also deeply involved in 
mission. At the same time England, Holland, and Den- 

mark—all Protestant—began an imperial thrust that chal- 
lenged the Roman Catholic powers in their own territories. 
When the Europeans arrived in the Americas, the Indian 

population south of the Rio Grande numbered some 35,- 
000,000, but in North America there were at most 1,200,- 

000 Indians—a marked difference. The great majority of 
European males entering Latin America were unmarried 
and quickly produced a mestizo, or mixed, population. 
European settlers, who expected to instruct the Indians 
in the faith and protect them, gained their labour. The 
Indians were used widely as slaves and often were treated 
cruelly. Bartolomé de Las Casas (1474-1566) championed 
their cause but, ironically, favoured increasing the already 
growing number of African slaves. 
Despite its weaknesses, the Roman Catholic mission 

gained vast numbers. Although later modified, a 1555 
decree which held that Indians, mestizos, and mulattos 
could not be ordained proved ruinous. Never inspired to 
produce their own clergy, the new Christians became de- 
pendent upon European clergy. 
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Franciscans and Dominicans traveled widely and built 
mission churches. The most notable development—used 
widely but most fully developed by Jesuits in Paraguay— 

was the appearance of the reducciones. In these mission- 

operated villages Indians were instructed in the faith, 
taught to develop trades, and protected from the Euro- 

peans. Despite good intentions this environment did not 
produce strong Christians. The movement dissolved when 

the Jesuits were disbanded in 1773. 
Much of the evangelization appeared to be an integral 

part of military conquest. Yet in whatever way Indians 

and mestizos intermingled past beliefs and practices with 
their Christian faith, the majority thought of themselves 
as Roman Catholic. 
Evangelization in French North America followed a some- 

what different course. In 1534 Jacques Cartier claimed 
New France (Canada) for his homeland. A century later 

French missionaries began to enter the territory. In their 
work these missionaries sought to reshape Indian life as 
little as possible. 
In Asia, chiefly through the Jesuits, some of the most 

productive missions appeared. Under a papal commission 
the Jesuit missionary Francis Xavier (1506-52) reached 

Goa in 1542. He established Christian communities in 
India, built a college in Goa for training priests, began 
a prospering mission in Japan, and died off the coast of 
China while hoping to enter that land. 
By 1600 there were about 300,000 Christians in Japan. 

Christianity was proscribed, thousands were martyred, and 
the Japanese sealed themselves off from the West. 
China also was closed to foreigners, but the Italian Jesuit 

missionary Matteo Ricci (1552-1610) arrived in 1582 and 

eventually reached the capital. His efforts brought success, 
and other Jesuits followed. An edict of toleration was 
proclaimed in 1692. Ricci’s conviction that the honouring 
of ancestors and Confucius was a social rite that could be 
accommodated within the church produced the Chinese 
Rites Controversy (1634-1742). It brought bitter opposi- 
tion from Dominicans and Franciscans. Attempts at papal 
intervention at the beginning of the 18th century angered 
the Emperor. The Chinese forced missionaries to leave 
the country and persecuted Christians. Yet by 1800 some 
250,000 remained, and since the 16th century the church 

has been continuously present in China. 
In India Jesuits were welcomed to the court during 

the reign of Mughal emperor Akbar (1556-1605). The 
noted Jesuit Roberto de Nobili (1577-1656) sought points 
of agreement between Hinduism and Christianity as a 
means of evangelization, but this caused difficulty with the 
church. The missionaries also worked among India’s exist- 
ing Christian communities. In 1599 the Roman Catholic 
Church brought the South Indian Christians (Nestorians) 
into its fold, but in 1653 about 40 percent of the Syrian, or 
Thomas, Christians revolted and linked themselves with 

the Jacobites. Nevertheless, the Roman Catholics retained 
a solid base of Christians on which to build. 
To provide knowledgeable oversight and to coordinate 

policy, in 1622 Pope Gregory XV established the Sacred 
Congregation for the Propagation of the Faith (Propaganda 
Fide), or the Propaganda. It provided a library for research 
and a school for training priests and missionaries, assigned 
territories, and directed ecclesiastical matters overseas. The 
Foreign Missionary Society of Paris (1663), directed exclu- 
sively toward outreach to non-Christian peoples, sought 
to produce rapidly an indigenous secular clergy (i.e., one 
not bound to a religious order), and focused its efforts on 
Vietnam, Cambodia, Laos, and Thailand. 

With the suppression of the Jesuits (1773-1814) and 
the decline of Spanish and Portuguese influence, Roman 
Catholic missions found themselves at low ebb, but French 
and other European missionaries steadily took up the 
slack. Between 1800 and 1950 new vigour paralleled that 
seen in Protestantism and brought new orders—such as 
the Society of the Divine Word (1875) and the Catholic 
Foreign Missionary Society of North America (1911) of 
Maryknoll fathers and sisters—and voluntary societies. to 
promote and support missions. The missionary force re- 
mained overwhelmingly European. 
Protestant missions, 1500-1950. Protestant missions 

emerged some 275 years after Martin Luther launched 
the Reformation in 1517. Reasons for the delay included 
Protestantism’s thorough rejection of the theocratic and 
universal claims of the papacy and its rationale for pa- 
pal mission. It also vigorously rejected monasticism and 
lacked the structure for mission that monasticism had 
supplied. Some Protestants—especially the Anabaptist but 
also other prophetic voices, including Adrian Saravia 
(1531-1613) and Justinian von Welz (1621-68)—called 
for mission but were scarcely heard. 
Protestants began to expand overseas through migration, 

notably to North America. To minister to the colonists’ 
needs, individual Anglicans formed the Society for Pro- 
moting Christian Knowledge (SPCK; 1698) and the Society 
for the Propagation of the Gospel in Foreign Parts (SPG; 
1701), whose chaplains were also to spread the Gospel 

among non-Christians. The Dutch East India Company 
trained ministers in Leiden to serve their employees in 
Indonesia and Ceylon (Sri Lanka), but they were also 
encouraged to catechize and baptize local people. 
European colonization of North America aroused inter- 

est in the American Indians, and the Virginia and Mas- 
sachusetts charters enjoined their conversion. The mission 
of John Eliot (1604-90) to the Pequot Iroquois and that 
of the Thomas Mayhew family encouraged formation of 
supporting societies in Britain. 
The German Lutheran Pietists were the first Protestant 

group to launch church-supported continuing missions 
from the Continent. Philipp Jakob Spener (1635-1705) 
and August Hermann Francke (1663-1727) at the Pietists’ 
University of Halle trained Bartholomaus Ziegenbalg 
(1683-1719) and Heinrich Pliitschau (1678-1747). From 
1706 they served the Danish mission of King Frederick 
IV at Tranquebar, in South India. Also trained at Halle, 
Nikolaus Ludwig, Count von Zinzendorf (1700-60), re- 
ceived Moravian refugees at his Herrnhut estate and in 
1732 molded them into a missionary church. Their small, 
self-supporting communities spread from Greenland to 
South Africa. aa 
William Carey’s Enquiry into the Obligations of Chris- 

tians, to Use Means for the Conversion of the Heathens 
(1792) became the “charter” for Protestant missions and 
produced the Baptist Missionary Society. In 1793 Carey 
went to India. His first letter to an England stirred by the 
Evangelical Revival resulted in the formation of the Lon- 
don Missionary Society (1795). The Scottish Missionary 
Society (1796) and the Netherlands Missionary Society 
(1797) soon appeared, Anglican evangelicals organized the 

Church Missionary Society (1799), and many others fol- 
lowed. Like the SPCK and SPG, they were founded not 

by churches but as autonomous societies supported chiefly 
by denominational constituencies. Similarly, in Europe 
these organizations were usually created geographically— 
such as the Basel (1815), Berlin (1824), and Leipzig (1836) 
societies. 
With separation of church and state in the United States, 

American churches made plain that mission was the re- 
sponsibility of each Christian. Most denominations devel- 
oped their own boards or societies. The American Board 
of Commissioners for Foreign Missions (1810) was the 
first, and the pattern of denominational societies spread. 
Until 1890 American Protestant missions centred on 

the new immigrants and those following the westward- 
moving frontier, but from 1890 they turned their atten- 
tion to areas abroad. In 20th-century “overseas” missions, 
English-speaking participants have represented from 80 to 
89 percent, and North Americans about 67 percent, of all 
Protestant missionaries. 
Women have not only provided the major support for 

mission in the modern era but also early recognized the 
need to found their own societies and send their own 
missionaries. In much of the world, because of local 
customs, women missionaries could perform services for 
other women and for children, especially in medicine and 
education, that men could not undertake. Their greatest 
impact was in the production of vast corps of able and 
educated women, especially in Asia, who played major 
roles in the professions and in church leadership. 
Nondenominational faith missions viewed J. Hudson 
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Taylor’s China Inland Mission (1865; after 1965 called 
the Overseas Missionary Fellowship) as the great proto- 
type. Missions such as these often sought to work in areas 
unoccupied by other missionaries, guaranteed no salaries, 
and left financial support in God’s hands; but most bodies 
made their financial needs known to a wide constituency. 
Their chief aim has been to proclaim the Gospel and 
eschew the provision of social services. These societies 
joined together in the Interdenominational Foreign Mis- 
sion Association (IFMA; 1917). Since the 1960s they have 
cooperated with the Evangelical Foreign Missions Associ- 
ation (EFMA; 1945), the missionary arm of the National 
Association of Evangelicals (1943), and, at the interna- 
tional level, with the World Evangelical Fellowship (1952). 
In the early 19th century in India, William Carey, 

Joshua Marshman, and William Ward—the Serampore 
trio—worked just north of Calcutta. Their fundamental 
approach included translating the Scriptures, establishing 
a college to educate an Indian ministry, printing Christian 
literature, promoting social reform, and recruiting mis- 
sionaries for new areas as soon as translations into that 
area’s language were ready. 
Alexander Duff (1806-78) gave India the pattern for an 

entire educational system, including colleges. By the 1860s 
education for women had advanced and nurses’ training 
had begun; the education of women physicians began at 
the turn of the century. The Vellore Medical College is 
a monument to the missionary physician Ida Scudder 
(1870-1959). The vast majority of Indian nurses also have 

been Christian. 
In Indonesia, Dutch chaplains established churches in 

the 17th century. In the mid-19th century, the German 
Rhenish Missionary Society enabled the Batak Church of 
Sumatra to grow in size and commitment and to provide 
leadership for the nation. Other strong churches developed 
in various parts of predominantly Muslim Indonesia. 
Following the Opium War treaties of 1842-44 and 1858- 

60, China was opened to Westerners. Although Roman 
Catholics remained from the efforts of the 16th-century 
Jesuit mission, the Chinese viewed Christianity as enter- 

ing their homeland at gunpoint. The Boxer Rebellion 
of 1899-1900 brought death to thousands of Chinese 
Christians and several hundred missionaries. Yet what 
Protestant schools, colleges, and hospitals represented at- 

tracted Chinese youth to the Christian faith. With the fall 
of the Ch’ing, or Manchu, dynasty in 1911, Sun Yat- 
sen, a Christian favouring parliamentary government, be- 
came the provisional president. The Christian influence in 
China, particularly in education, was significant. In 1949, 
when the People’s Republic of China was formed, Chris- 
tians represented only 1 percent of the Chinese popula- 
tion, but they exercised an influence out of all proportion 

to their size. 
The Chinese government expelled all missionaries in 
1950-51, confiscated churches, and brought pressure on 
Christians. During the Cultural Revolution (1966-76) no 
churches or other religious bodies could operate. Christians 
continued to exist in China, but they suffered grievously. 
From 1976, as the government allowed some churches 
to open, Christians reemerged throughout the country. 
Roman Catholic and Protestant churches were filled, and 
in varied ways “silent” house-churches testified that the 
underground church had been dynamically growing. The 
state of the church in China, despite persecution, is con- 
siderably larger and stronger than it had been in 1949. 
Koreans baptized as Roman Catholics in China returned 

in 1784 but remained underground when their faith was 
soon proscribed. A handful of American Presbyterians 
and Methodists entered Korea in 1884, and the faith 
they planted flourished through the 20th century, despite 
Korea’s long wartime devastation. Evangelistic and self- 
supporting Korean churches were known throughout Asia 
for their effective promotion of Bible study. Helen Kim, a 
Korean graduate of Ewha College, built it into the world’s 
largest women’s university. 
Unlike other Asian countries, Korea did not experience 

Christianity’s arrival with Western imperialism but rather 
saw that faith as reinforcing Korean nationalism against 
Japanese imperialism from 1910 to 1945. Korean evange- 
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lization enabled the church to grow in less than a century 
to about one-third of the population in South Korea. In 
the late 20th century, strong annual compounding growth 
continued—a situation unique among the Asian nations. 
The vast Pacific Ocean, with tiny, scattered island king- 
doms among the Polynesian, Micronesian, and Melane- 
sian peoples, early attracted missionaries. Most of them 
were laypeople of deep Christian faith. It was the effort 
of the Christian islanders, however, that achieved virtually 
total evangelization of the Pacific. 
In the Middle East, Protestants emphasized schools, col- 

leges, and hospitals and witnessed to Muslims, though 
few Muslims became Christians. Humanitarian assistance 
by the Near East Relief, begun by American Protestant 
missions, helped those suffering during and after World 
War I, but this organization made its greatest efforts to aid 
the Armenian victims of genocide and forced deportation 
by the Turks. Later mission work was undertaken by the 
Near East Christian Council for Missionary Cooperation 
in Beirut (1924, 1929), which became the broadly ecu- 
menical Near East Council of Churches in 1964. 
Three major religions appear in sub-Saharan Africa: 

African traditional religion, Islam, and Christianity. Protes- 

tant missionaries were working in most of the West and 
Central African colonial nations in the 19th century, but 
in some parts of East Africa mission began only in the 
20th century. After Ghana gained freedom in 1957, many 
former colonies were granted independence. Cataclysmic 
change appeared everywhere: in building new nations; 
rapid shifts from a rural to an urban population; coping 
with the massive problem, especially in cities, of some 
2,500 languages; and developing literacy. Amid all this, 
Christianity grew with increasing rapidity. By 1980 more 
than half of the sub-Saharan African population was 
Christian. African independent, or indigenous nonwhite, 
churches proliferated, and several of the largest ones joined 
the World Council of Churches. These churches remain 
an important factor in African Christianity. 
In the 19th century Evangelical churches were begun 

in Latin America by Protestant missionaries who were 
largely from the United States but also in some instances 
from Britain and Germany. Most of these churches have 
remained small. The exception was the explosion of Pen- 
tecostalism throughout the region, with heaviest concen- 
tration in Brazil, Chile, and Mexico. Evangelicals also 
have gained members in Central America. 
Protestants quickly discovered the need for cooperation 

and unity. As tiny minorities in lands of other religions, 
new Christians and missionaries together saw that denomi- 
national separatism hindered evangelization. Four streams 
led to the cooperation and unity reflected in the World 
Missionary Conference (WMC) held in Edinburgh in 1910. 
First, missionary “field” conferences affirmed comity 

(separation of spheres of work), cooperation in Bible trans- 
lation and missionary councils, and shared sponsorship in 
major enterprises such as hospitals and colleges. A second 
stream involved missionary conferences in England and 
the United States from 1854 to 1900. A third force flowed 
through the missionary concern of the international stu- 
dent Christian and missionary movements. The fourth 
stream arose in the West from continuing interdenomi- 
national conferences of mission leaders to face common 
concerns and forge common policies. Among others, these 
included the Continental European Missions Conference 
(1866) and the Foreign Missions Conference of North 
America (1893). 
The Edinburgh conference was unique—a landmark and 

watershed for all that was to follow. Largely Western in 
membership, but with 17 Asian delegates, it created a 
Continuation Committee that in 1921 became the Inter- 
national Missionary Council (IMC). The IMC consisted 
of a worldwide network of Christian councils and the 
Western cooperative agencies. WMC continuation confer- 
ences in Asia (1912-13) reproduced the earlier conference 
in settings that incorporated national leaders of the Asian 
churches. 
From the WMC and IMC also flowed the Faith and 

Order Movement (concerned with doctrine and ministry), 
Life and Work Movement (on the churches’ moral respon- 
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sibility in society), and the World Council of Churches 
(WCC; 1948). The IMC’s member bodies became national 

councils of churches. The IMC and the WCC, officially 
“in association with” each other, worked closely together. 
In 1961 the IMC became the Division of World Mission 
and Evangelism of the WCC. 
Orthodox missions. Virtually the entire outreach of the 

Russian Orthodox mission extended to the peoples of the 
vast Russian Empire across Asia. Its outstanding mission- 
aries included the linguist and translator Nicholas IImin- 
sky (d. 1891) and Ivan Veniaminov (1797-1879), who in 

1823 went as its first missionary to the Aleutian Islands. 
Veniaminov eventually became Metropolitan Innocent of 
Moscow, and in 1870 he founded the Russian Ortho- 
dox Missionary Society. The Russian Orthodox Church 
opened a mission to Japan in 1854 and in 1941 turned 
over all church property to its members. 

For some decades the church appointed missionaries to its 
highest posts. Tikhon (1865-1923), who in 1917 became 
the first patriarch in two centuries, and Sergius (Stragorod- 
sky; 1867-1944), who followed him in that post, had both 
served missions abroad. Following the 1917 Revolution, 
Russian missions became impossible. 

The African Orthodox Church, founded in Uganda in 
the 1920s by Reuben M. Spartas, spread to Kenya and 
Tanzania. 
Fourth transition, from 1950. During the third transi- 

tion, Christianity had spread worldwide from a base in 
Europe. The fourth transition brought the reality that 
more Christians lived in Asia, the Pacific Islands, Africa, 
and Latin America than in the old Christendom, part of 
a long-term, continuing shift in Christianity’s numerical 
and vivifying centre. The growing churches brought new 
life and dynamism to the faith, along with new theologies 
and concerns. 
The growth of the world Christian community kept 

pace with the 20th-century population explosion, and in 
the fastest-growing areas the growth rate in numbers of 
Christians was almost three times greater than the general 
population increase. The majority of the world’s Chris- 
tians lived in non-Western nations; a universal church had 
come into being. 

In this transition two issues were especially prominent. 
First, the church found itself engaged with those of tra- 
ditional or new religions and those for whom ideologies 
had become religions. In that setting the Roman Catholic 
Church and the Orthodox and Protestants in the World 
Council of Churches affirmed evangelization to be essen- 
tial but also advanced dialogue for clarity, understanding, 
and basic engagement with other religions. This effort 
brought dissent and tension from many. 
Second, “Third World theologies” often brought angry 

debate. The underlying questions concerned the iden- 
tification of what was essentially Christian in Western 
Christianity and theology and whether Western church 
structures and theologies were universally normative. But 
the most basic question asked how Christians of all races 
could manifest the unity and obedience for which their 
Lord prayed. 

Another force was the worldwide growth in the num- 
ber of Pentecostals and charismatics. They formed new 
churches, appeared in traditional churches, and found 
outlet in many nonwhite indigenous bodies. Pentecostals 
and charismatics were most heavily concentrated in Latin 
America and Africa but also had grown in Asia and in 
the West. They forced theological reflection—perhaps best 
developed by Roman Catholics—on the doctrine of the 
Holy Spirit and on authority within the church. 
The second Vatican Council (1962-65) stood as the 

most important ecclesiological and missiological event for 
Roman Catholics since the 16th century. Theologically it 
set itself within the dynamics of the faith’s fourth tran- 
sition. The council’s Decree on the Church’s Missionary 
Activity (Ad Gentes) built theologically on the council’s 
foundational document, the “Dogmatic Constitution on 
the Church” (Lumen Gentium; “Light of the Nations”). 
The “Dogmatic Constitution on the Church” rooted the 

church and mission in the triune Godhead, insisted upon 
evangelization but presented a larger understanding of 

God’s grace for those outside the church, and urged mis- 
sionaries to pursue dialogue. 
In 1975 Pope Paul VI, responding to the ensuing debate, 

declared in Evangelii Nuntiandi (“Evangelization in the 
Modern World”) that God can achieve salvation in any- 

one through God’s own ways, but that witnessing to and 
preaching the Gospel is the regular pattern given to Chris- 
tians. The Pope also presented a theology of liberation. 
In many respects his statement refined and replaced “The 
Church’s Missionary Activity” (1965). 

In 1968 the Latin American Episcopal Conference 
(CELAM) at Medellin, Colom., worked to apply the in- 
sights and intent of Vatican II to Latin America: first, to 
identify with the aspirations of the masses, and, second, 
to seek “re-evangelization” and “reconversion” in Latin 
America. At CELAM III (1979) in Puebla, Mex., the final 

document, “God’s Saving Plan for Latin America,” set 
forth a structure built upon Evangelii Nuntiandi. 
Scripture translations. The translation of the Holy 

Scriptures has constituted a basic part of mission. During 
the Middle Ages few could read the Latin Bible. Within 80 
years of the invention of printing in the West, however, 
Reformation leaders such as Luther and Calvin focused 
on the Word of God. Their cardinal principle remained 
that each should be able to read the Bible in his own 
tongue. The result was the development of education and 
literacy. The printing press greatly aided Protestantism, 
and widespread literacy again became the hallmark of a 
civilized society. 

In the 20th century most of the world’s people speak 
one of about 75 primary languages. A small minority 
speak one of 450 secondary languages, and more than 
4,400 other languages are in use. Through Christian world 
mission, printed Scriptures have become available in the 
mother tongues of almost 99 percent of the world’s people. 
That unprecedented accomplishment marks the greatest 
achievement in the history of written communications. 
Bibles are available in more than 300 languages, complete 
New Testaments in nearly 700 languages, and some por- 
tion of the Scriptures is available in 1,000 other languages. 
The translation effort, most of which has occurred during 
the past 200 years, has in many cases reduced a language 
to writing for the first time. The effort involved the pro- 
duction of grammars and dictionaries of these languages 
as well as scriptural translations, and an additional benefit 
has been the written preservation of the cultural heritage 
by native speakers of the language. 

Bible societies, including the United Bible Societies 
(1946), have coordinated and aided the translation work 
of missionaries in this task for almost 200 years. Wycliffe 
Bible Translators (1936) concentrated its work among the 
language groups having the smallest numbers of speakers. 
From 1968 Roman Catholics and the United Bible So- 
cieties have coordinated their efforts and cooperated in 
translation and production wherever possible. 
Christianity, unlike some of the other world religions, is 

a translating faith. In that area of God’s mission the chief 
work in recent centuries has come from the Protestant 
community and has been offered as a gift to the church 
universal. This constitutes one of the great contributions 
of Christian mission to the world. (W.R.H.) 

Ecumenism 

The word ecumenism comes from a family of classi- 
cal Greek words: oikos, meaning a “house,” “family,” 
“people,” or “nation”; oikoumené, “the whole inhabited 
world”; and oikoumenikos, “open to or participating in 
the whole world.” Like many biblical words, these were 
invested with Christian meaning. The oikoumené describes 
the place of God’s reconciling mission (Matthew 24:14); 
the unity of the Roman Empire (Luke 2:1) and of the 
kingdoms of the earth (Luke 4:5); and the world destined 
to be redeemed by Christ (Hebrews 2:5). In the biblical 
community the vision of one church serving the purposes 
of God in the world came to reflect a central teaching of 
the early Christian faith, the essence of the church. 

In later centuries the word ecumenical was used to denote 
those councils (e.g., Nicaea, Chalcedon) of bishops whose 
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decisions represented the universal church, in contrast to 
other church councils that enjoyed only regional or limited 
reception. The honorary title of ecumenical patriarch was 
given to the Greek Orthodox patriarch of Constantinople 
because his see was located in the capital of the oikoumené 
and his leadership was accepted as primus inter pares 
(first among equals) in the faith and mission of the whole 
church. The Apostles’, the Nicene, and the Athanasian 
creeds are called ecumenical because they witness to the 
universal faith of all Christians. In the 19th and 20th cen- 
turies ecumenism denoted the movement of the renewal, 

unity, and mission of Christians and churches of different 
traditions “so that the world may believe.” 
Ecumenism is a vision, a movement, a theology, and a 

mode of action. It represents the universality of the peo- 
ple of God, which affects the way Christians think about 
their faith, the church, and the world. Ecumenism, which 

is a long process, includes Bible study, dialogue, prayer, 
eucharistic worship, common witness, diaconal service, 
and ecclesial unity that draws Christians together, uniting 
their life and mission and bringing the Body of Christ 
and the human community closer to the fulfillment of 
God’s purposes. To be involved in ecumenism means to 
participate in those ideas, activities, and institutions that 

express a spiritual reality of shared love in the church and 
the human community. It involves the work of officially 
organized ecumenical bodies, the confessing and witness- 
ing of Christians in local places, and the spirituality and 
actions of those who live together in love and prophetic 
proclamation. Far more than a program or an organiza- 
tion, ecumenism is, according to the British ecumenist 

Oliver S. Tomkins, “something that happens to the soul 
of Christians.” 
Any unity worthy of this vision cannot be identified with 

political or spiritual coercion, strategies of dominance or 
superiority, calls for “a return to the mother church,” or 
expectations of monolithic uniformity or a super-church. 
When serving the cause of faith, the weapons of faith are 
not those of force or intolerance; neither can divisions be 
overcome nor authentic unity manifested by syncretism, 
a least-common-denominator theology, or a casual friend- 
liness. Ecumenism accepts the diversity of God’s people, 
given in creation and redemption, and strives to bring 
these confessional, cultural, national, and racial differences 

into one fully committed fellowship. 
Ultimately the purpose of ecumenism is to glorify the tri- 

une God and to help the one missionary church to witness 
effectively. and faithfully among all peoples and nations. 
In the last half of the 20th century Christians have learned 
and confessed new dimensions of this vocation, especially 
in relation to what divides the churches. Progress has been 
made on historical theological issues that have alienated 
Christians through the centuries—baptism, the Eucharist, 
and ministry. But equally divisive among Christians are 
the divisions of the human family: racism, poverty, sex- 
ism, war, injustice, and differing ideologies. These issues 
are part of the agenda of ecumenism and bring a partic- 
ular context, dynamic spirit, and urgency to the pursuit 
of Christian unity as well as of justice and peace. The 
church’s unity becomes essential for the renewal and unity 
of the human family. Through its unity the church be- 
comes a sign, the firstfruits of the promised unity and 
peace among God’s peoples and the nations. 

THE BIBLICAL PERSPECTIVE 

The unity of the church and of all creation is a dominant 
motif in the Bible. This witness begins in the Old Tes- 
tament, or Hebrew Scriptures, not the New Testament. 

God established a covenant with the Hebrew people and 
gathered the disparate tribes into one religious nation, Is- 
rael, taking steps to overcome the alienation between God 
and humans and to reconcile God’s people. The tradition 
of ancient Judaism, therefore, was based on the reality of 
the one people of God. Their unity was an expression of 
their monotheistic faith, the oneness of God (Yahweh). 
As Genesis records, God created the world as one cosmos, 

an ordered unity determined by one single will in which 
all creatures are responsive to the purposes of the Creator. 
Yahweh chose Israel from all the nations of the world and 
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entered into covenant with its people. Whenever men and 
women sinned and alienated themselves from God and 
from one another, God acted to bring about their recon- 
ciliation. Israel’s mission was to preserve the faithfulness 
and unity of all God’s people and to prepare them for the 
realization of the Kingdom of God. 
The vision of unity is central to the Gospel of Jesus 

Christ and the teachings of his Apostles. Those who con- 
fess Jesus as Lord and Saviour are brought together in a 
new community: the church. All New Testament writers 
assume that to be “in Christ” is to belong to one fellowship 
(Greek: koinonia). Jesus clearly gave the mandate when at 
the Last Supper he offered his high-priestly intercession, 
praying that the disciples and all those who believe in him 
“may all be one; even as thou, Father, art in me, and I in 
thee ... so that the world may believe that thou hast sent 
me” (John 17:21). This unity was evidenced in the miracle 
of Pentecost (Acts 2) and other actions that constituted 
the primitive church—e.g., the epoch-making Council of 
Jerusalem (Acts 15), which negotiated conflicts between 
Jewish and Gentile Christians. 
The early church nevertheless had many tensions and 

conflicts that called for ecumenical proclamations and 
pleas from the writers and Apostles of the New Testa- 
ment. Tensions arose between Jewish Christian churches 
and Gentile Christian churches, between Paul and the 
enthusiasts, between John and early Catholicism. Peter 

and Paul disagreed strongly over whether Gentiles had 
to fulfill Jewish requirements in order to be welcome at 
the Lord’s Supper (Eucharist). That theological aberra- 
tions challenged the young church is shown in the New 
Testament: Colossians refutes Gnosticism; the Johannine 
Epistles warn against Docetism; 2 Peter and Revelation 

attack false prophets. 
None of this diversity created schism nor allowed a break 

in fellowship. There were no denominations or divided 
communities, as were to develop later in the church’s his- 

tory. Division among Christians is a denial of Christ, an 
unthinkable distortion of the reality of the church. Amid 
their diversity and conflicts the early Christians remained 
of “one accord,” visibly sharing the one Eucharist, ac- 
cepting the ministries of the whole church, reaching out 
beyond their local situation in faith and witness with a 
sense of the universal community that held all Christians 
together. As Paul taught the Ephesians, God’s ultimate 
will and plan is “to unite all things in him [Christ], things 
in heaven and things on earth” (chapter 1, verse 10). 

THE HISTORY OF ECUMENISM 

While unity is given in Christ, church history chronicles 
two diametric forces in the church’s life. One is the ten- 
dency toward sectarianism and division; the other is the 
conviction toward catholicity and unity. Ecumenism rep- 
resents the struggle between them. Some of the schisms 
were theological conflicts foreshadowed in the apostolic 
church; others were internal quarrels related to liturgical 
differences, power politics between different patriarchates 
or church centres, problems of discipline and piety, or 
social and cultural conflicts. Nevertheless, according to 
the American historian John T. McNeill, “the history of 
the Christian Church from the first century to the 20th 
might be written in terms of its struggle to realize ecu- 
menical unity.” 
Early controversies. A long and continuing trail of bro- 

ken relations among Christians began in the 2nd century. 
Early in the 2nd century the Gnostics presented a serious 
doctrinal error and broke fellowship. Quartodecimanism, 
a dispute over the date of Easter, pitted Christians from 
Asia Minor against those from Rome. Montanism—which 
taught a radical enthusiasm, the imminent Second Com- 
ing of Christ, and a severe perfection, including abstinence 
from marriage—split the church. The Novatians broke 
fellowship with those Christians who, under pressure, of- 
fered sacrifices to pagan gods during the persecutions of 
the Roman emperor Decius in AD 250. In the early 4th 
century the Donatists, Christians in North Africa who 
prided themselves as the church of the martyrs, refused to 

share communion with those who had lapsed (i.e., who 
had denied the faith under threat of death). The church 
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in Rome received the lapsed back into fellowship after 

services of repentance. This schism—like many since— 
reflected regional, national, cultural, and economic differ- 
ences between the poor, rural North African Christians 
and the sophisticated, urban Romans. 

In each century leaders and churches sought to recon- 
cile these divisions and to manifest the visible unity of 
Christ’s church. But in the Sth century a severe break in 
the unity of the church took place. The public issues were 
doctrinal consensus and heresy, yet in the midst of doc- 
trinal controversy alienation was prompted by political, 
cultural, philosophical, and linguistic differences. Tensions 
increased as the church began to define—amid critical 
distortions by some—the relationship between God the 
Father and God the Son and later the relation between 
the divine and human elements in the nature and per- 
son of Jesus Christ. The first four ecumenical councils— 
at Nicaea (AD 325), Constantinople (381), Ephesus (431), 

and Chalcedon (451)—defined the consensus to be taught 

and believed, articulating this faith in the Nicene Creed 
and the Chalcedonian Definition, which stated that Jesus 
is the only begotten Son of God, true man, and true 
God, one person in “two natures without confusion, with- 
out change, without division, without separation.” Two 
groups deviated doctrinally from the consensus developed 
in the councils. The Nestorians taught that there are two 
distinct persons in the incarnate Christ and two natures 
conjoined as one; Monophysites taught that there is one 
single nature, primarily divine. Several churches refused 
to accept the doctrinal and disciplinary decisions of Eph- 
esus and Chalcedon and felt that they had no alternative 
but schism. These churches, called pre-Chalcedonian or 
Oriental Orthodox, became great missionary churches and 
spread to Armenia, Egypt, Ethiopia, Syria, Persia, and the 
Malabar coast of India in isolation from other churches. 
The schism of 1054. The greatest schism in church his- 

tory occurred between the church of Constantinople and 
the church of Rome. While 1054 is the symbolic date of 
the separation, the agonizing division was six centuries 
in the making. The friction was ignited by several issues. 
The Eastern Church sharply disagreed when the Western 
Church introduced into the Nicene Creed the doctrine 
that the Holy Spirit proceeds not from the Father alone— 
as earlier Church Fathers taught—but from the Father 
and the Son (Latin: filiogue). When the Roman Empire 
was divided into two zones, Latin-speaking Rome began 
to claim superiority over Greek-speaking Constantinople; 
disputes arose over church boundaries and control (for 
example, in Illyricum and Bulgaria). Rivalry developed in 
Slavic regions between Latin missionaries from the West 
and Byzantine missionaries from the East, who consid- 
ered this territory to be Orthodox. Lesser matters related 
to worship and church discipline—for example, married 
clergy (Orthodox) versus celibacy (Roman Catholic) and 
rules of fasting—strained ecclesial relations. The tensions 
became a schism in 1054, when the uncompromising 

patriarch of Constantinople, Michael Cerularius, and the 
envoys of the uncompromising Pope Leo IX excommu- 
nicated each other. No act of separation was at this time 
considered final by either side. Total alienation came a 
half century later, as a result of the Crusades, when nom- 
inally Roman Catholic Christian soldiers made military 
campaigns to save Jerusalem and the Holy Land from 
the Muslims. In 1204 the Fourth Crusade was diverted to 
attack and capture Constantinople brutally. Thousands of 
Orthodox Christians were murdered; churches and icons 
were desecrated. As a consequence undying hostility de- 
veloped between East and West. 
Even so, certain leaders and theologians on both sides 

tried to heal the breach and reunite East and West. In 1274 
the second Council of Lyon sought reunion. Agreements 
among the negotiators were achieved, including Orthodox 
acceptance of papal primacy and the acceptance of the 
Nicene Creed with the filioque clause. But the agreements 
were only a rushed action conditioned by political intrigue. 
As a result, reunion on these terms was fiercely rejected by 
the clergy and laity in Constantinople and other Orthodox 
provinces. A second attempt at reunion came at a council 
that met in Italy at Ferrara in 1438 and Florence in 1439. 

A formula of union was approved by both delegations, but 
later it was rejected by rank-and-file Orthodox Christians. 
The Reformation. The 16th century experienced the 

next dramatic church division in the Reformation in the 
West. Like other schisms this one does not yield to sim- 
ple analysis or exegesis. The Reformation was a mixture 
of theology, ecclesiology, politics, and nationalism, all of 
which led to breaks in fellowship and created institu- 
tional alienation between Christians in Germany, France, 
Switzerland, Scotland, England, and elsewhere. In one 
sense it was a separation, especially a reaction against the 
rigid juridical structures of medieval Roman Catholicism 
and its claim to universal truth and jurisdiction. In another 
sense, however, the Reformation was an evangelical and 
ecumenical renewal of the church as the Body of Christ, 
an attempt to return to the apostolic and patristic sources 
in order, according to Calvin, “to recover the face of the 
ancient Catholic Church.” All the continental Reformers 
sought to preserve and reclaim the unity of the church. 
Once the separation between the Roman Catholic Church 

and the emerging Protestant churches was conclusive, 
irenic persons on both sides tried to restore unity. Roman 
Catholics such as Georg Witzel and George Cassander 
developed proposals for unity, which all parties rejected. 
Martin Bucer, celebrated promoter of church unity among 
the 16th-century leaders, brought Luther and his colleague 
Philipp Melanchthon into dialogue with the Swiss Re- 
former Zwingli at Marburg, Ger., in 1529. In 1541 Calvin 
(who never ceased to view the church in its catholic- 

ity), Bucer, and Melanchthon met with Cardinal Gasparo 
Contarini and other Roman Catholics at Ratisbon (now 
Regensburg, Ger.) to reconcile their differences on jus- 
tification by faith, the Lord’s Supper, and the papacy. 
Another attempt was made in 1559, when Melanchthon 
and Patriarch Joasaph II of Constantinople corresponded, 
with the intention of using the Augsburg Confession as 
the basis of dialogue between Lutherans and Orthodox. 
On the eve of the French religious wars (1561) Roman 
Catholics and Protestants conferred without success in the 
Colloquy of Poissy. It would seem that the ecumenical 
projects of theologians and princes in 16th-century Eu- 
rope failed unequivocally, but they kept alive the vision 
and the hope. 

Ecumenism in the 17th and 18th centuries. During the 
17th and 18th centuries storms of contention and division 
continued to plague the churches throughout Europe. The 
Church of England, severed from the Roman Catholic 
Church in the 16th century by Henry VIII and his En- 
glish theologians, experienced its first internal split when 
it was unable or unwilling to embrace John Wesley and 
the Methodist Church’s insights for spiritual renewal. 
During these two centuries there was an eclipse of official, 

church-to-church attempts at unity. Instead, ecumenical 
witness was made by individuals who courageously spoke 
and acted against all odds to propose Christian unity. John 
Amos Comenius, a Czech Brethren educator and advocate 
of union, produced a plan of union for Protestants based 
upon the adoption of a scriptural basis for all doctrine and 
polity and the integration of all human culture. 
In England, John Dury, a Scots Presbyterian and (later) 

an Anglican minister, “a peacemaker without partiality,” 
traveled more extensively than any other ecumenist before 
the 19th century, negotiating for church unity in his own 
country and in Sweden, Holland, France, Switzerland, 
and Germany. Richard Baxter, a Presbyterian Puritan, de- 

veloped proposals for union, including his Worcestershire 
Association, a local ecumenical venture uniting Presbyte- 
rians, Congregationalists, and Anglicans. 
Efforts were undertaken in Germany as well. The Ger- 

man Lutheran George Calixtus called for a united church 
between Lutherans and Reformed based on the “simplified 
dogmas,” such as the Apostles’ Creed and the agreements 
of the church in the first five centuries. Count Nicholas 
von Zinzendorf applied his Moravian piety to the prac- 
tical ways that unity might come to Christians of all 
persuasions. The philosopher Gottfried Wilhelm Leibniz 
worked tirelessly for union between Protestants and Ro- 
man Catholics, writing an apologia interpreting Roman 
Catholic doctrines for Protestants. 
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Orthodox Christians also participated in the search for 
union. Metropolitan Philaret of Moscow and the Russian 
Orthodox theologian Aleksey S. Khomyakov expressed 
enthusiasm for ecumenism. Cyrillus Lukaris, Orthodox 

patriarch of Alexandria and later of Constantinople, took 
initiatives to reconcile a divided Christendom. People 
throughout Europe held tenaciously to the dream of ecu- 
menism, although no attempt at union reached fruition. 

19th-century efforts. In the 19th century a worldwide 
movement of evangelical fervour and renewal, noted for 
its emphasis on personal conversion and missionary ex- 
pansion, stirred new impulses for Christian unity. The 
rise of missionary societies and volunteer movements in 
Germany, Great Britain, The Netherlands, and the United 

States expressed a zeal that fed the need for church unity. 
As missionaries in different countries began to experience 
the harmful results of Christian divisions, cooperation 

among Protestant missionaries began to take place in In- 
dia, Japan, China, Africa, Latin America, and the United 
States. 
In 1804 the British and Foreign Bible Society came into 

existence to bring Protestants and Anglicans together in 
the translation and distribution of the Scriptures. This was 
followed, 40 years later, by the founding of two impor- 
tant Christian organizations in England: the Young Men’s 
Christian Association (1844) and the Young Women’s 
Christian Association (1855). Their international bodies, 

the World Alliance of YMCAs and the World YWCA, 

were established in 1855 and 1894, respectively. The 
Evangelical Alliance, possibly the most significant agent 
of Christian unity in the 19th century, held a unique place 
among the volunteer associations of individuals for com- 
mon service and mission. Founded in London in 1846 

(with an American section in 1867), the alliance sought 
to draw individual Christians into fellowship and cooper- 
ation in prayer for unity, Christian education, the struggle 
for human rights, and mission. 
Also pivotal in the 19th century were advocates for the 

visible unity of the church. In the United States, where 
the most articulate 19th-century unity movements were 
heard, the witness to the unity and union was led by three 
traditions. Among Lutherans, Samuel Simon Schmucker 
and Philip Schaff pleaded for “catholic union on apostolic 
principles.” Among Episcopalians, the visionaries for unity 
included Thomas Hubbard Vail, William Augustus Muh- 
lenberg, and William Reed Huntington, who proposed the 
historic “Quadrilateral” of the Scriptures, the creeds, the 
sacraments of baptism and the Lord’s Supper, and epis- 
copacy as the keystone of unity. Among the Disciples of 
Christ the biblical vision of unity was dramatically offered 
by Thomas Campbell and his son, Alexander, and Barton 
Warren Stone—all of whom taught that “the Church of 
Christ on earth is essentially, intentionally and constitu- 
tionally one.” Ecumenism was enflamed in the hearts of 
19th-century Christians and in the next century began to 
shape the churches as never before. 
Ecumenism in the 20th century. The 20th century 

experienced a flowering of ecumenism. Four different 
strands—the international Christian movement, coopera- 
tion in world mission, Life and Work, and Faith and 
Order—developed in the early decades and, though dis- 
tinctive in their emphases, later converged to form one 
ecumenical movement. 
The modern ecumenical era began with a worldwide 
movement of Christian students, who formed national 
movements in Great Britain, the United States, Germany, 
Scandinavia, and Asia. In 1895 the World Student Chris- 
tian Federation, the vision of American Methodist John 
R. Mott, was established “to lead students to accept the 

Christian faith” and to pioneer in Christian unity. The 
World Missionary Conference at Edinburgh (1910) in- 
augurated another aspect of ecumenism by dramatizing 
the necessity of unity and international cooperation in 
fulfilling the world mission of the church. In 1921 the 
International Missionary Council (IMC) emerged, bring- 
ing together missionary agencies of the West and of the 
new Christian councils in Asia, Africa, and Latin America 
for joint consultation, planning, and theological reflection. 
The Life and Work movement was pledged to practical 
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Christianity and common action by focusing the Christian 
conscience on international relations and social, industrial, 

and economic problems. Nathan Sdderblom, Lutheran 

archbishop of Uppsala, inspired world conferences on Life 
and Work at Stockholm (1925) and Oxford (1937). The 
Faith and Order movement, which originated in the United 
States, confronted the doctrinal divisions and sought to 
overcome them. Charles H. Brent, an Episcopal mission- 

ary bishop in the Philippines, was chiefly responsible for 
this movement, although Peter Ainslie, of the Disciples of 
Christ, shared the same vision and gave significant leader- 
ship. World conferences on Faith and Order at Lausanne 
(1925), Edinburgh (1937), Lund (1952), and Montreal 

(1963) guided the process of theological consensus-build- 
ing between Protestants, Orthodox, and Roman Catholics, 
which led to approval of the historic convergence text on 

Baptism, Eucharist, and Ministry (1982). 
The World Council of Churches (WCC) is a privileged 

instrument of the ecumenical movement. Constituted at 
Amsterdam in 1948, the conciliar body includes more 
than 300 churches—Protestant, Anglican, and Orthodox— 

which “confess the Lord Jesus Christ as God and Saviour 
according to the Scriptures and therefore seek to fulfill to- 
gether their common calling to the glory of the one God, 
Father, Son, and Holy Spirit.” Its general secretaries have 

been among the architects of 20th-century ecumenism: 
W.A. Visser ’t Hooft, (The Netherlands), Eugene Car- 
son Blake (United States), Philip Potter (Dominica), and 
Emilio Castro (Uruguay). The witness and programs of 
the WCC include faith and order, mission and evangelism, 
refugee and relief work, interfaith dialogue, justice and 
peace, theological education, and solidarity with women 
and the poor. What distinguishes the WCC constituency 
is the forceful involvement of Orthodox churches and 
churches from the Third World. Through their active 
presence the WCC, and the wider ecumenical movement, 

has become a genuinely international community. 
Roman Catholic ecumenism received definitions and 
momentum at the second Vatican Council (1962-64), un- 
der the ministries of popes John XXIII and Paul VI, and 
through the ecumenical diplomacy of Cardinal Augustin 
Bea, the first president of the Secretariat for Promoting 
Christian Unity. The church gave the ecumenical move- 
ment new hope and language in the “Decree on Ecu- 
menism” (1964), one of the classic ecumenical teaching 
documents. Another result of Vatican II was the estab- 
lishment of a wide variety of international theological dia- 
logues, commonly known as bilateral conversations. These 
include Roman Catholic bilaterals with Lutherans (1965), 
Orthodox (1967), Anglicans (1967), Methodists (1967), 
Reformed (1970), and the Disciples of Christ (1977). Top- 
ics identified for reconciling discussions include baptism, 
the Eucharist, episcopacy and papacy, authority in the 
church, and mixed marriage. 
Critical to 20th-century ecumenism is the birth of united 

churches, which have reconciled formerly divided churches 
in a given place. In Asia and Africa the first united 
churches were organized in China (1927), Thailand (1934), 
Japan (1941), and the Philippines (1944). The most her- 
alded examples of this ecumenism are the United Church 
of Canada (1925), the Church of South India (1947), 
and the Church of North India (1970). Statistics of other 
united churches are revealing. Between 1948 and 1965, 
23 churches were formed. In the period from 1965 to 
1970 unions involving two or more churches occurred in 
the West Indies in Jamaica and Grand Cayman, Ecuador, 
Zambia, Zaire, Pakistan, Madagascar, Papua New Guinea, 
the Solomon Islands, and Belgium. Strategic union con- 
versations were undertaken in the United States by the 
nine-church Consultation on Church Union (1960) and 
by such uniting churches as the United Church of Christ 
(1957), the Presbyterian Church, U.S.A. (1983), and the 
Evangelical Lutheran Church in America (1988). 
Spiritual disciplines play a key role in ecumenism, a 
movement steeped in prayer for unity. During the Week of 
Prayer for Christian Unity, celebrated every year (January 
18-25), Christians from many traditions engage in prayer, 
Bible study, worship, and fellowship in anticipation of the 
unity Christ wills. (P.A.C.) 
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The Christian church 
and non-Christian religions 

A spiritual encounter and discussion of Christianity with 
other world religions has begun only during the 20th 
century as a consequence of change in the general reli- 
gious, political, and economic situation of the world. The 
global spread of Christianity through the activity of the 
European and American churches in the 18th and 19th 
centuries led to Christianity’s immediate encounter with 
all other existing religions. Until the beginning of the 19th 
century there were still places on Earth where non-Chris- 
tian religions never came into contact with Christianity. 
Since then, Christianity has entered into a direct contact 
with all living non-Christian religions in the world. The 
close connection between Christian world missions and 
political, economic, technical, and cultural expansion has, 
at the same time, been loosened. 
After World War II, the former mission churches were 

transformed into independent churches in the newly au- 
tonomous Asian and African states. The concern for 
a responsible cooperation of the members of Christian 
minority churches and its non-Christian fellow citizens 
became the more urgent with a renaissance of the Asian 
higher religions in numerous Asian states. Since World 
War II Hinduism, Buddhism, and Islam have been trying 
to regain their former position of leadership in intellectual 
and spiritual life, mainly in the educational systems of 
their countries in the Asian states and—in the case of 
Islam—in some African states. 
All Asian higher religions have also turned to activi- 

ties in world missions in Christian countries in Europe, 
the Americas, and Australia. Hinduism, for example, has 
founded numerous Vedanta centres in North America and 
Europe within the framework of the Ramakrishna and 
Vivekananda missions. South Asian Theravada (Way of 
the Elders) Buddhism and the Mahayana (Greater Vehicle) 
Buddhism of Japan (mainly Zen Buddhism, an intuitive- 
meditative sect) have begun world missionary activities 
under the influence of a Buddhist renaissance. This influ- 
ence has penetrated Europe and North America not so 

much in the form of a directly organized mission as in the 
form of a spontaneously received flow of religious ideas 
and methods of meditation through literature, philosophy, 
psychology, and psychotherapy. As a result, Christianity 
in the latter part of the 20th century found itself forced 
to enter into a factual discussion with non-Christian re- 
ligions, particularly because the constitutional privileges 
once enjoyed by certain religions had been rescinded in 
most states. 
Modern history of religions, on the other hand, has 

caused a general transformation of religious consciousness 
in the West since the middle of the 19th century. Until 
the beginning of the 20th century, the knowledge of non- 
Christian higher religions was still the privilege of a few 
specialists. In the meantime, in a second wave of enlight- 
enment, a wide range of people have studied the results 
of research in the form of translations of source materials 
from the non-Christian religions. The spreading of the 
religious art of Tibet, India, and the Far East through 
touring exhibitions and the possibility of a direct par- 
ticipation in non-Christian religious ceremonies through 
radio and television has created a new attitude toward the 
other religions in the broad public of Europe and North 
America. The knowledge of the plurality of the world reli- 
gions characterizes the religious consciousness of the 20th 
century in a way that was unknown in former centuries. 
In recognition of this fact, numerous Christian institu- 
tions for the study of non-Christian religions have been 
founded: e.g., in Bangalore, India; in Rangoon, Burma; in 

Bangkok, Thailand; in Kyoto, Japan; and in Hong Kong. 

There are also a number of more specialized centres in 
several countries. 
The readiness of encounter or even cooperation of Chris- 

tianity with non-Christian religions is a phenomenon of 
modern times, with few precedents in the history of the 
struggle of Christianity and the non-Christian religions. 
Until the 18th century, Christianity showed little inclina- 
tion to engage in a serious study of non-Christian religions. 

Four hundred years after the beginning of the struggle 
with the Muslims in Spain, almost half a century after the 
proclamation of the First Crusade against Islam, Peter the 
Venerable, abbot of Cluny, issued the first translation of 
the Quran (the Islamic scriptures) in 1141 in Toledo; but 
he was not understood by his contemporaries. Bernard of 
Clairvaux, the propagator of the Second Crusade, even 
refused to read it. Four hundred years later, in 1542/ 
43, Theodor Bibliander, a theologian and successor of 
the Swiss Reformer Zwingli, edited the translation of the 
Quran by Peter the Venerable again. He was subsequently 

arrested, and he and his publisher could be freed only 
through intervention by Luther. 
Knowledge of Hinduism was sometimes deliberately de- 

layed by the missionaries. August Hermann Francke, the 
supporter of the Lutheran Tranquebar mission in India, 

prevented the publication of the work of the missionary 

Bartholomaus Ziegenbalg about the religion of the non- 
Christian Malabarese of India. The name Buddha is men- 
tioned for the first time in Christian literature—and there 
only once—by Clement of Alexandria about AD 200; and 
it vanished after that from Christian literature for a full 
1,300 years. Pali, the language of the Buddhist canon, 
remained unknown in the West until the beginning of the 
19th century, when modern Buddhology was founded. 
The reasons for such reticence toward contact with for- 

eign religions were twofold: (1) The ancient church was 
significantly influenced by the Jewish attitude toward the 
pagan religions of its environment. Like Judaism, it viewed 
the pagan gods as “nothings” next to the true God, the 
Creator of the world and, in the case of the Christians, the 

Father of Jesus Christ; they were offsprings of human er- 
ror that were considered to be identical with the wooden, 
stone, or bronze images that were made by humans. (2) 
Besides this, there was the tendency to degrade the pagan 
gods as demons, evil demonic forces engaged in mortal 
combat with the true God. The conclusion of the history 
of salvation, according to the Christian understanding, 
was to be a final struggle between Christ and his church 
on the one side and the forces, powers, and thrones of 
the Antichrist on the other, culminating finally with the 
victory of Christ. << 

CONFLICTING CHRISTIAN ATTITUDES 

The history of religion, however, continued even after 
Christ. During the 3rd and 4th centuries a new non-Chris- 
tian world religion appeared in the form of Manichaeism, 
which countered the Christian Church with new holy 
books, a new institution, and a new universal claim 

of validity. The Christian Church never acknowledged 
Manichaeism as a new religion but considered it a Chris- 
tian heresy and opposed it as such. 
When Islam was founded in the 7th century as a new 

higher religion, it considered revelation as received by the 
Prophet Muhammad to be superior to the former levels 
of Old and New Testament revelation. Christianity also 
fought Islam as a Christian heresy. This new threat was 
seen as the fulfillment of the eschatological prophecies 
of the Apocalypse concerning the coming of the “false 
prophet” (Revelation to John). The apocalyptic interpre- 
tation of Islam as the religion of the “false prophet” also 
coined the archetypal struggle of the Christian Church 
of the Middle Ages against foreign religions, namely, the 
crusade. The idea of the Crusades deeply influenced the 
self-consciousness of Western Christianity even in later 
centuries. 

The dialogue of the 15th-century German theologian 
Nicholas of Cusa on the peace of faith (1453) is the first 
Christian document that calls for the establishment of an 
eternal peace among world religions. In spite of this, the 
idea of the crusade remained the model for the fulfillment 
of the new missionary task that arose within the Roman 
Catholic Church with the discovery and exploration of 
the American continents by Spain and Portugal. Only the 
penetration of the Islamic wall that had separated Europe 
spiritually and economically from the empires of the Asian 
higher religions and only the encounter with these higher 
religions in countries such as China and Japan—which 
could not be subjugated to the rule of Roman Catholic 
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kings by the sword—led to a gradual overcoming of the 
idea of the crusade. In China and Japan the missionaries 
saw themselves forced into an argument with the indige- 
nous higher religions that could be carried on only with 
intellectual weapons. The old Logos theory prevailed in a 
new form that was founded on natural law, particularly 

among the Jesuit theologians who worked at the Chinese 
emperor’s court in Peking. 
The philosophy of the Enlightenment in the 18th cen- 

tury spread the acknowledgment of a plurality of higher 
religions among the educated in Europe, partly—as in 
the case of the German philosopher Gottfried Wilhelm 
Leibniz—in immediate connection with the theories of 
natural law of the Jesuit missionaries in China. This in- 
sight pointed to the striking convergence of non-Christian 
higher religions with Christianity and in that way prepared 
the development of the comparative study of religion. 
Only in the philosophy of the Enlightenment was the de- 
mand of tolerance, which thus far in Christian Europe had 

been applied solely as a postulate of behaviour toward the 
followers of another Christian denomination, extended to 
include the followers of different religions. 
The missions that were carried out in the late 18th 

and the 19th centuries by pietistically or fundamentally 
oriented churches ignored this knowledge or consciously 
fought against it. Simple lay Christianity of revivalist 
congregations demanded that a missionary denounce all 
pagan “idolatry.” The spiritual and intellectual argument 
with non-Christian higher religions simply did not exist 
for this simplified fundamental theology, and in this view 
a real encounter of Christianity with non-Christian higher 
religions did not, on the whole, occur in the 18th and 

19th centuries. (E.W.B./J.Hi.) 

MODERN VIEWS 

The 20th century has seen an explosion of publicly avail- 
able information concerning the wider religious life of hu- 
manity, as a result of which the older Western assumption 
of the manifest superiority of Christianity has lost plau- 
sibility in many minds. Early 20th-century thinkers such 
as Rudolf Otto, who saw religion throughout the world as 
a response to the Holy, and Ernst Troeitsch, who showed 

that socioculturally Christianity is one of a number of 
comparable traditions, opened up new ways of regarding 
the other major religions. 
Given that the central concern of both Christianity and 

the other great world faiths is salvation, Christians to- 

day adopt one of three main points of view. One is 
exclusivism, which holds that there is salvation only for 
Christians. This theology underlay much of the history 
outlined above, expressed both in the Roman Catholic 
dogma extra ecclesiam nulla salus (“outside the church 
no salvation”) and in the assumption of the 18th- and 
19th-century Protestant missionary movements that out- 
side the proclaimed Gospel there is no salvation. The 
exclusivist outlook was eroded within advanced Roman 
Catholic thinking in the decades leading up to the second 
Vatican Council (1962-65) and was finally abandoned in 
the council’s pronouncements. Within Protestant Chris- 
tianity there is no comparable central authority, but most 
Protestant theologians, except within the extreme Funda- 
mentalist constituencies, have also moved away from the 
exclusivist position. 
The move, among both Roman Catholics and Protes- 

tants, has been toward inclusivism, the view that, although 
salvation is by definition Christian salvation, brought 
about by the atoning work of Christ, it is nevertheless in 
principle available to all human beings, whether Chris- 
tian or not. The Roman Catholic theologian Karl Rahner 
expressed the inclusivist view by saying that good and de- 
vout people of other faiths may, even without knowing it, 
be regarded as “anonymous Christians.” Others have ex- 
pressed in different ways the thought that non-Christians 
also are included within the universal scope of Christ’s 
salvific work and their religions fulfilled in Christianity. 
The third position, to which a number of individual 

theologians have moved in recent years, is pluralism. 
According to this view, the great world faiths, including 
Christianity, are valid spheres of a salvation that takes 
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characteristically different forms within each—though 
consisting in each case in the transformation of human 
existence from self-centredness to a new orientation to- 
ward the Divine Reality. The other religions are thus not 
secondary contexts of Christian redemption but indepen- 
dently authentic paths of salvation. The pluralist position 
is controversial in Christian theology because it affects 

the ways in which the doctrines of the person of Christ, 
atonement, and the Trinity are formulated. 

Christians engage in dialogue with the other major reli- 
gions through the World Council of Churches’ subunit on 
Dialogue with People of Living Faiths and Ideologies and 
the Vatican’s Secretariat for Non-Christians, as well as 
a variety of extra-ecclesiastical organizations, such as the 
World Congress of Faiths. A multitude of interreligious 
encounters takes place throughout the world, many initi- 
ated by Christian and others by non-Christian individuals 
and groups. (J.Hi.) 
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More exhaustive and detailed is WILLY RORDORF, Sunday: The 
History of the Day of Rest and Worship in the Earliest Centuries 
of the Christian Church (1968; originally published in German, 
1962). For historical discussions of Holy Week and Easter, 
see MASSEY H. SHEPHERD, JR., The Paschal Liturgy and the 
Apocalypse (1960); and JOHN WALTON TYRER, Historical Survey 
of Holy Week: Its Services and Ceremonial (1932). CLARENCE 
SEIDENSPINNER, Great Protestant Festivals (1952), defends non- 
traditional observances in modern Protestant churches. 

Canon law: A short introduction is provided by LADISLAS 
M. orSsY, From Vision to Legislation: From the Council to a 
Code of Laws (1985). The most important modern works on 
the history of canon law are HANS E. FEINE, Kirchliche Rechts- 
geschichte: Die katholische Kirche, Sth ed. (1972); WILLIBALD 
M. PLOCHLE, Geschichte des Kirchenrechts, 2nd enl. ed., 5 vol. 
(1960-70); and GABRIEL LE BRAS (ed.), Histoire du droit et 
des institutions de l’eglise en occident (1955—__), with 12 vol. 
published by 1987. The articles in R. NAZ (ed.), Dictionnaire de 
droit canonique, 7 vol. (1935-65), although in need of updating, 
can still provide much historical and doctrinal information. A 
respected analytical commentary on the 1917 code is A. VER- 
MEERSCH and J. CREUSEN, Epitome Turis Canonici, 7th ed. rev. 
by R.P. CREUSEN, 3 vol. (1949-56), in Latin. Commentaries on 
the 1983 code include JAMES A. CORIDEN, THOMAS J. GREEN, and 
DONALD E. HEINTSCHEL (eds.), The Code of Canon Law: A Text 
and Commentary (1985), intended mainly for practitioners; 
JOSEPH LISTL, HUBERT MULLER, and HERIBERT SCHMITZ (eds.), 
Handbuch des katholischen Kirchenrechts (1983), a doctrinally 
elaborate, thematically organized work; and KLAUS LUDICKE 
(ed.), Miinsterischer Kommentar zum Codex Iuris Canonici 
(1985- ), kept up to date by frequent loose-leaf supplements 
concerning official pronouncements and current literature. Bib- 
liographies are found in the series “Repertoire Bibliographique 
des Institutions Chrétiennes” (1969-  ), with text in French, 
English, German, Italian, and Spanish. 

Patristic literature: The most important texts on the Church 
Fathers are BERTOLD ALTANER, Patrology (1960; originally pub- 
lished in German, 1938); F.L. cross, The Early Christian Fa- 
thers (1960); and JOHANNES QUASTEN, Patrology, 3 vol. (1950- 
60, reprinted 1983), continued by ANGELO DI BERARDINO (ed.), 
Patrology: The Golden Age of Latin Patristic Literature from 
the Council of Nicea to the Council of Chalcedon (1986; orig- 
inally published in Italian, 1978). Other works include HANS 
VON CAMPENHAUSEN, The Fathers of the Greek Church (1959, 
reissued 1963; originally published in German, 1955), and The 
Fathers of the Latin Church (1964, reprinted 1969; originally 
published in German, 1960); FRANCES M. YOUNG, From Nicaea 
to Chalcedon: A Guide to the Literature and Its Background 
(1983), on the chief Greek Fathers from 325 to 451; and 
BONIFACE RAMSEY, Beginning to Read the Fathers (1985). See 
also the volumes in the series “Message of the Fathers of the 
Church” (1983-__). 

Christian philosophy: On the early period, CLAUDE TRES- 
MONTANT, The Origins of Christian Philosophy (1962; origi- 
nally published in French, 1962); A.H. ARMSTRONG and R.A. 
MARKUS, Christian Faith and Greek Philosophy (1960, reissued 
1964); and ADAM Fox (ed. and trans.), Plato and the Chris- 
tians (1957), cover the Hebraic and Greek sources of Christian 
thought. The classic works on the medieval period are ETIENNE 
GILSON, The Spirit of Mediaeval Philosophy (1936; originally 
published in French, 2 vol., 1932), Reason and Revelation in 
the Middle Ages (1938, reprinted 1966), and History of Chris- 
tian Philosophy in the Middle Ages (1955, reissued 1980). See 
also PHILIPPE DELHAYE, Medieval Christian Philosophy (1960; 
originally published in French, 1959). J.v. LANGMEAD CASSER- 
LEY, The Christian in Philosophy (1949, reissued 1955); and 
GEORGE F. THOMAS, Religious Philosophies of the West (1965), 
and Philosophy and Religious Belief (1970), provide broad sur- 
veys up to the contemporary period. For existentialism, see 
DAVID E, ROBERTS, Existentialism and Religious Belief (1957). 
Much of the contemporary discussion takes place in articles, 
such as those collected in BASIL MITCHELL (ed.), The Philoso- 
phy of Religion (1971, reprinted 1978), all of whose contribu- 
tors are Christian philosophers grappling with current issues. 
Also useful are STUART C. BROWN (ed.), Reason and Religion 
(1977); RICHARD SWINBURNE, The Existence of God (1979); 
HANS KUNG, Does God Exist?: An Answer for Today (1980; 
originally published in German, 1978); ALVIN PLANTINGA and 
NICHOLAS WOLTERSTORFF (eds.), Faith and Rationality: Reason 
and Belief in God (1983); and LEROY S. ROUNER (ed.), Religious 
Pluralism (1984). Faith and Philosophy: Journal of the Society 
of Christian Philosophers (quarterly) is another forum of con- 
temporary discussion. 

Christianity 

Mysticism: General descriptive approaches include EVELYN 
UNDERHILL, Mysticism: A Study in the Nature and Develop- 
ment of Man’s Spiritual Consciousness (1911, reissued 1977); 

R.C. ZAEHNER, Mysticism, Sacred and Profane: An Inquiry Into 
Some Varieties of Praeter-Natural Experience (1957, reissued 
1980); SIDNEY SPENCER, Mysticism in World Religion (1963, 
reissued 1971); and ANDREW LouTH, The Origins of the Chris- 
tian Mystical Tradition from Plato to Denys (1981, reprinted 
1983). A good anthology is that of ELMER O’BRIEN, Varieties of 
Mystic Experience (1964). Many of the texts of the great Chris- 
tian mystics have been published in new translations in “The 
Classics of Western Spirituality” series (1978- ). Helpful for 
the serious student are the classic works of WILLIAM JAMES, The 
Varieties of Religious Experience: A Study in Human Nature 
(1902, reissued 1985); FRIEDRICH VON HUGEL, The Mystical El- 
ement of Religion: As Studied in Saint Catherine of Genoa and 
Her Friends, 2 vol. (1908, reprinted 1961); CUTHBERT BUTLER, 
Western Mysticism: The Teaching of SS Augustine, Gregory, 
and Bernard on Contemplation and the Contemplative Life 
(1922, reprinted 1975); JOSEPH MARECHAL, Studies in the Psy- 
chology of the Mystics (1927; originally published in French, 
2 vol., 1924-37); ALBERT SCHWEITZER, The Mysticism of Paul 
the Apostle (1931, reissued 1968; originally published in Ger- 
man, 1930); HENRI BERGSON, The Two Sources of Morality and 
Religion (1935; originally published in French, 1932); RUDOLF 
otto, Mysticism East and West: A Comparative Analysis of the 
Nature of Mysticism (1932, reissued 1987; originally published 
in German, 1926); JACQUES MARITAIN, Distinguish to Unite: 
or, The Degrees of Knowledge (1959; originally published in 
French, 4th ed., 1946). For recent issues, see STEVEN T. KATZ 

(ed.), Mysticism and Philosophical Analysis (1978); and PHILLIP 
Cc. ALMOND, Mystical Experience and Religious Doctrine: An In- 
vestigation of the Study of Mysticism in World Religions (1982). 
The most important recent theological contributions have been 
those of KARL RAHNER, The Practice of Faith: A Handbook 
of Contemporary Spirituality (1983, reprinted 1986; originally 
published in German, 1982); and HANS URS VON BALTHASAR, 
The Glory of the Lord: A Theological Aesthetics, trans. from 
German (1981-_ ). 

Christian myth and legend: On the nature of myth, see 
MIRCEA ELIADE, Myth and Reality (1963, reprinted 1975; origi- 
nally published in French, 1963). WILLIAM G. Doty, Mythogra- 
phy: The Study of Myths and Rituals (1986), analyzes a number 
of important approaches to the study of myth and, in addition, 
offers extensive bibliographies. Resistance to myth and legend 
in early Christianity is described in WALTER BAUER, Orthodoxy 
and Heresy in Earliest Christianity (1971, reprinted 1979; orig- 
inally published in German, 1934). MIRCEA ELIADE, A History 
of Religious Ideas, 3 vol. (1978-85; originally published in 
French, 3 vol., 1976-83), discusses Christian myth and legend 
in several chapters. 

On the androgyny of Christ, see WAYNE A. MEEKS, “The 
Image of the Androgyne: Some Uses of a Symbol in Earliest 
Christianity,” History of Religions, 13(3):165-—208 (Feb. 1974); 
and CAROLINE WALKER BYNUM, Jesus as Mother: Studies in the 
Spirituality of the High Middle Ages (1982, reprinted 1984). 
GEO WIDENGREN, Mesopotamian Elements in Manichaeism 
(King and Saviour II): Studies in Manichaean, Mandaean, and 
Syrian-Gnostic Religion (1946); and ROBERT MURRAY, Symbols 
of Church and Kingdom: A Study in Early Syriac Tradition 
(1975, reprinted 1977), discuss the origins of sacramental oils. 
HUGO RAHNER, Greek Myths and Christian Mystery (1963, reis- 
sued 1971; originally published in German, 1945), traces the 
theme of the Christian World Tree. 

For apocryphal gospels, see MORTON SMITH, The Secret Gospel: 
The Discovery and Interpretation of the Secret Gospel According 
to Mark (1973, reissued 1982); JAMES M. ROBINSON (comp.), 
The Nag Hammadi Library in English (1977); JACQUES E. 
MENARD, L’Evangile selon Philippe (1964, reissued 1967), and 
L’Evangile selon Thomas (1975); and the series “Bibliothéque 
copte de Nag Hammadi: section textes” (1977- ). See also 
CHARLES W. HEDRICK and ROBERT HODGSON, JR. (eds.), Nag 
Hammadi, Gnosticism, & Early Christianity (1986). For the 
Protogospel of James, the Chronicle of Zugnin, and the Opus 
Imperfectum in Matthaeum, see UGO MONNERET DE VILLARD, 
Le leggende orientali sui magi evangelici (1952). On Bogomil 
and Cathar apocrypha, see EMILE TURDEANU, “Apocryphes bo- 
gomiles et apocryphes pseudo-bogomiles,” Revue de |’Histoire 
des Religions 138:22-52, 176-218 (1950); and EDINA BOZOKY 
(ed. and trans.), Le Livre secret des cathares, interrogatio Io- 
hannis: apocryphe d'origine bogomile (1980). 
On the cult of saints, see H. DELEHAYE, The Legends of the 

Saints: An Introduction to Hagiography (1907, reprinted 1974; 
originally published in French, 1905); LAWRENCE S. CUNNING- 
HAM, The Meaning of Saints (1980); PETER BROWN, The Cult of 
the Saints: Its Rise and Function in Latin Christianity (1981); 
DONALD WEINSTEIN and RUDOLPH M. BELL, Saints & Society: 
The Two Worlds of Western Christendom, 1000-1700 (1982, 
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reprinted 1986); and STEPHEN WILSON (ed.), Saints and Their 

Cults: Studies in Religious Sociology, Folklore, and History 
(1983, reprinted 1985). See also JOHN J. DELANEY, Dictionary 
of Saints (1980); and DAVID HUGH FARMER, The Oxford Dictio- 
nary of Saints, 2nd ed. (1987), on Irish and English saints. 

HENRY KAHANE and RENF£E KAHANE, Jhe Krater and the Grail: 
Hermetic Sources of the Parzival (1965, reprinted 1984), ana- 
lyzes Wolfram von Eschenbach’s Parzival. For the Arthurian 
cycles, see P.B. GROUT ef al. (eds.), The Legend of Arthur in the 
Middle Ages (1983); and ALFRED NUTT, Studies on the Legend 
of the Holy Grail: With Especial References to the Hypothesis 
of Its Celtic Origin (1888, reissued 1967). 

Christian alchemy is described in c.G. JUNG, Psychology and 
Alchemy, 2nd ed. rev. (1968, reprinted 1980; originally pub- 
lished in German, 2nd rev. ed., 1952). Symbolic astronomy 
and the mutual refiguration of Christian and pagan legends are 
treated in a 1Sth-century text, IOAN P. COULIANO (CULIANU), 

Eros and Magic in the Renaissance, trans. from French (1987). 
On the alchemical researches of Enlightenment scientists, es- 
pecially physicists and chemists, see FRANCES A. YATES, The 
Rosicrucian Enlightenment (1972, reissued 1986); and BETTY 
JO TEETER DOBBS, The Foundations of Newton’s Alchemy: or, 
“The Hunting of the Greene Lyon” (1975, reprinted 1983). 
Two examples of non-Western materials are ROGER BASTIDE, 
The African Religions of Brazil: Toward a Sociology of the 
Interpenetration of Civilizations (1978; originally published in 
French, 1960), especially pp. 260-84 on Afro-Brazilian Chris- 
tianity; and MARC DE CIVRIEUX, Watunna: An Orinoco Creation 
Cycle, trans. from Spanish (1980). 

Roles of Christianity: The relation of the Christian commu- 
nity to the world is discussed in ERNST TROELTSCH, The Social 
Teaching of the Christian Churches, 2 vol. (1931, reprinted 
1981; originally published in German, 1912), dated in specifics 
but still one of the most comprehensive and influential studies 
of this topic; H. RICHARD NIEBUHR, Christ and Culture (1951, 
reprinted 1975); PAUL TILLICH, Theology of Culture (1959, 
reprinted 1978), essays on philosophy, art, literature, and sci- 
ence; and PETER L. BERGER, The Sacred Canopy. Elements of a 
Sociological Theory of Religion (1967, reprinted 1969; U.K. ti- 
tle, The Social Reality of Religion, 1969, reissued 1973). Works 
on various aspects of Christianity’s intersection with the world 
include, on pastoral care, WILLIAM A. CLEBSCH and CHARLES R. 
JAEKLE, Pastoral Care in Historical Perspective (1964, reissued 
1983), including excerpts from primary sources in the history of 
the church; and RONALD L. NUMBERS and DARREL W. AMUND- 

SEN (eds.), Caring and Curing: Health and Medicine in the 
Western Religious Traditions (1986), a unique and comprehen- 
sive presentation by scholars of various faith traditions, with 
bibliographies; on poverty, MICHEL MOLLAT (ed.), Etudes sur 
histoire de la pauvreté, 2 vol. (1974), a collection of essays on 
the history of the church’s understanding of poverty from the 
early church to the modern period—each essay with an English 
abstract; and CARTER LINDBERG, “Through a Glass Darkly: A 
History of the Church’s Vision of the Poor and Poverty, The 
Ecumenical Review, 33(1):37-52 (Jan. 1981); on birth control, 
JOHN T. NOONAN, JR., Contraception: A History of Its Treatment 
by the Catholic Theologians and Canonists, enlarged ed. (1986); 
on the concept of love, ANDERS NYGREN, Agape and Eros, 2 vol. 
in 3 (1932-39, reissued 1982; originally published in Swedish, 
2 vol., 1930-36); on black theology, GAYRAUD S. WILMORE and 
JAMES H. CONE (eds.), Black Theology: A Documentary History, 
1966-1979 (1979); and JAMEs H. CONE, For My People: Black 
Theology and the Black Church (1984); on liberation theology, 
DEANE WILLIAM FERM, Third World Liberation Theologies: An 
Introductory Survey (1986); and LEONARDO BOFF and CLODOVIS 
BOFF, Introducing Liberation Theology (1987; originally pub- 
lished in Portuguese, 1986); and, on feminist theology, ROSE- 
MARY RADFORD RUETHER, Sexism and God-Talk: Toward a 
Feminist Theology (1983), and LETTY M. RUSSELL (ed.), Femi- 
nist Interpretation of the Bible (1985). 

Missions: DAVID B. BARRETT (ed.), World Christian Ency- 
clopedia; A Comparative Study of Churches and Religions in 
the Modern World (1982), is comprehensive and indispensable. 
See also STEPHEN NEILL, GERALD ANDERSON, and JOHN GOOD- 
WIN (eds.), Concise Dictionary of the Christian World Mission 
(1971); and DON M. MccurRRY, World Christianity (1979-_ ), 
with 5 volumes appearing by 1987 on the Middle East, east- 
ern Asia, South Asia, Central America and the Caribbean, 
and Oceania. KENNETH SCOTT LATOURETTE, A History of the 
Expansion of Christianity, 7 vol. (1937-45, reprinted 1971), 
is a pioneering classic. STEPHEN NEILL, A History of Christian 
Missions, 2nd ed. rev. by OWEN CHADWICK (1986), is a lively, 
engaging work. WALTER M. ABBOTT (ed.), The Documents of 

Vatican IT (1966), includes the relevant texts. POPE PAUL VI, On 

Evangelization in the Modern World (1975), addresses post- 
Vatican II debates. R. PIERCE BEAVER (ed.), American Missions 
in Bicentennial Perspective (1977), is a collection of interpre- 
tive essays. Volumes in the series “Mission Trends,” ed. by 
GERALD H. ANDERSON and THOMAS F. STRANSKY (1974-_ ), in- 
clude discussions of current issues, evangelization, Third World 
theologies, North American and European liberation theolo- 
gies, and Christianity and other religions. See also MARCELLO 
DE CARVALHO AZEVEDO, /nculturation and the Challenges of 
Modernity (1982). Useful journals include /nternational Review 
of Mission (quarterly); and International Bulletin of Missionary 
Research (quarterly), which annually updates the statistics in 
the World Christian Encyclopedia. 

Ecumenism: Introductions to the topic are provided by 
PAUL A. CROW, JR., Christian Unity: Matrix for Mission (1982); 
NORMAN GOODALL, The Ecumenical Movement: What It Is 
and What It Does, 2nd ed. (1964); ERNST LANGE, And Yet It 
Moves: Dream and Reality of the Ecumenical Movement, trans. 
from Swedish (1979); JOHN T. MCNEILL, Unitive Protestantism: 
The Ecumenical Spirit and Its Persistent Expression, rev. ed. 
(1964); and CHARLES CLAYTON MORRISON, The Unfinished Ref- 
ormation (1953). Historical overviews can be found in MARC 
BOEGNER, The Long Road to Unity (1970; originally published 
in French, 1968); ROBERT MCAFEE BROWN, The Ecumenical Rev- 
olution: An Interpretation of the Catholic-Protestant Dialogue, 
rev. and expanded ed. (1969); WILLIAM ADAMS BROWN, 7oward 
a United Church: Three Decades of Ecumenical Christianity 
(1946); SAMUEL MCCREA CAVERT, The American Churches in the 
Ecumenical Movement, 1900-1968 (1968), and Church Coop- 
eration and Unity in America: A Historical Review: 1900-1970 
(1970); HAROLD E. FEY (ed.), The Ecumenical Advance, 2nd ed. 
(1986); AUSTIN FLANNERY (ed.), Vatican Council II: The Con- 
ciliar and Post-Conciliar Documents (1975, reissued 1984), and 
a companion volume, Vatican Council II: More Postconciliar 
Documents (1982); NORMAN GOODALL, Ecumenical Progress: 
A Decade of Change in the Ecumenical Movement, 1961-71 
(1972); WILLIAM RICHEY HOGG, Ecumenical Foundations: A 
History of the International Missionary Council and Its Nine- 
teenth Century Background (1952); HARDING MEYER and LUKAS 
VISCHER (eds.), Growth in Agreement: Reports and Agreed State- 
ments of Ecumenical Conversations on a World Level (1984); 
CONSTANTIN G. PATELOS (ed.), The Orthodox Church in the 
Ecumenical Movement: Documents and Statements, 1902-1975 
(1978); RUTH ROUSE and STEPHEN NEILL (eds.), A History of 
the Ecumenical Movement, 1517-1948, 3rd ed. (1986); BARRY 
TILL, The Churches Search for Unity (1972};-THOMAS F. TOR- 
RANCE, “Ecumenism: A Reappraisal of Its Significance, Past, 
Present and Future,” in his Theology in Reconciliation: Essays 
Towards Evangelical and Catholic Unity in East and West 
(1975); HENRY PITNEY VAN DUSEN, One Great Ground of Hope: 
Christian Missions and Christian Unity (1961); MAURICE VIL- 
LAIN, Unity: A History and Some Reflections (1963; originally 
published in French, 3rd rev. and augmented ed., 1961); w.A. 
VISSER ’T HOOFT, Memoirs (1973), and The Genesis and Forma- 
tion of the World Council of Churches (1982); and HANS-RUEDI 
WEBER, Asia and the Ecumenical Movement, 1895-1961 (1966). 
The Christian Church and non-Christian religions: The most 

comprehensive and up-to-date survey of Christian attitudes 
toward the world religions is PAUL F. KNITTER, No Other 
Name? (1985). A wide range of views is reflected in JOHN HICK . 
and BRIAN HEBBLETHWAITE (eds.), Christianity and Other Reli- 
gions: Selected Readings (1980); and GERALD H. ANDERSON and 
THOMAS F. STRANSKY (eds.), Christ's Lordship and Religious 
Pluralism (1981). The classic modern statement of a conser- 
vative position is that of HENDRICK KRAEMER, The Christian 
Message in a Non-Christian World, 3rd ed. (1956, reprinted 
1969). s.J. SAMARTHA (ed.), Faith in the Midst of Faiths: Reflec- 
tions on Dialogue in Community (1977), was produced by the 
World Council of Churches. ARNULF CAMPS, Partners in Dia- 
logue: Christianity and Other World Religions (1983: originally 
published in Dutch, 3 vol., 1976-78); and HANS KUNG et ais 
Christianity and the World Religions: Paths of Dialogue with 
Islam, Hinduism, and Buddhism (1986; originally published 
in German, 1984), represent different contemporary Roman 
Catholic standpoints. The pluralistic option is expressed in, for 
example, WILFRED CANTWELL SMITH, Towards a World The- 
ology: Faith and the Comparative History of Religion (1981); 
JOHN HICK, God Has Many Names (1982); and JOHN HICK and 
PAUL F. KNITTER (eds.), The Myth of Christian Uniqueness: 
Toward a Pluralistic Theology of Religions (1987). 

(M.E.M./H.Cha./J.J.Pe./E.W.B./M.H.S./L.M.0./J.N.D.K./ 
J.Hi./B.J.McG./L.E.S./C.H.Li./W.R.H./P.A.C.) 
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Chungking (Chongqing) 367 

Chungking (Chongqing) 

Pinyin: Chongqing) is the largest city and leading 
river port and industrial centre of southwestern 

China. It is located 1,400 miles (2,250 kilometres) from the 
sea, at the confluence of the Yangtze and Chia-ling rivers. 
The city proper includes the Old City and adjacent areas, 
while the much larger Chungking Municipality (Ch’ung- 
ch’ing Shih) comprises several counties and a number of 
lesser cities surrounding Chungking city proper. The mu- 
nicipality, created out of the eastern portion of Szechwan 

Criin' (Wade-Giles romanization: Ch’ung-ch’ing; Province in 1997, is a province-level entity that is under the 
direct administration of the central government; with an 
area of 8,900 square miles (23,000 square kilometres), it is 
the largest and most populous of China’s four province-level 

municipalities. The city was named Ch’ung-ch’ing (“Dou- 
ble-Blessed”) in 1188 under the Nan (Southern) Sung dy- 
nasty (AD 1127-1279) because of its commanding position 

between the cities of Shun-ch’ing (modern Nan-ch’ung) to 
the north and Shao-ch’ing (modern P’eng-shui) to the south. 
This article is divided into the following sections: 

Physical and human geography 367 
The landscape 367 

The city site 

Climate 
The city plan 

The people 368 
The economy 368 

Industry 
Trade 
Transportation 

Physical and human geography 

THE LANDSCAPE 

The city site. Chungking is built on and around Mount 
Chin-pi (Chin-pi Shan), a hilly promontory of red Jurassic 
sandstone and shale, which reaches a maximum elevation 

of about 900 feet (275 metres) above sea level. The 

promontory is bounded on the north by the Chia-ling 
River (Chia-ling Chiang), with the industrial area of Chi- 
ang-pei on its north bank, and on the east and south by the 
Yangtze. Other hills, southern offshoots of the Hua-ying 
Mountains (Hua-ying Shan), rise in the city’s outskirts and 
suburbs. 
Climate. Chungking is noted for its mild winters and 

hot, humid summers. It is shielded from the cold northern 

winds by the Tsinling Mountains and has little or no frost 
or ice in winter; the mean temperatures in January and 
February, the only cool months, are 47° F (8° C) and 
50° F (10° ©), respectively. Summer, which lasts from 
May through September, is hot and humid; the August 
mean temperature is 84° F (29° C), and on many days the 
high temperature exceeds 100° F (38° C). The remaining 
months are warm, with mean temperatures ranging be- 
tween 58° and 67° F (14° and 19° ©). 

The bulk of rain falls from April through October; the 
average annual total is about 43 inches (1,087 millimetres). 
Because of the high humidity, fog and mist are particular- 
ly heavy. From October to April the city is perpetually 
blanketed by fog, which hampers inland navigation, avia- 
tion, and local traffic. Chungking’s climate has earned the 
city the nickname “furnace of the Yangtze.” The aptness 
of this name has only increased under the conditions of 
modernity: contaminated by soot, carbon dioxide, and 
acid rain, the atmosphere of Chungking is among the most 
polluted of any city in China. 
The city plan. Layout. The Old City of Chungking 

(formerly surrounded by a city wall and gates, of which 
only the names now remain) occupies the eastern third of 
the rocky promontory and covers an area of about 28 
square miles (73 square kilometres). The south and east 
slopes facing the waterfront form the “lower city,” while the 
remainder is the “upper city.” An east-west avenue runs 
through the middle of each of these areas, and a third runs 
atop the spine of the promontory’s ridge. Cross streets are 
narrower and often winding; following the topography of 
the hill, some of them go up and down in flights of hun- 
dreds of steps. Chungking’s main business district is locat- 
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ed around the Liberation Monument (Chieh-fang Pei) in 
the centre of the Old City. 
The new sections of the city on the western part of the 

promontory spread far along the banks of the two rivers, 
covering an area considerably larger than the Old City. 
During World War II the offices of the Nationalist gov- 
ernment were located there, and they are now the sites 
of government office buildings and of museums and exhi- 
bition halls. The city has grown so much that the incorpo- 
ration of numerous industrial towns and suburban 
communities has extended the city limits to Pei-p’ei in the 
north and to Pai-shih-i in the southwest. Equally impor- 

tant are the suburban areas on the south shore of the 
Yangtze. In former times, ferries were the only means by 
which the rivers could be crossed; now they also may be 

crossed by way of the Chia-ling Bridge (1966) to the north- 
west and the Chungking Yangtze Bridge (1980) to the 
south. A cableway across the Chia-ling River links the Old 
City with Chiang-pei. The spacious gardens and beautiful 
residences of the suburban areas contribute much to re- 
lieving the crowded conditions of the Old City. 
Housing. Before World War II Chungking was a city of 
narrow streets and crowded housing. Streets and lanes 
followed the contours of the hills. The houses were con- 
structed of bamboo, wood, or thatch in the poorer resi- 
dential areas and of brick in the wealthier areas. In all areas 
there was a high degree of congestion. A vigorous modern- 
ization program was introduced when the city became the 
seat of the Nationalist government. Part of the city wall 
was demolished to make way for new streets, and existing 
streets were graded and widened. The tremendous demand 
for housing created by an influx of government workers 
and refugees led to the rapid expansion of the sections west 
of the Old City. 
From 1938 to 1942 Chungking was heavily bombarded 

by the Japanese, causing massive destruction in the city. 
Parts of the wall and virtually all of the city’s historic mon- 
uments and temples were damaged or destroyed. Because 

of the destruction the new Communist government (which 
came to power in 1949) had little difficulty in carrying for- 
ward the tasks of modernization and expansion after the 
war. Modern buildings now stand throughout the city. In 
the northern suburbs and adjacent areas large buildings 
provide living quarters for workers and accommodations 
for factories and workshops. The large brick apartments, 
generally four to six stories high, are surrounded by trees 
and vegetable gardens. Yet Chungking remains a city of 
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Residential area and (right) the town hall in Chungking. 
Liu Shilin—New China Pictures Co./Eastfoto 

striking contrasts. Houses of traditional design, blackened 
by weather, are still to be found on steep hills and along 

the highways to the suburbs. In many places bamboo struc- 
tures still line the river bluffs. 
Outlying suburbs. In contrast to the congested condi- 

tions in the city and the industrial districts, the outlying sub- 

urbs have a number of delightful resorts and spas. Among 
the scenic spots on the south shore are the temple in honour 

of Empress Yu, consort of the Hsia dynasty emperor of the 
same name, on Mount Tu; the wooded summer resorts of 
Ch’ing-shui-ch’i (“Clear Water Creek”) and Yang-tien-wo 
(“Sky-gazing Hollow”) on Mount Huang; and Nan-wen- 
ch’tian (“South Hot Springs”), which has delightful retreats 
at Hua-ch’i (“Flower Creek”) and Hu-hsiao-k’ou (“Tiger 

Roar Gap”). A short distance north of the city are the 
springs of Ko-lo-shan. Farther up the Chia-ling River at 
Pei-p’ei are the Chin-yiin Shih Temple, the celebrated re- 
treat of the Sung dynasty savant Feng Chin-yiin, and Pei- 
wen-ch’iian (“North Hot Springs”), reputedly superior to 
the South Hot Springs because its water is warmer in win- 
ter and cooler in summer. 

THE PEOPLE 

Before the war with Japan, Chungking had fewer than 
250,000 inhabitants. From 1938 onward, people from the 
Japanese-occupied coastal provinces flocked to the 
wartime capital at an astonishing rate. A part of Chung- 
king’s population increase since 1938 has consisted of gov- 
ernment workers, factory personnel, and refugees from 
other provinces. (In the late 1940s, however, the city’s pop- 
ulation decreased temporarily with the return of people to 
the coastal provinces.) The influx of people from downriv- 
er has contributed to turning formerly parochial Chung- 
king into a cosmopolitan city; the number of people living 

in the city proper alone is now many times greater than the 
population of the Old City before the war. The Szechwan 

dialect, despite its heavy accent and many regional slang 
words, is quite intelligible to speakers of Mandarin. 

THE ECONOMY 

Industry. As early as the middle of the Ming dynasty 
(1368-1644) workshops for spinning, weaving, silk reeling, 
and brewing were established in Chungking. The city was 
opened to foreign trade in 1890, and two metal mills were 
set up a year later. By 1905 Chungking had spinning and 
weaving mills, silk-reeling mills, and glassmaking and cig- 
arette plants. 

The foundations of Chungking’s modern industry were 
laid between 1938 and 1945, when factories transplanted 
from the coastal provinces began production under the 
Nationalist government; and because coal, iron, and other 
resources were nearby, industry rapidly expanded. Consid- 
erable industrial development was undertaken by the 
Communist government after 1949. By the late 20th cen- 
tury Chungking had become one of the largest and fastest 
growing industrial centres in southwestern China. 

The city’s enormous complex of integrated iron and steel 
plants is among China’s largest facilities. Ore is mined at 
Ch’i-chiang (in the southern part of the municipality) and 
at Wei-yiian (a short distance west of Nei-chiang). Coal is 
mined at several locations in the municipality, including 

Chiang-pei, Pei-p’ei, Pa-hsien, Pi-shan, and Ho-ch’uan. Oil 
transported from a major oil field just to the west at Tzu- 
kung and by pipeline from a field to the north supplies 
Chungking’s oil refinery. Power-generating capacity was 
greatly enlarged with the completion of the Shih-tze-t’an 
hydroelectric station on the Lung-ch’i River, northeast of 
the city. 

Other important heavy industries include machine, farm 
tool, and weapons and munitions factories; automobile, 
motorcycle, truck, and motor-coach manufacturing plants; 
and chemical and fertilizer plants (manufacturing soap, 
candles, acid and caustic soda, fertilizers, plastics, and 
chemical fibres). The city also has a copper refinery, al- 
cohol plants (making gasoline substitutes), rubber recon- 
ditioning plants, and pharmaceutical manufacturing. In 
light industries Chungking leads the southwest. Notewor- 
thy are the cotton, silk, paper, and leather industries, as 
well as flour mills, dyeing factories, and vegetable-oil and 

food-processing plants. Chungking is also noted for its 
handicrafts, especially lacquer ware and ceramics. More 
recently, the central government and municipal authori- 
ties have built large industrial parks and have established 
high-technology zones specializing in the software indus- 
try. Domestic- and foreign-owned companies are located 
in both types of areas. 

Trade. Chungking is the focal point of trade and trans- 
port of Szechwan and the hinterland provinces of Shensi, 
Yunnan, and Kweichow, as well as the autonomous region 
of Tibet. Before World War II Chungking imported large 
quantities of consumer goods from downriver or from 
abroad, but rapid industrialization brought self-sufficiency 

in consumer goods to Szechwan and the interior provinces. 
Since 1979 its port—along with several others on the 
Yangtze—has been open for direct foreign trade, increas- 
ing the city’s importance as an international trade centre. 
Chungking is a major oil port, and other exports to down- 
river provinces and abroad include rolled steel, chemicals, 
raw silk, goatskin, wool, hides, hog bristles, salt, sugar, to- 
bacco, tung oil, jute, wax, canned foods, medicinal herbs, 
rhubarb, and musk. 

Transportation. Since 1949 automobiles, motorcycles, 
motorbikes, bicycles, buses, and taxis, have replaced chairs 
on bamboo poles and rickshas as the principal means of 

transport in Chungking. Cable tramways provide cheap 
and convenient transport over the steep hills. 

Chungking is served by two great rivers, the Yangtze and 
the Chia-ling, and is the leading port of southwestern 
China. As a result of extensive work carried out since the 
1950s—including dredging, clearing shoals, and installing 
buoys and signals—navigation through the Yangtze 
Gorges to the sea was rendered easy and safe. Steamers 
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now make a round trip between Han-k’ou (part of Wu- 
han) in eastern Hupeh Province and Chungking in less 
than a week. Above Chungking smaller steamers are able 

to go up to I-pin on the Yangtze (and beyond to Chia-ting 
on the Min River) and up to Nan-ch’ung on the Chia-ling. 
Above these points, smaller vessels can navigate beyond 
Ch’eng-tu to Kuan-hsien and Mao-hsien on the Min and 
to Liieh-yang in southern Shensi on the Chia-ling. 
Construction began in 1994 on the massive Three Gorges 

Project, the centrepiece of which is an enormous dam and 
hydroelectric generating facility on the Yangtze River sev- 

eral hundred miles east of Chungking. When the project is 
completed, it will create a huge reservoir that will stretch 
westward to Chungking and enable oceangoing vessels to 
reach the city. 
Chungking’s railroad system developed rapidly after 
1949. The Chungking-Ch’eng-tu railroad, completed in 
1952, is the vital link between the Ch’eng-tu Plain and the 
Yangtze; a southern spur extends through Tzu-kung and 
I-pin. The Ch’eng-tu-Pao-chi line, completed four years 
later, connects the city with the Lunghai Railroad and 
the entire Northwest, as well as with Wu-han in Hupeh 
Province and a major north-south line; the Chungking-— 
An-k’ang railway also directly links the city with Wu-han. 
All of the lines serving the city have been electrified. The 
Chungking-Kuei-yang railroad not only connects Chung- 
king with the province of Kweichow to the south but also 
joins other lines in Yunnan and Kwangsi running to the 
Vietnamese border. 
The first roads for wheeled traffic in the city were built in 
1933. As a result of work begun during World War II, 
Chungking is now the hub of an extensive network of high- 
ways which allows access to most parts of the country. 
Major arterials lead south to Kuei-yang (303 miles), north- 
east to Wan-hsien (258 miles), and northwest to Ch’eng-tu 
(275 miles). The Chungking Yangtze Bridge carries high- 
way traffic across the river from the southern Kuei-yang 
highway to the northern part of the city. An air terminal, 
located at Pai-shih-i about 17 miles west of the city, pro- 
vides regular flights to major cities throughout China. The 
Chiang-pei Airport, located 14 miles north of the city, was 
completed in 1990 and expanded and improved in 2000 to 
meet international standards. 

ADMINISTRATION AND SOCIAL CONDITIONS 

Government. Chungking’s municipal government is part 
of the hierarchical structure of the Chinese government that 
extends from the national organization, through the 
provincial apparatus, to the municipal and, ultimately, 
neighbourhood levels. Paralleling this governmental struc- 
ture is that of the Chinese Communist Party (CCP). As in 
all of China, real power in Chungking is held by the local 
CCP, but local government institutions perform various 
formal functions. The Chungking Municipal People’s Con- 
gress, the formal governmental decision-making body, fol- 
lows the guidance of the local CCP in issuing administrative 
orders, collecting taxes, determining the budget, and im- 
plementing economic plans. Under the direction of the 

local CCP, a standing committee of the Municipal People’s 
Congress recommends policy decisions and oversees the 
operation of municipal government. Executive authority is 
formally assigned to the Chungking People’s Government, 
the officers of which are elected by the congress. The local 
government consists of a mayor, vice mayors, and numer- 
ous bureaus in charge of public security, the judicial system, 
and other civil, economic, social, and cultural affairs. 
Administratively the city is divided into a number of dis- 

tricts (ch’ii), each of which has a mayor. At the next lower 
level are police substations and street mayors that handle 
civil affairs in the same subareas. Neighbourhood street 
committees perform the auxiliary functions of mediating 
disputes, propagating legal orders, and promoting sanita- 
tion and welfare. These committees are quasi-official ad- 
ministrations, consolidated under CCP leadership and 
covering blocks of streets of varying sizes. 
Public utilities. Although an electric-light plant was es- 

tablished in the early 1900s, it was not until the late 1920s 
and early 1930s that a modernization drive was launched 
by local leaders in Chungking to improve living conditions. 
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Demolition of the city walls was initiated, streets were 
widened, and a piped water system and a telephone ex- 
change were introduced. Yet even during the 1940s sani- 
tation and public hygiene were still poor. The city had a 
large rat population, opium smoking in homes and inns 
was widespread, and lice-ridden waifs and beggars were a 
familiar sight. But because of energetic measures carried 
out since 1949, including the installation of a modern 
sewer system, these conditions belong to the past. Chung- 
king has now achieved a high degree of cleanliness, al- 
though air pollution has become a problem. 
Health. Chungking has a considerable number of hospi- 

tals. The major share of medical care, however, is provid- 
ed by clinics and health stations that are operated by 
neighbourhood street committees. These clinics are 
equipped with a limited number of beds and are staffed by 
physicians. Western-style medicine is combined with tra- 
ditional herb medicine and acupuncture. Family planning 
is practiced under the government’s policy of one child per 
family, and contraceptives are free. Because the govern- 
ment recognizes that there still is a shortage of medical fa- 
cilities, it places great emphasis on the drive for physical 
fitness. 
Education. Since 1949 the number of schools at all lev- 

els—kindergartens, primary schools, middle schools, and 
colleges—has increased. The growth of kindergartens, 
which were little known in prewar years, has enabled many 
women to obtain proper care for their children and thus 
become part of the workforce. The government has at- 
tached great importance to the establishment of teacher- 
training schools, vocational-technical schools, and part- 
time agricultural middle schools. 
The Chungking University (founded in 1929) offers its 

students a comprehensive range of studies. Other insti- 
tutions of higher learning include the Southwest Political 
Science and Law College, the Chungking Institute of Med- 
icine, the Chungking Construction Engineering College, 
the Southwestern Institute of Agriculture, the Szechwan 
Institute of Fine Arts, and the Southwest College of Edu- 
cation. The Chungking Library and the Chungking Mu- 
nicipal Museum are among the leading cultural centres 
in the city. 

CULTURAL LIFE 

Sports and recreation are dominant features of Chung- 
king’s cultural life. The Ta-t’ien-wan Stadium, the city’s 
main sports centre, offers a football (soccer) field; volley- 
ball, basketball, and tennis courts; a track-and-field play- 
ground; and a parachute tower. The stadium has a capacity 
of 100,000. Numerous parks, both in the Old City and in 
outlying areas, attract large numbers of visitors. Of partic- 
ular appeal are the hot springs, which are open year-round. 
South of the city, among well-kept gardens with lakes and 
pavilions, are the sulfurous springs of Nan-wen-ch’iian 
Park. To the north of the city are the well-known hot 
springs of Pei-wen-ch’tian Park along the Chia-ling River. 
Visitors come to relax, often soaking for hours in one of 
the numerous baths filled with warm mineral water, or 
they swim in one of the three Olympic-sized pools, which 
are also fed by the hot springs. 
A noteworthy feature of Chungking’s cultural life is its 

distinctive Szechwan cuisine. This highly spiced food is 
characterized mainly by the use of hot peppers as well as 
by such delicacies as tree ears, black mushrooms, and fresh 
bamboo shoots and peanuts. 

History 

THE EARLY PERIOD 

According to ancient accounts Chungking was the birth- 
place of the consort of Emperor Yii of the legendary Hsia 
dynasty, about 4,000 years ago. In the 11th century Bc, 
under the Western Chou dynasty, the region surrounding 
Chungking became a feudal state known as Pa. In the Sth 
century BC, Pa established relations with the mid-Yangtze 
kingdom of Ch’u. It was later incorporated into the Ch’in 
empire. By the mid-3rd century AD the region became part 
of the kingdom of Shu and was totally independent of 
northern and central China. 
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The swing of the historical pendulum—in which the city’s 

status alternated between being ruled by an empire in 
northern China, forming part of an empire in central 
China, and detaching itself to become independent of both 

northern and central China—continued throughout subse- 
quent centuries. The city finally became an integral part of 
the unified Chinese empire, first under the Ming dynasty 
(1368-1644), and then under the Ch’ing, or Manchu, dy- 
nasty (1644-1911/12). 

The first substantial city wall was constructed around 250 

Bc. It was repaired and expanded during the 3rd century 
AD and rebuilt with solid stone in 1370. In the 1630s, at 

the end of the Ming dynasty, the rebellion of Chang Hsien- 
chung subjected Chungking to plunder, slaughter, and de- 
struction. The city wall was restored in 1663. Some five 
miles in circumference, it had a total of 17 gates: eight 

gates remained closed on the advice of geomancers (prac- 

titioners of divination by means of figures or lines), while 
nine were open to traffic. Additional work was done to 

strengthen the city wall in 1760. 

THE MODERN PERIOD 

Chungking was opened to British trade in 1890, but navi- 

gational difficulties on the Yangtze delayed steamer traffic 
for more than a decade. Meanwhile, the Treaty of Shi- 
monoseki (1895), which concluded the first Sino-Japanese 
War (1894-95), gave Japan the right to establish a conces- 
sion. Accordingly, in 1901, when British trade opened, a 
Japanese concession was established at Wang-chia-to on 
the south shore of the Yangtze. This concession lasted un- 
til 1937, when it was abandoned by Japan at the outbreak 
of war. 

Chungking, along with the provincial capital, Ch’eng-tu, 
played a major role in the overthrow of the Manchus in 

the revolution of 1911; many patriots of the region joined 
the revolutionary party of the Chinese Nationalist leader 
Sun Yat-sen. Despite such progressive trends and a nomi- 
nal allegiance to the central government, Chungking re- 
mained in the grip of regional separatism. 
In 1938, however, when war again broke out with Japan, 
Chungking became the capital of the Nationalist govern- 
ment. Hundreds of government offices were moved to the 
city from Nanking, along with the diplomatic missions of 
foreign powers; and tens of thousands of people came 
from coastal provinces, bringing with them arsenals, fac- 
tories, and schools. Friendly powers, too, rushed supplies 

to Chungking to bolster China’s war effort. Despite the 
Japanese bombings, the morale of its population—at the 
time more than 1,000,000—was high. Chiang Kai-shek’s 
failure to control inflation and corruption, however, 

caused the war effort to falter from 1942 onward. In 
1946, on the eve of the renewed civil war against the 

Communists, the Nationalist capital returned to Nanking. 

Three years later, in April 1949, Nanking fell. The Na- 

tionalist government fled to Canton and then once 
again—for less than two months—to Chungking (October 

to December 1949). When the Nationalists fled to Taiwan 
in December, the Communist victory on the mainland 
was complete. 

Shortly after the Communist takeover in 1949, repair of 
the war damage began, and expansion of the city’s indus- 

trial base, established in the early 20th century, was vigor- 

ously pursued. Despite the years lost during the Great 
Leap Forward (1958-60) and the Cultural Revolution 
(1966-76), the city, nonetheless, succeeded in carrying out 
extensive modernization projects and significantly raised 
the standard of living. Now the largest province-level mu- 
nicipality in the country and the economic centre of the 
southwest, Chungking is playing an important part in the 
government’s plan to develop the interior of the country 
along the lines of the more economically dynamic coastal 
regions. 
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ir Winston: Churchill—author, orator, and states- 

S= Great Britain from the brink of defeat 
to victory as wartime prime minister from 1940 to 

1945. After a sensational rise to prominence in national 
politics before World War I, he acquired a reputation 
for erratic judgment in the war itself and in the decade 
that followed. Politically suspect in consequence, he was a 
lonely figure until his response to Adolf Hitler’s challenge 
brought him to leadership of a national coalition in 1940. 
With Franklin D. Roosevelt and Joseph Stalin he shaped 
Allied strategy in World War II, and after the breakdown 
of the alliance he alerted the West to the expansionist 
threat of the Soviet Union. He led the Conservative Party 
back to office in 1951 and remained prime minister until 
1955, when ill health forced his resignation. 
Churchill was born on Nov. 30, 1874, prematurely, at 

Blenheim Palace, Oxfordshire, and was christened Win- 
ston Leonard Spencer Churchill. In his veins ran the blood 
of both of the English-speaking peoples whose unity, in 
peace and war, it was to be a constant purpose of his to 
promote. Through his father, Lord Randolph Churchill, 
the meteoric Tory politician, he was directly descended 
from John Churchill, 1st duke of Marlborough, the hero 
of the wars against Louis XIV of France in the early 18th 
century. His mother, Jennie Jerome, a noted beauty, was 
the daughter of a New York financier and horse racing 
enthusiast, Leonard W. Jerome. 
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Churchill, photographed by Yousuf Karsh, 1941. 

The young Churchill passed an unhappy and sadly ne- 
glected childhood, redeemed only by the affection of Mrs. 
Everest, his devoted nurse. At Harrow his conspicuously 
poor academic record seemingly justified his father’s de- 
cision to enter him into an army career. It was only at 
the third attempt that he managed to pass the entrance 
examination to the Royal Military College, now Academy, 
Sandhurst, but, once there, he applied himself seriously 
and passed out (graduated) 20th in a class of 130. In 1895, 
the year of his father’s tragic death, he entered the 4th 
Hussars. Initially the only prospect of action was in Cuba, 
where he spent a couple of months of leave reporting 
the Cuban war of independence from Spain for the Daily 
Graphic (London). In 1896 his regiment went to India, 
where he saw service as both soldier and journalist on the 
North-West Frontier (1897). Expanded as The Story of 
the Malakand Field Force (1898), his dispatches attracted 
such wide attention as to launch him on the career of 
authorship that he intermittently pursued throughout his 
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life. In 1897-98 he wrote Savrola (1900), a Ruritanian ro- 

mance, and got himself attached to Lord Kitchener’s Nile 
expeditionary force in the same dual role of soldier and 
correspondent. The River War (1899) brilliantly describes 
the campaign. 

POLITICAL CAREER BEFORE 1939 

The five years after Sandhurst saw Churchill’s interests 
expand and mature. He relieved the tedium of army life 
in India by a program of reading designed to repair the 
deficiencies of Harrow and Sandhurst, and in 1899 he re- 
signed his commission to enter politics and make a living 
by his pen. He first stood as a Conservative at Oldham, 
where he lost a by-election by a narrow margin, but found 
quick solace in reporting the South African War for The 
Morning Post (London). Within a month after his arrival 
in South Africa he had won fame for his part in res- 
cuing an armoured train ambushed by Boers, though at 
the price of himself being taken prisoner. But this fame 
was redoubled when less than a month later he escaped 
from military prison. Returning to Britain a military hero, 
he laid siege again to Oldham in the election of 1900. 
Churchill succeeded in winning by a margin as narrow as 
that of his previous failure. But he was now in Parliament 
and, fortified by the £10,000 his writings and lecture tours 
had earned for him, was in a position to make his own 

way in politics. 
A self-assurance redeemed from arrogance only by a kind 

of boyish charm made Churchill from the first a notable 
House of Commons figure, but a speech defect, which he 

never wholly lost, combined with a certain psychological 
inhibition to prevent him from immediately becoming a 
master of debate. He excelled in the set speech, on which 
he always spent enormous pains, rather than in the im- 
promptu; Lord Balfour, the Conservative leader, said of 
him that he carried “heavy but not very mobile guns.” In 
matter as in style he modeled himself on his father, as 
his admirable biography, Lord Randolph Churchill (1906; 
revised edition 1952), makes evident, and from the first 
he wore his Toryism with a difference, advocating a fair, 
negotiated peace for the Boers and deploring military mis- 
management and extravagance. 
As Liberal minister. In 1904 the Conservative govern- 

ment found itself impaled on a dilemma by Colonial 
Secretary Joseph Chamberlain’s open advocacy of a tariff. 
Churchill, a convinced free trader, helped to found the 
Free Food League. He was disavowed by his constituents 
and became increasingly alienated from his party. In 1904 
he joined the Liberals and won renown for the audacity 
of his attacks on Chamberlain and Balfour. The radical 
elements in his political makeup came to the surface 
under the influence of two colleagues in particular, John 
Morley, a political legatee of W.E. Gladstone, and David 
Lloyd George, the rising Welsh orator and firebrand. In 
the ensuing general election in 1906 he secured a notable 
victory in Manchester and began his ministerial career in 
the new Liberal government as undersecretary of state for 
the colonies. He soon gained credit for his able defense 
of the policy of conciliation and self-government in South 
Africa. When the ministry was reconstructed under Prime 
Minister Herbert H. Asquith in 1908, Churchill was pro- 
moted to president of the Board of Trade, with a seat 
in the Cabinet. Defeated at the ensuing by-election in 
Manchester, he won an election at Dundee. In the same 

year he married the beautiful Clementine Hozier; it was 
a marriage of unbroken affection that provided a secure 
and happy background for his turbulent career. 
At the Board of Trade, Churchill emerged as a leader 

in the movement of Liberalism away from laissez-faire 
toward social reform. He completed the work begun by 
his predecessor, Lloyd George, on the bill imposing an 
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eight-hour maximum day for miners. He himself was re- 
sponsible for attacking the evils of “sweated” labour by 
setting up trade boards with power to fix minimum wages 
and for combating unemployment by instituting state-run 
labour exchanges. 
When this Liberal program necessitated high taxation, 

which in turn provoked the House of Lords to the revolu- 
tionary step of rejecting the budget of 1909, Churchill was 
Lloyd George’s closest ally in developing the provocative 
strategy designed to clip the wings of the upper chamber. 
Churchill became president of the Budget League, and his 
oratorical broadsides at the House of Lords were as lively 
and devastating as Lloyd George’s own. Indeed Churchill, 

as an alleged traitor to his class, earned the lion’s share of 
Tory animosity. His campaigning in the two general elec- 
tions of 1910 and in the House of Commons during the 
passage of the Parliament Act of 1911, which curbed the 
House of Lords’ powers, won him wide popular acclaim. 
In the Cabinet his reward was promotion to the office of 
home secretary. Here, despite substantial achievements in 
prison reform, he had to devote himself principally to cop- 
ing with a sweeping wave of industrial unrest and violent 
strikes. Upon occasion his relish for dramatic action led 
him beyond the limits of his proper role as the guarantor 
of public order. For this he paid a heavy price in incurring 
the long-standing suspicion of organized labour. 
In 1911 the provocative German action in sending a 

gunboat to Agadir, the Moroccan port to which France 
had claims, convinced Churchill that in any major Franco- 
German conflict Britain would have to be at France’s side. 
When transferred to the Admiralty in October 1911, he 
went to work with a conviction of the need to bring the 
navy to a pitch of instant readiness. His first task was the 
creation of a naval war staff. To help Britain’s lead over 
steadily mounting German naval power, Churchill suc- 
cessfully campaigned in the Cabinet for the largest naval 
expenditure in British history. Despite his inherited Tory 
views on Ireland, he wholeheartedly embraced the Liberal 
policy of Home Rule, moving the second reading of the 
Irish Home Rule Bill of 1912 and campaigning for it in 
the teeth of Unionist opposition. Although, through his 
friendship with F.E. Smith (later Ist earl of Birkenhead) 
and Austen Chamberlain, he did much to arrange the 
compromise by which Ulster was to be excluded from the 
immediate effect of the bill, no member of the govern- 
ment was more bitterly abused—by Tories as a renegade 
and by extreme Home Rulers as a defector. 
During World War I. War came as no surprise to 

Churchill. He had already held a test naval mobilization. 
Of all the Cabinet ministers he was the most insistent on 
the need to resist Germany. On Aug. 2, 1914, on his own 
responsibility, he ordered the naval mobilization that guar- 
anteed complete readiness when war was declared. The 
war called out all of Churchill’s energies. In October 1914, 
when Antwerp was falling, he characteristically rushed in 
person to organize its defense. When it fell the public saw 
only a disillusioning defeat, but in fact the prolongation of 
its resistance for almost a week enabled the Belgian Army 
to escape and the crucial Channel ports to be saved. At 
the Admiralty, Churchill’s partnership with Adm. Sir John 
Fisher, the first sea lord, was productive both of dynamism 
and of dissension. In 1915, when Churchill became an 
enthusiast for the Dardanelles expedition as a way out of 
the costly stalemate on the Western Front, he had to pro- 

ceed against Fisher’s disapproval. The campaign aimed at 
forcing the straits and opening up direct communications 
with Russia. When the naval attack failed and was called 
off on the spot by Adm. J.M. de Robeck, the Admiralty 
war group and Asquith both supported de Robeck rather 
than Churchill. Churchill came under heavy political at- 
tack, which intensified when Fisher resigned. Preoccupied 
with departmental affairs, Churchill was quite unprepared 
for the storm that broke about his ears. He had no part at 
all in the maneuvers that produced the first coalition gov- 
ernment and was powerless when the Conservatives, with 
the sole exception of Sir William Maxwell Aitken (soon 
Lord Beaverbrook), insisted on his being demoted from 
the Admiralty to the duchy of Lancaster. There he was 
given special responsibility for the Gallipoli Campaign (a 

land assault at the straits) without, however, any powers 

of direction. Reinforcements were too few and too late; 
the campaign failed and casualties were heavy; evacuation 
was ordered in the autumn. 
In November 1915 Churchill resigned from the gov- 

ernment and returned to soldiering, seeing active service 
in France as lieutenant colonel of the 6th Royal Scots 
Fusiliers. Although he entered the service with zest, army 
life did not give full scope for his talents. In June 1916, 
when his battalion was merged, he did not seek another 
command but instead returned to Parliament as a private 
member. He was not involved in the intrigues that led 
to the formation of a coalition government under Lloyd 
George, and it was not until 1917 that the Conservatives 
would consider his inclusion in the government. In March 
1917 the publication of the Dardanelles commission re- 
port demonstrated that he was at least no more to blame 

for the fiasco than his colleagues. 
Even so, Churchill’s appointment as minister of muni- 

tions in July 1917 was made in the face of a storm of 
Tory protest. Excluded from the Cabinet, Churchill’s role 
was almost entirely administrative, but his dynamic en- 

ergies thrown behind the development and production of 
the tank (which he had initiated at the Admiralty) greatly 
speeded up the use of the weapon that broke through the 
deadlock on the Western Front. Paradoxically, it was not 

until the war was over that Churchill returned to a service 
department. In January 1919 he became secretary of war. 
As such he presided with surprising zeal over the cutting 
of military expenditure. The major preoccupation of his 
tenure in the War Office was, however, the Allied inter- 
vention in Russia. Churchill, passionately anti-Bolshevik, 
secured from a divided and loosely organized Cabinet an 
intensification and prolongation of the British involve- 
ment beyond the wishes of any major group in Parliament 
or the nation—and in the face of the bitter hostility of 
labour. And in 1920, after the last British forces had been 
withdrawn, Churchill was instrumental in having arms 
sent to the Poles when they invaded the Ukraine. 
In 1921 Churchill moved to the Colonial Office, where 

his principal concern was with the mandated territories 
in the Middle East. For the costly British forces in the 
area he substituted a reliance on the air force and the 
establishment of rulers congenial to British interests; for 
this settlement of Arab affairs he relied heavily on the 
advice of T.E. Lawrence. For Palestine, where he inher- 
ited conflicting pledges to Jews and Arabs, he produced 
in 1922 the White Paper that confirmed Palestine as a 
Jewish national home while recognizing continuing Arab 
rights. Churchill never had departmental responsibility for 
Ireland, but he progressed from an initial belief in firm, 
even ruthless, maintenance of British rule to an active 
role in the negotiations that led to the Irish treaty of 
1921. Subsequently, he gave full support to the new Irish 
government. 
In the autumn of 1922 the insurgent Turks appeared to be 
moving toward a forcible reoccupation of the Dardanelles 
neutral zone, which was protected by a small British force 
at Chanak (now Canakkale). Churchill was foremost in 
urging a firm stand against them, but the handling of the 
issue by the Cabinet gave the public impression that a ma- 
jor war was being risked for an inadequate cause and on 
insufficient consideration. A political debacle ensued that 
brought the shaky coalition government down in ruins, 
with Churchill as one of the worst casualties. Gripped by 
a sudden attack of appendicitis, he was not able to appear 
in public until two days before the election, and then only 
in a wheelchair. He was defeated humiliatingly by more 
than 10,000 votes. He thus found himself, as he said, all 
at once “without an office, without a seat, without a party, 
and even without an appendix.” 
In and out of office, 1922-29. In convalescence and 

political impotence Churchill turned to his brush and his 
pen. His painting never rose above the level of a gifted 
amateur’s, but his writing once again provided him with 
the financial base his independent brand of politics re- 
quired. His autobiographical history of the war, The World 
Crisis, netted him the £20,000 with which he purchased 
Chartwell, henceforth his country home in Kent. When 

Appoint- 
ment 

to the 
Colonial 
Office 



Chancellor 
of the 
Exchequer 
under 
Baldwin 

The 
biography 
of Marl- 
borough 

he returned to politics it was as a crusading anti-Socialist, 
but in 1923, when Stanley Baldwin was leading the Con- 
servatives on a protectionist program, Churchill stood, at 
Leicester, as a Liberal free trader. He lost by approxi- 
mately 4,000 votes. Asquith’s decision in 1924 to support 
a minority Labour government moved Churchill farther 
to the right. He stood as an “Independent Anti-Socialist” 
in a by-election in the Abbey division of Westminster. 
Although opposed by an official Conservative candidate— 
who defeated him by a hairbreadth of 43 votes—Churchill 
managed to avoid alienating the Conservative leadership 
and indeed won conspicuous support from many promi- 
nent figures in the party. In the general election in 
November 1924 he won an easy victory at Epping under 
the thinly disguised Conservative label of “Constitution- 
alist.” Baldwin, free of his flirtation with protectionism, 
offered Churchill, the “constitutionalist free trader,” the 
post of chancellor of the Exchequer. Surprised, Churchill 
accepted; dumbfounded, the country interpreted it as a 
move to absorb into the party all the right-of-centre ele- 
ments of the former coalition. 
In the five years that followed, Churchill’s early liberal- 

ism survived only in the form of advocacy of rigid laissez- 
faire economics; for the rest he appeared, repeatedly, as 
the leader of the diehards. He had no natural gift for 
financial administration, and though the noted economist 
John Maynard Keynes criticized him unsparingly, most of 
the advice he received was orthodox and harmful. His first 
move was to restore the gold standard, a disastrous mea- 
sure, from which flowed deflation, unemployment, and 
the miners’ strike that led to the general strike of 1926. 
Churchill offered no remedy except the cultivation of strict 
economy, extending even to the armed services. Churchill 
viewed the general strike as a quasi-revolutionary measure 
and was foremost in resisting a negotiated settlement. He 
leaped at the opportunity of editing the British Gazette, 
an emergency official newspaper, which he filled with 
bombastic and frequently inflammatory propaganda. The 
one relic of his earlier radicalism was his partnership with 
Neville Chamberlain as minister of health in the cautious 
expansion of social services, mainly in the provision of 
widows’ pensions. 

In 1929, when the government fell, Churchill, who would 
have liked a Tory-Liberal reunion, deplored Baldwin’s de- 
cision to accept a minority Labour government. The next 
year an open rift developed between the two men. On 
Baldwin’s endorsement of a Round Table Conference with 
Indian leaders, Churchill resigned from the shadow cabi- 
net and threw himself into a passionate, at times almost 
hysterical, campaign against the Government of India bill 
(1935) designed to give India dominion status. 
Exclusion from office, 1929-39. Thus, when in 1931 

the National Government was formed, Churchill, though 
a supporter, had no hand in its establishment or place 
in its councils. He had arrived at a point where, for all 
his abilities, he was distrusted by every party. He was 
thought to lack judgment and stability and was regarded 
as a guerrilla fighter impatient of discipline. He was con- 
sidered a clever man who associated too much with clever 
men—Birkenhead, Beaverbrook, Lloyd George—and who 
despised the necessary humdrum associations and com- 
promises of practical politics. 
In this situation he found relief, as well as profit, in his 

pen, writing, in Marlborough: His Life and Times, a mas- 
sive rehabilitation of his ancestor against the criticisms of 
the 19th-century historian Thomas Babington Macaulay. 
But overriding the past and transcending his worries about 
India was a mounting anxiety about the growing menace 
of Hitler’s Germany. Before a supine government and a 
doubting opposition, Churchill persistently argued the case 
for taking the German threat seriously and for the need to 
prevent the Luftwaffe from securing parity with the Royal 
Air Force. In this he was supported by a small but devoted 
personal following, in particular the gifted, curmudgeonly 
Oxford physics professor Frederick A. Lindemann (later 
Lord Cherwell), who enabled him to build up at Chartwell 
a private intelligence centre the information of which was 
often superior to that of the government. When Baldwin 
became prime minister in 1935, he persisted in exclud- 
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ing Churchill from office but gave him the exceptional 
privilege of membership in the secret committee on air- 
defense research, thus enabling him to work on some vital 
national problems. But Churchill had little success in his 
efforts to impart urgency to Baldwin’s administration. The 
crisis that developed when Italy invaded Ethiopia in 1935 
found Churchill ill prepared, divided between a desire 
to build up the League of Nations around the concept 
of collective security and the fear that collective action 
would drive Benito Mussolini into the arms of Hitler. The 
Spanish Civil War (1936-39) found him convinced of the 
virtues of nonintervention, first as a supporter and later 
as a critic of Francisco Franco. Such vagaries of judgment 
in fact reflected the overwhelming priority he accorded 
to one issue—the containment of German aggressiveness. 
At home there was one grievous, characteristic, romantic 
misreading of the political and public mood, when, in 
Edward VIII’s abdication crisis of 1936, he vainly opposed 
Baldwin by a public championing of the King’s cause. 
When Neville Chamberlain succeeded Baldwin, the gulf 

between the Cassandra-like Churchill and the Conservative 
leaders widened. Repeatedly the accuracy of Churchill’s 
information on Germany’s aggressive plans and progress 
was confirmed by events; repeatedly his warnings were 
ignored. Yet his handful of followers remained small; 
politically, Chamberlain felt secure in ignoring them. As 
German pressure mounted on Czechoslovakia, Churchill 
without success urged the government to effect a joint 
declaration of purpose by Great Britain, France, and the 
Soviet Union. When the Munich Agreement with Hitler 
was made in September 1938, sacrificing Czechoslovakia 
to the Nazis, Churchill laid bare its implications, insisting 
that it represented “a total and unmitigated defeat.” In 
March 1939 Churchill and his group pressed for a truly 
national coalition, and, at last, sentiment in the coun- 
try, recognizing him as the nation’s spokesman, began to 
agitate for his return to office. As long as peace lasted, 
Chamberlain ignored all such persuasions. 

LEADERSHIP DURING WORLD WAR II 

In a sense, the whole of Churchill’s previous career had 
been a preparation for wartime leadership. An intense 
patriot; a romantic believer in his country’s greatness and 
its historic role in Europe, the empire, and the world; a 
devotee of action who thrived on challenge and crisis; a 
student, historian, and veteran of war; a statesman who 
was master of the arts of politics, despite or because of long 
political exile; a man of iron constitution, inexhaustible 
energy, and total concentration, he seemed to have been 
nursing all his faculties so that when the moment came 
he could lavish them on the salvation of Britain and the 
values he believed Britain stood for in the world. 
On Sept. 3, 1939, the day Britain declared war on Ger- 

many, Chamberlain appointed Churchill to his old post in 
charge of the Admiralty. The signal went out to the fleet: 
“Winston is back.” On September 11 Churchill received a 
congratulatory note from Pres. Franklin D. Roosevelt and 
replied over the signature “Naval Person”; a memorable 
correspondence had begun. At once Churchill’s restless 
energy began to be felt throughout the administration, 
as his ministerial colleagues as well as his own depart- 
ment received the first of those pungent minutes that 
kept the remotest corners of British wartime government 
aware that their shortcomings were liable to detection and 
penalty. All his efforts, however, failed to energize the 
torpid Anglo-French entente during the so-called “phony 
war,” the period of stagnation in the European war before 
the German seizure of Norway in April 1940. The failure 
of the Narvik and Trondheim expeditions, dependent as 
they were on naval support, could not but evoke some 
memories of the Dardanelles and Gallipoli, so fateful for 
Churchill’s reputation in World War I. This time, how- 
ever, it was Chamberlain who was blamed, and it was 
Churchill who endeavoured to defend him. 
As prime minister. The German invasion of the Low 

Countries, on May 10, 1940, came like a hammer blow 
on top of the Norwegian fiasco. Chamberlain resigned. 
He wanted Lord Halifax, the foreign secretary, to succeed 
him, but Halifax wisely declined. It was obvious that 
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Churchill alone could unite and lead the nation, since the 
Labour Party, for all its old distrust of Churchill’s anti- 
Socialism, recognized the depth of his commitment to the 
defeat of Hitler. A coalition government was formed that 
included all elements save the far left and right. It was 
headed by a war Cabinet of five, which included at first 
both Chamberlain and Halifax—a wise but also magnan- 
imous recognition of the numerical strength of Chamber- 
lainite conservatism—and two Labour leaders, Clement 
Attlee and Arthur Greenwood. The appointment of Ernest 
Bevin, a tough trade-union leader, as minister of labour 
guaranteed cooperation on this vital front. Offers were 
made to Lloyd George, but he declined them. Churchill 
himself took, in addition to the leadership of the House of 
Commons, the Ministry of Defence. The pattern thus set 
was maintained throughout the war despite many changes 
of personnel. The Cabinet became an agency of swift 
decision, and the government that it controlled remained 
representative of all groups and parties. The Prime Min- 
ister concentrated on the actual conduct of the war. He 
delegated freely but also probed and interfered continu- 
ously, regarding nothing as too large or too small for his 
attention. The main function of the chiefs of the armed 
services became that of containing his great dynamism, as 
a governor regulates a powerful machine; but, though he 
prodded and pressed them continuously, he never went 
against their collective judgment. In all this, Parliament 
played a vital part. If World War II was strikingly free 
from the domestic political intrigues of World War I, it 
was in part because Churchill, while he always dominated 
Parliament, never neglected it or took it for granted. For 
him, Parliament was an instrument of public persuasion 
on which he played like a master and from which he drew 
strength and comfort. 
On May 13 Churchill faced the House of Commons for 

the first time as prime minister. He warned members of 
the hard road ahead—“I have nothing to offer but blood, 
toil, tears and sweat”—and committed himself and the 
nation to all-out war until victory was achieved. Behind 
this simplicity of aim lay an elaborate strategy to which he 
adhered with remarkable consistency throughout the war. 
Hitler’s Germany was the enemy; nothing should distract 
the entire British people from the task of effecting its 
defeat. Anyone who shared this goal, even a Communist, 
was an acceptable ally. The indispensable ally in this en- 
deavour, whether formally at war or not, was the United 

States. The cultivation and maintenance of its support was 
a central principle of Churchill’s thought. Yet whether the 
United States became a belligerent partner or not, the war 
must be won without a repetition for Britain of the cata- 
strophic bloodlettings of World War I; and Europe at the 
conflict’s end must be reestablished as a viable, self-deter- 
mining entity, while the Commonwealth should remain 
as a continuing, if changing, expression of Britain’s world 
role. Provided these essentials were preserved, Churchill, 
for all his sense of history, was surprisingly willing to sac- 
rifice any national shibboleths—of orthodox economics, 
of social convention, of military etiquette or tradition— 
on the altar of victory. Thus, within a couple of weeks of 
this crusading anti-Socialist’s assuming power, Parliament 
passed legislation placing all “persons, their services and 
their property at the disposal of the Crown”—granting the 
government in effect the most sweeping emergency powers 
in modern British history. 
The effort was designed to match the gravity of the hour. 

After the Allied defeat and the evacuation of the battered 
British forces from Dunkirk, Churchill warned Parliament 
that invasion was a real risk to be met with total and con- 
fident defiance. Faced with the swift collapse of France, 
Churchill made repeated personal visits to the French 
government in an attempt to keep France in the war, cul- 
minating in the celebrated offer of Anglo-French union on 
June 16, 1940. When all this failed, the Battle of Britain 
began. Here Churchill was in his element, in the firing 
line—at fighter headquarters, inspecting coast defenses or 
antiaircraft batteries, visiting scenes of bomb damage or 
victims of the “blitz,” smoking his cigar, giving his V sign, 
or broadcasting frank reports to the nation, laced with 
touches of grim Churchillian humour and splashed with 

Churchillian rhetoric. The nation-took him to its heart; he 
and they were one in “their finest hour.” 
Other painful and more debatable decisions fell to 

Churchill. The French fleet was attacked to prevent its 

surrender intact to Hitler. A heavy commitment was made 
to the concentrated bombing of Germany. At the height 
of the invasion threat, a decision was made to reinforce 
British strength in the eastern Mediterranean. Forces were 
also sent to Greece, a costly sacrifice; the evacuation of 
Crete looked like another Gallipoli, and Churchill came 
under heavy fire in Parliament. 
In these hard days the exchange of U.S. overage destroy- 

ers for British Caribbean bases and the response, by way 
of lend-lease, to Churchill’s boast “Give us the tools and 
we'll finish the job” were especially heartening to one who 
believed in a “mixing-up” of the English-speaking democ- 
racies. The unspoken alliance was further cemented in 
August 1941 by the dramatic meeting between Churchill 
and Roosevelt in Placentia Bay, Newfoundland, which 
produced the Atlantic Charter, a statement of common 
principles between the United States and Britain. 
Formation of the “grand alliance.’ When Hitler 

launched his sudden attack on the Soviet Union, 
Churchill’s response was swift and unequivocal. In a broad- 
cast on June 22, 1941, while refusing to “unsay” any of 
his earlier criticisms of Communism, he insisted that “the 
Russian danger... is our danger” and pledged aid to the 
Russian people. Henceforth, it was his policy to construct 
a “grand alliance” incorporating the Soviet Union and the 
United States. But it took until May 1942 to negotiate a 
20-year Anglo-Soviet pact of mutual assistance. 
The Japanese attack on Pearl Harbor (Dec. 7, 1941) 

altered, in Churchill’s eyes, the whole prospect of the war. 
He went at once to Washington, D.C., and, with Roo- 
sevelt, hammered out a set of Anglo-American accords: 
the pooling of both countries’ military and economic re- 
sources under combined boards and a combined chiefs of 
staff; the establishment of unity of command in all the- 
atres of war; and agreement on the basic strategy that the 
defeat of Germany should have priority over the defeat 
of Japan. The grand alliance had now come into being. 
Churchill could claim to be its principal architect. Safe- 
guarding it was the primary concern of his next three and 
a half years. 
In protecting the alliance, the respect and affection be- 

tween him and Roosevelt were of crucial importance. 
They alone enabled Churchill, in the face of relentless 
pressure from Stalin and ardent advocacy by the U.S. 
chiefs of staff, to secure the rejection of the “second front” 
in 1942, a project he regarded as premature and costly. 
In August 1942 Churchill himself flew to Moscow to ad- 
vise Stalin of the decision and to bear the brunt of his 
displeasure. At home, too, he came under fire in 1942: 
first in January after the reverses in Malaya and the Far 
East and later in June when Tobruk in North Africa fell 
to the Germans, but on neither occasion did his critics 
muster serious support in Parliament. The year 1942 saw 
some reconstruction of the Cabinet in a “leftward” di- 
rection, which was reflected in the adoption in 1943 of 
Lord Beveridge’s plan for comprehensive social insurance, 
endorsed by Churchill as a logical extension of the Liberal 
reforms of 1911. 
Military successes and political problems. The Allied 

landings in North Africa necessitated a fresh meeting be- 
tween Churchill and Roosevelt, this time in Casablanca in 
January 1943. There Churchill argued for an early, full- 
scale attack on “the under-belly of the Axis” but won 
only a grudging acquiescence from the Americans. There 
too was evolved the “unconditional surrender” formula 
of debatable wisdom. Churchill paid the price for his in- 
tensive travel (including Tripoli, Turkey, and Algeria) by 
an attack of pneumonia, for which, however, he allowed 
only the briefest of respites. In May he was in Washing- 
ton again, arguing against persistent American aversion to 
his “under-belly” strategy; in August he was at Quebec, 
working out the plans for Operation Overlord, the cross- 
Channel assault. When he learned that the Americans 
were planning a large-scale invasion of Burma in 1944, 
his fears that their joint resources would not be adequate 
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for a successful invasion of Normandy were revived. In 
November 1943 at Cairo he urged on Roosevelt priority 
for further Mediterranean offensives, but at Tehran in the 

first “Big Three” meeting, he failed to retain Roosevelt’s 
adherence to a completely united Anglo-American front. 
Roosevelt, though he consulted in private with Stalin, re- 
fused to see Churchill alone; for all their friendship there 
was also an element of rivalry between the two Western 
leaders that Stalin skillfully exploited. On the issue of 
Allied offensive drives into southern Europe, Churchill 
was outvoted. Throughout the meetings Churchill had 
been unwell, and on his way home he came down again 
with pneumonia. Though recovery was rapid, it was mid- 
January 1944 before convalescence was complete. By May 
he was proposing to watch the D-Day assaults from a bat- 
tle cruiser; only the King’s personal plea dissuaded him. 
Insistence on military success did not, for Churchill, 

mean indifference to its political implications. After the 
Quebec conference in September 1944, he flew to Moscow 
to try to conciliate the Russians and the Poles and to get 
an agreed division of spheres of influence in the Balkans 
that would protect as much of them as possible from 
Communism. In Greece he used British forces to thwart a 
Communist takeover and at Christmas flew to Athens to 
effect a settlement. Much of what passed at the Yalta Con- 
ference in February 1945, including the Far East settle- 
ment, concerned only Roosevelt and Stalin, and Churchill 
did not interfere. He fought to save the Poles but saw 
clearly enough that there was no way to force the Soviets 
to keep their promises. Realizing this, he urged the United 
States to allow the Allied forces to thrust as far into east- 
ern Europe as possible before the Russian armies should 
fill the vacuum left by German power, but he could not 
win over Roosevelt, Vice Pres. Harry S. Truman, or their 
generals to his views. He went to Potsdam in July in a 
worried mood. But in the final decisions of the conference 
he had no part; halfway through, when news came of his 
government’s defeat in parliamentary elections, he had to 
return to England and tender his resignation. 
Electoral defeat. Already in 1944, with victory in 

prospect, party politics had revived, and by May 1945 all 
parties in the wartime coalition wanted an early election. 
But whereas Churchill wanted the coalition to continue at 
least until Japan was defeated, Labour wished to resume 
its independence. Churchill as the popular architect of vic- 
tory seemed unbeatable, but as an election campaigner he 
proved to be his own worst enemy, indulging, seemingly 
at Beaverbrook’s urging, in extravagant prophecies of the 
appalling consequences of a Labour victory and identify- 
ing himself wholly with the Conservative cause. His cam- 
paign tours were a triumphal progress, but it was the war 
leader, not the party leader, whom the crowds cheered. 
Labour’s careful but sweeping program of economic and 
social reform was a better match for the nation’s mood 
than Churchill’s flamboyance. Though personally victori- 
Ous at his Essex constituency of Woodford, Churchill saw 
his party reduced to 213 seats in a Parliament of 640. 

POSTWAR POLITICAL CAREER 

As opposition leader and world statesman. The shock of 
rejection by the nation fell heavily on Churchill. Indeed, 
though he accepted the role of leader of the parliamen- 
tary opposition, he was never wholly at home in it. The 
economic and social questions that dominated domestic 
politics were not at the centre of his interests. Nor, with 
his imperial vision, could he approve of what he called 
Labour’s policy of “scuttle,” as evidenced in the granting 
of independence to India and Burma (though he did not 
vote against the necessary legislation). But in foreign pol- 
icy a broad identity of view persisted between the front 
benches, and this was the area to which Churchill primar- 
ily devoted himself. On March 5, 1946, at Fulton, Mo., he 
enunciated, in the presence of President Truman, the two 
central themes of his postwar view of the world: the need 
for Britain and the United States to unite as guardians 
of the peace against the menace of Soviet Communism, 
which had brought down an “iron curtain” across the face 
of Europe; and with equal fervour he emerged as an advo- 
cate of European union. At Ziirich, on Sept. 19, 1946, he 
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urged the formation of “a council of Europe” and himself 
attended the first assembly of the council at Strasbourg in 
1949. Meanwhile, he busied himself with his great history, 
The Second World War, six volumes (1948-53). 
The general election of February 1950 afforded Churchill 

an opportunity to seek again a personal mandate. He ab- 
stained from the extravagances of 1945 and campaigned 
with his party rather than above it. 
The electoral onslaught shook Labour but left them still 

in office. It took what Churchill called “one more heave” 
to defeat them in a second election, in October 1951. 
Churchill again took a vigorous lead in the campaign. He 
pressed the government particularly hard on its handling 
of the crisis caused by Iran’s nationalization of British oil 
companies and in return had to withstand charges of war- 
mongering. The Conservatives were returned with a nar- 
row majority of 26, and Churchill became prime minister 
for the second time. He formed a government in which the 
more liberal Conservatives predominated, though the Lib- 
eral Party itself declined Churchill’s suggestion of office. A 
prominent figure in the government was R.A. Butler, the 
progressive-minded chancellor of the Exchequer. Anthony 
Eden was foreign secretary. Some notable Churchillians 
were included, among them Lord Cherwell, who, as pay- 
master general, was principal scientific adviser with special 
responsibilities for atomic research and development. 
As prime minister again. The domestic labours and 

battles of his administration were far from Churchill’s 
main concerns. Derationing, decontrolling, rehousing, 
safeguarding the precarious balance of payments—these 
were relatively noncontroversial policies; only the return 
of nationalized steel and road transport to private hands 
aroused excitement. Critics sometimes complained of a 
lack of prime ministerial direction in these areas and, 
indeed, of a certain slackness in the reins of government. 
Undoubtedly Churchill was getting older and reserving 
more and more of his energies for what he regarded as 
the supreme issues, peace and war. He was convinced that 
Labour had allowed the transatlantic relationship to sag, 
and one of his first acts was to visit Washington (and also 
Ottawa) in January 1952 to repair the damage he felt had 
been done. The visit helped to check U.S. fears that the 
British would desert the Korean War, harmonized atti- 
tudes toward German rearmament and, distasteful though 
it was to Churchill, resulted in the acceptance of a U.S. 
naval commander in chief of the eastern Atlantic. It did 
not produce that sharing of secrets of atom bomb manu- 
facture that Churchill felt had unfairly lapsed after the war. 
To the disappointment of many, Churchill’s advocacy of 
European union did not result in active British participa- 
tion; his government confined itself to endorsement from 
the sidelines, though in 1954, faced with the collapse of 
the European Defense Community, Churchill and Eden 
came forward with a pledge to maintain British troops on 
the Continent for as long as necessary. 
The year 1953 was in many respects a gratifying one for 

Churchill. It brought the coronation of Queen Elizabeth 
II, which drew out all his love of the historic and sym- 
bolic. He personally received two notable distinctions, the 
Order of the Garter and the Nobel Prize for Literature. 
However, his hopes for a revitalized “special relationship” 
with Pres. Dwight D. Eisenhower during his tenure in the 
White House, beginning in 1953, were largely frustrated. 
A sudden stroke in June, which caused partial paralysis, 
obliged Churchill to cancel a planned Bermuda meeting 
at which he hoped to secure Eisenhower’s agreement to 
summit talks with the Russians. By October, Churchill had 

made a remarkable recovery and the meeting was held in 
December. But it did not yield results commensurate with 
Churchill’s hopes. The two leaders, for all their amity, 
were not the men they once were; their subordinates, John 

Foster Dulles and Anthony Eden, were antipathetic; and, 
above all, the role and status of each country had changed. 
In relation to the Far East in particular there was a per- 
sistent failure to see eye to eye. Though Churchill and 
Eden visited Washington, D.C., in June 1954 in hopes of 
securing U.S. acceptance of the Geneva Accords designed 
to bring an end to the war in Indochina, their success was 
limited. Over Egypt, however, Churchill’s conversion to 

Advocacy 
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an agreement permitting a phased withdrawal of British 
troops from the Suez base won Eisenhower’s endorsement 
and encouraged hopes, illusory as it subsequently ap- 
peared, of good Anglo-American cooperation in this area. 
In 1955, “arming to parley,” Churchill authorized the 
manufacture of a British hydrogen bomb while still striv- 
ing for a summit conference. Age, however, robbed him of 
this last triumph. His powers were too visibly failing. His 
80th birthday, on Nov. 30, 1954, had been the occasion 
of a unique all-party ceremony of tribute and affection 
in Westminster Hall. But the tribute implied a pervasive 
assumption that he would soon retire. On April 5, 1955, 
his resignation took place, only a few weeks before his 
chosen successor, Sir Anthony Eden, announced plans for 

a four-power conference at Geneva. 
Retirement and death. Although Churchill laid down 

the burdens of office amid the plaudits of the nation and 
the world, he remained in the House of Commons (declin- 
ing a peerage) to become “father of the house” and even, 
in 1959, to fight and win yet another election. He also 
published another major work, A History of the English- 
Speaking Peoples, four volumes (1956-58). But his health 
declined, and his public appearances became rare. On 
April 9, 1963, he was accorded the unique distinction of 
having an honorary U.S. citizenship conferred on him by 
an act of Congress. His death at his London home on Jan. 
24, 1965, was followed by a state funeral at which almost 
the whole world paid tribute. He was buried in the family 
grave in Bladon churchyard, Oxfordshire. 
Assessment. In any age and time a man of Churchill’s 

force and talents would have left his mark on events and 
society. A gifted journalist, a biographer and historian of 
classic proportions, an amateur painter of talent, an or- 
ator of rare power, a soldier of courage and distinction, 

Churchill, by any standards, was a man of rare versatility. 
But it was as a public figure that he excelled. His experi- 
ence of office was second only to Gladstone’s, and his gifts 
as a parliamentarian hardly less, but it was as a wartime 
leader that he left his indelible imprint on the history of 
Britain and on the world. In this capacity, at the peak of 
his powers, he united in a harmonious whole his liberal 
convictions about social reform, his deep conservative de- 
votion to the legacy of his nation’s history, his unshakable 
resistance to tyranny from the right or from the left, and 
his capacity to look beyond Britain to the larger Atlantic 
community and the ultimate unity of Europe. A romantic, 
he was also a realist, with an exceptional sensitivity to tac- 
tical considerations at the same time as he unswervingly 

adhered to his strategical objectives. A fervent patriot, he 
was also a citizen of the world. An indomitable fighter, he 
was a generous victor. Even in the transition from war to 
peace, a phase in which other leaders have often stumbled, 
he revealed, at an advanced age, a capacity to learn and 
to adjust that was in many respects superior to that of his 
younger colleagues. 
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Circulation and Circulatory Systems 
ithin any living organism, the process of circu- 

W ition involves all of the fluids of the body and 
permits a continuous integration among various 

tissues. Important in this process is the intake of metabolic 
materials, the conveyance of these materials throughout 
the organism, and the return of harmful by-products to 
the environment. 
Invertebrate animals have a great variety of liquids, cells, 

and modes of circulation, though many invertebrates have 
what is called an open system, in which fluid passes more 
or less freely throughout the tissues or defined areas of 
tissue. All vertebrates, however, have a closed system— 

that is, their circulatory system transmits fluid through 
an intricate network of vessels. This system contains two 
fluids, blood and lymph, and functions by means of 
two interacting modes of circulation, the cardiovascular 
system and the lymphatic system; both the fluid com- 
ponents and the vessels through which they flow reach 
their greatest elaboration and specialization in the mam- 

malian systems and, particularly, in the human body. 
For this reason the human cardiovascular system is dis- 

cussed in a separate section of this article and is preceded 
by a general survey of the circulatory systems of all other 
animals, from the single-celled to the vertebrate. Finally, 
the last section of the article is concerned with the dis- 
eases and disorders of the human cardiovascular system 
and includes a discussion of various surgical treatments 
of the heart. 
A full treatment of human blood and its various com- 

ponents can be found in the article BLoop. A discus- 
sion of how the systems of circulation, respiration, and 
metabolism work together within an animal organism 
is found in the article RESPIRATION AND RESPIRATORY 
SYSTEMS, (Ed.) 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, sections 421 and 422, and 
the Index. 
This article is divided into the following sections: 
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The 

Eumetazoa 

Main features of circulatory systems 

GENERAL FEATURES OF CIRCULATION 

All living organisms take in molecules from their envi- 
ronments, use them to support the metabolism of their 

own substance, and release by-products back into the en- 
vironment. The internal environment differs more or less 
greatly from the external environment, depending on the 
species. It is normally maintained at constant conditions 
by the organism so that it is subject to relatively minor 
fluctuations. In individual cells, either as independent or- 
ganisms or as parts of the tissues of multicellular animals, 
molecules are taken in either by their direct diffusion 
through the cell wall or by the formation by the surface 
membrane of vacuoles that carry some of the environ- 
mental fluid containing dissolved molecules. Within the 
cell, cyclosis (streaming of the fluid cytoplasm) distributes 
the metabolic products. 
Molecules are normally conveyed between cells and 

throughout the body of multicellular organisms in a circu- 
latory fluid, called blood, through special channels, called 
blood vessels, by some form of pump, which, if restricted 
in position, is usually called a heart. In vertebrates blood 
and lymph (the circulating fluids) have an essential role 
in maintaining homeostasis (the constancy of the internal 
environment) by distributing substances to parts of the 
body when required and by removing others from areas 
in which their accumulation would be harmful. 
The animal kingdom can be divided into two subking- 

doms—Protozoa, which contains the unicellular animals; 

and Metazoa, which contains all the multicellular animals. 
The Metazoa may be further divided into the Parazoa, 

which contains the Porifera (sponges), which lack defined 
tissues and have no organs; and Eumetazoa, which con- 
tains all of the remaining multicellular (metazoan) animals. 
One eumetazoan phylum, Cnidaria (Coelenterata)— 

which includes sea anemones, jellyfish, and corals—has a 
diploblastic level of organization (i.e., its members have 
two layers of cells). The outer layer, called the ectoderm, 
and the inner layer, called the endoderm, are separated 
by an amorphous, acellular layer called the mesoglea; 
for these animals, bathing both cellular surfaces with en- 
vironmental fluid is sufficient to supply their metabolic 
needs. All other major eumetazoan phyla are triploblas- 
tic (i.e., their members have three layers of cells), with 
the third cellular layer, called the mesoderm, developing 
between the endoderm and ectoderm. At its simplest, the 

mesoderm provides a network of packing cells around 
the animal’s organs; this is probably best exhibited in the 
phylum Platyhelminthes (flatworms). 
Nematoda, Rotifera, and a number of other smaller 

eumetazoan classes and phyla have a fluid-filled cavity, 
called the pseudocoelom, that arises from an embryonic 
cavity and contains the internal organs free within it. All 
other eumetazoans have a body cavity, the coelom, which 
originates as a cavity in the embryonic mesoderm. Meso- 
derm lines the coelom and forms the peritoneum, which 
also surrounds and supports the internal organs. While 
this increase in complexity allows for increase in animal 
size, it has certain problems. As the distances from me- 
tabolizing cells to the source of metabolites (molecules to 
be metabolized) increases, a means of distribution around 

the body is necessary for all but the smallest coelomates. 
Many invertebrate animals are aquatic and the problem 

of supplying fluid is not critical. For terrestrial organisms, 
however, the fluid reaching the tissues comes from water 
that has been drunk, absorbed in the alimentary canal, 
and passed to the bloodstream. Fluid may leave the blood, 
usually with food and other organic molecules in solu- 
tion, and pass to the tissues, from which it returns in the 
form of lymph. Especially in the vertebrates, lymph passes 
through special pathways, called lymphatic channels, to 
provide the lymphatic circulation. 

In many invertebrates, however, the circulating fluid is 
not confined to distinct vessels, and it more or less freely 
bathes the organs directly. The functions of both circulat- 
ing and tissue fluid are thus combined in the fluid, often 
known as hemolymph. The possession of a blood supply 
and coelom, however, does not exclude the circulation of 

environmental water through the body. Members of the 
phylum Echinodermata (starfishes and sea urchins, for ex- 
ample) have a complex water vascular system used mainly 
for locomotion. 
An internal circulatory system transports essential gases 

and nutrients around the body of an organism, removes 
unwanted products of metabolism from the tissues, and 
carries these products to specialized excretory organs, if 
present. Although a few invertebrate animals circulate ex- 
ternal water through their bodies for respiration, and, in 
the case of cnidarians, nutrition, most species circulate an 
internal fluid, called blood. 

There may also be external circulation that sets up cur- 
rents in the environmental fluid to carry it over respiratory 
surfaces and, especially in the case of sedentary animals, 
to carry particulate food that is strained out and passed 

to the alimentary canal. Additionally, the circulatory sys- 
tem may assist the organism in movement; for example, 
protoplasmic streaming in amoeboid protozoans circulates 
nutrients and provides pseudopodal locomotion. The hy- 
drostatic pressure built up in the circulatory systems of 
many invertebrates is used for a range of whole-body and 
individual-organ movement. 

BODY FLUIDS 

The fluid compartments of animals consist of intracellular 
and extracellular components. The intracellular compo- 
nent includes the body cells and, where present, the blood 

cells, while the extracellular component includes the tissue 
fluid, coelomic fluid, and blood plasma. In all cases the 
major constituent is water derived from the environment. 
The composition of the fluid varies markedly depending 
on its source and is regulated more or less precisely by 
homeostasis. 
Blood and coelomic fluid are often physically separated 

by the blood-vessel walls; where a hemocoel (a blood- 
containing body cavity) exists, however, blood rather than 

coelomic fluid occupies the cavity. The composition of 
blood may vary from what is little more than the envi- 
ronmental water containing small amounts of dissolved 
nutrients and gases to the highly complex tissue contain- 
ing many cells of different types found in mammals. 
Lymph essentially consists of blood plasma that has left 

the blood vessels and has passed through the tissues. It is 
generally considered to have a separate identity when it 
is returned to the bloodstream through a series of vessels 
independent of the blood vessels and the coelomic space. 
Coelomic fluid itself may circulate in the body cavity. 
In most cases this circulation has an apparently random 
nature, mainly because of movements of the body and 
organs. In some phyla, however, the coelomic fluid has a 
more important role in internal distribution and is circu- 
lated by ciliary tracts. 

FLUID COMPARTMENTS 

Blood is circulated through vessels of the blood vascular 
system. Blood is moved through this system by some form 
of pump. The simplest pump, or heart, may be no more 
than a vessel along which a wave of contraction passes to 
propel the blood. This simple, tubular heart is adequate 
where low blood pressure and relatively slow circulation 
rates are sufficient to supply the animal’s metabolic re- 
quirements, but it is inadequate in larger, more active, and 
more demanding species. In the latter animals, the heart 
is usually a specialized, chambered, muscular pump that 
receives blood under low pressure and returns it under 

higher pressure to the circulation. Where the flow of blood 
is in one direction, as is normally the case, valves in the 
form of flaps of tissue prevent backflow. 

A characteristic feature of hearts is that they pulsate 
throughout life and any prolonged cessation of heartbeat 
is fatal. Contractions of the heart muscle may be initiated 
in one of two ways. In the first, the heart muscle may 
have an intrinsic contractile property that is independent 
of the nervous system. This myogenic contraction is found 
in all vertebrates and some invertebrates. In the second, 
the heart is stimulated by nerve impulses from outside the 
heart muscle. The hearts of other invertebrates exhibit this 
neurogenic contraction. 
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Chambered hearts, as found in vertebrates and some 
larger invertebrates, consist of a series of interconnected 
muscular compartments separated by valves. The first 

chamber, the auricle, acts as a reservoir to receive the 
blood that then passes to the second and main pumping 
chamber, the ventricle. Expansion of a chamber is known 
as diastole and contraction as systole. As one chamber un- 
dergoes systole the other undergoes diastole, thus forcing 
the blood forward. The series of events during which blood 
is passed through the heart is known as the cardiac cycle. 
Contraction of the ventricle forces the blood into the 

vessels under pressure, known as the blood pressure. As 
contraction continues in the ventricle, the rising pressure is 
sufficient to open the valves that had been closed because 
of attempted reverse blood flow during the previous cycle. 
At this point the ventricular pressure transmits a high- 
speed wave, the pulse, through the blood of the arterial 
system. The volume of blood pumped at each contraction 
of the ventricle is known as the stroke volume, and the 
output is usually dependent on the animal’s activity. 

After leaving the heart, the blood passes through a series 
of branching vessels of steadily decreasing diameter. The 
smallest branches, only a few micrometres (there are about 

25,000 micrometres in one inch) in diameter, are the 

capillaries, which have thin walls through which the fluid 
part of the blood may pass to bathe the tissue cells. The 
capillaries also pick up metabolic end products and carry 
them into larger collecting vessels that eventually return 
the blood to the heart. In vertebrates there are structural 
differences between the muscularly walled arteries, which 
carry the blood under high pressure from the heart, and 
the thinner walled veins, which return it at much reduced 
pressure. Although such structural differences are less ap- 
parent in invertebrates, the terms artery and vein are 
used for vessels that carry blood from and to the heart, 
respectively. 

The closed circulatory system found in vertebrates is not 
universal; a number of invertebrate phyla have an “open” 
system. In the latter animals, the blood leaving the heart 
passes into a series of open spaces, called sinuses, where 
it bathes internal organs directly. Such a body cavity is 
called a hemocoel, a term that reflects the amalgamation 
of the blood system and the coelom. 

Invertebrate circulatory systems 

BASIC PHYSICOCHEMICAL CONSIDERATIONS 

To maintain optimum metabolism, all living cells require 
a suitable environment, which must be maintained within 
relatively narrow limits. An appropriate gas phase (i.e., 
suitable levels of oxygen and other gases), an adequate 
and suitable nutrient supply, and a means of disposal of 
unwanted products are all essential. 
Direct diffusion through the body surface supplies the 

necessary gases and nutrients for small organisms, but 
even some single-celled protozoa have a rudimentary cir- 
culatory system. Cyclosis in many ciliates carries food 
vacuoles—which form at the forward end of the gullet 
(cytopharynx)—on a more or less fixed route around the 
cell, while digestion occurs to a fixed point of discharge. 
For most animal cells, the supply of oxygen is largely 

independent of the animal and therefore is a limiting fac- 
tor in its metabolism and ultimately in its structure and 
distribution. The nutrient supply to the tissues, however, 
is controlled by the animal itself, and, because both major 
catabolic end products of metabolism—ammonia (NH,) 
and carbon dioxide (CO,)—are more soluble than oxygen 
(O,) in water and the aqueous phase of the body fluids, 
they tend not to limit metabolic rates. The diffusion rate 
of CO, is less than that of O,, but its solubility is 30 
times that of oxygen. This means that the amount of co, 
diffusing is 26 times as high as for oxygen at the same 
temperature and pressure. 
The oxygen available to a cell depends on the concentra- 

tion of oxygen in the external environment and the effi- 
ciency with which it is transported to the tissues. Dry air 
at atmospheric pressure contains about 21 percent oxygen, 
the percentage of which decreases with increasing altitude. 
Well-aerated water has the same percentage of oxygen as 
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the surrounding air; however, the amount of dissolved 
oxygen is governed by temperature and the presence of 
other solutes. For example, seawater contains 20 percent 
less oxygen than fresh water under the same conditions. 
The rate of diffusion depends on the shape and size of the 

diffusing molecule, the medium through which it diffuses, 
the concentration gradient, and the temperature. These 
physicochemical constraints imposed by gaseous diffusion 
have a relationship with animal respiration. Investigations 
have suggested that a spherical organism larger than 0.5 
millimetre (0.02 inch) radius would not obtain enough 
oxygen for the given metabolic rate, and so a supple- 
mentary transport mechanism would be required. Many 
invertebrates are small, with direct diffusion distances of 
less than 0.5 millimetre. Considerably larger species, how- 
ever, still survive without an internal circulatory system. 

ANIMALS WITHOUT INDEPENDENT VASCULAR SYSTEMS 

A sphere represents the smallest possible ratio of surface 
area to volume; modifications in architecture, reduction 
of metabolic rate, or both may be exploited to allow size 
increase. Sponges (Figure 1A) overcome the problem of 

oxygen supply and increase the chance of food capture 
by passing water through their many pores using ciliary 
action. The level of organization of sponges is that of a 
coordinated aggregation of largely independent cells with 
poorly defined tissues and no organ systems. The whole 
animal has a relatively massive surface area for gaseous 
exchange, and all cells are in direct contact with the pass- 
ing water current. 

Among the eumetazoan (multicellular) animals the 
cnidarians (sea anemones, corals, and jellyfish) are 
diploblastic, the inner endoderm and outer ectoderm be- 
ing separated by an acellular mesoglea. Sea anemones 
and corals may also grow to considerable size and exhibit 
complex external structure that, again, has the effect of 
increasing surface area. Their fundamentally simple struc- 
ture—with a gastrovascular cavity continuous with the ex- 
ternal environmental water—allows both the endodermal 
and ectodermal cells of the body wall access to aerated 
water, permitting direct diffusion (Figure 1B). 
This arrangement is found in a number of other inver- 

tebrates, such as Ctenophora (comb jellies), and is ex- 
ploited further by jellyfish, which also show a rudimentary 
internal circulatory system. The thick, largely acellular, 
gelatinous bell of a large jellyfish may attain a diameter 
of 40 centimetres (16 inches) or more. The gastrovascular 
cavity is modified to form a series of water-filled canals 
that ramify through the bell and extend from the central 
gastric pouches to a circular canal that follows the pe- 
riphery of the umbrella. Ciliary activity within the canals 
slowly passes food particles and water, taken in through 
the mouth, from the gastric pouches (where digestion is 
initiated) to other parts of the body. Ciliary activity is a 
relatively inefficient means of translocating fluids, and it 
may take up to half an hour to complete a circulatory 
cycle through even a small species. To compensate for 
the inefficiency of the circulation, the metabolic rate of 
the jellyfish is low, and organic matter makes up only a 
small proportion of the total body constituents. The cen- 
tral mass of the umbrella may be a considerable distance 
from either the exumbrella surface or the canal system, 

and, while it contains some wandering amoeboid cells, its 

largely acellular nature means that its metabolic require- 
ments are small. 

VASCULAR SYSTEMS 

While ciliary respiratory currents are sufficient to supply 
the requirements of animals with simple epithelial tissues 
and low metabolic rates, most species whose bodies con- 

tain a number of organ systems require a more efficient 
circulatory system. Many invertebrates and all vertebrates 
have a closed vascular system in which the circulatory 
fluid is totally confined within a series of vessels consist- 
ing of arteries, veins, and fine linking capillaries. Insects, 
most crustaceans, and many mollusks, however, have an 

open system in which the circulating fluid passes some- 
what freely among the tissues before being collected and 
recirculated. 

Rate of 

diffusion 

Circulation 
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Figure 1: Vertical section through (A) sponge and (B) sea 
anemone, with water circulation indicated by arrows; (C) 
circulation in nemertean worm; (D) internal arrangement 

of ciliated endodermal canals in jellyfish; arrows show the 
direction of water currents; (E) circulation in earthworm; (F) 
circulation in decapod crustacean; (G) circulation in insect 
(grasshopper). 

From (B,F) R. Buchsbaum, Animals Without Backbones (1948), University of Chicago Press; 
(C) TJ Parker and W.A. Haswell, Textbook of Zoology, St. Martin's Press, Inc., Macmillan & 
Co., Ltd.; (E,G) Biological Sciences Curriculum Study, Biological Science: An Inquiry Into Lite, 
second edition, 1968, Harcourt Brace Jovanovich 

The distinction between open and closed circulatory sys- 
tems may not be as great as was once thought; some 

crustaceans have vessels with dimensions similar to those 
of vertebrate capillaries before opening into tissue si- 
nuses. The circulatory fluid in open systems is strictly 
hemolymph, but the term “blood” is commonly used to 
denote the transporting medium in both open and closed 
systems. Compared with closed systems, open circulatory 
systems generally work at lower pressures, and the rate 
of fluid return to the heart is slower. Blood distribution 
to individual organs is not regulated easily, and the open 
system is not as well-adapted for rapid response to change. 
Blood. The primary body cavity (coelom) of triploblas- 

tic multicellular organisms arises from the central meso- 
derm, which emerges from between the endoderm and 
ectoderm during embryonic development. The fluid of 
the coelom containing free mesodermal cells constitutes 
the blood and lymph. The composition of blood varies 
between different organisms and within one organism at 
different stages during its circulation. Essentially, how- 
ever, the blood consists of an aqueous plasma containing 
sodium, potassium, calcium, magnesium, chloride, and 
sulfate ions; some trace elements; a number of amino 

acids; and possibly a protein known as a respiratory pig- 

ment. If present in invertebrates, the respiratory pigments 
are normally dissolved in the plasma and are not enclosed 
in blood cells. The constancy of the ionic constituents 
of blood and their similarity to seawater have been used 
by some scientists as evidence of a common origin for 
life in the sea. 
An animal’s ability to control its gross blood con- 

centration (i.e., the overall ionic concentration of the 
blood) largely governs its ability to tolerate environmental 
changes. In many marine invertebrates, such as echino- 
derms and some mollusks, the osmotic and ionic charac- 
teristics of the blood closely resemble those of seawater. 
Other aquatic, and all terrestrial, organisms, however, 
maintain blood concentrations that differ to some extent 
from their environments and thus have a greater potential 

range of habitats. In addition to maintaining the overall 
stability of the internal environment, blood has a range 
of other functions. It is the major means of transport of 
nutrients, metabolites, excretory products, hormones, and 
gases, and it may provide the mechanical force for such 
diverse processes as hatching and molting in arthropods 
and burrowing in bivalve mollusks. 
Invertebrate blood may contain a number of cells (hemo- 

cytes) arising from the embryonic mesoderm. Many dif- 
ferent types of hemocytes have been described in different 
species, but they have been studied most extensively in 
insects, in which four major types and functions have been 
suggested: (1) phagocytic cells that ingest foreign particles 
and parasites and in this way may confer some nonspe- 
cific immunity to the insect; (2) flattened hemocytes that 
adhere to the surface of the invader and remove its supply 
of oxygen, resulting in its death; metazoan parasites that 
are too large to be engulfed by the phagocytic cells may be 
encapsulated by these cells instead; (3) hemocytes that as- 
sist in the formation of connective tissue and the secretion 
of mucopolysaccharides during the formation of basement 
membranes; they may be involved in other aspects of 
intermediate metabolism as well; and (4) hemocytes that 
are concerned with wound healing; the plasma of many 
insects does not coagulate, and either pseudopodia or 
secreted particles from hemocytes (cystocytes) trap other 
such cells to close the lesion until the surface of the skin 
regenerates. 
While the solubility of oxygen in blood plasma is ade- 

quate to supply the tissues of some relatively sedentary 
invertebrates, more active animals with increased oxygen 
demands require an additional oxygen carrier. The oxygen 
carriers in blood take the form of metal-containing protein 
molecules that frequently are coloured and thus com- 
monly known as respiratory pigments. The most widely 
distributed respiratory pigments are the red hemoglobins, 
which have been reported in all classes of vertebrates, 
in most invertebrate phyla, and even in some plants. 
Hemoglobins consist of a variable number of subunits, 
each containing an iron—porphyrin group attached to a 
protein. The distribution of hemoglobins in just a few 
members of a phylum and in many different phyla argues 
that the hemoglobin type of molecule must have evolved 
many times with similar iron—porphyrin groups and dif- 
ferent proteins. 
The green chlorocruorins are also iron—porphyrin pig- 

ments and are found in the blood of a number of families 
of marine polychaete worms. There is a close resemblance 
between chlorocruorin and hemoglobin molecules, and a 
number of species of a genus, such as those of Serpula, 
contain both, while some closely related species exhibit 
an almost arbitrary distribution. For example, Spirorbis 
borealis has chlorocruorin, S. corrugatus has hemoglobin, 
and S. militaris has neither. 
The third iron-containing pigments, the hemerythrins, are 

violet. They differ structurally from both hemoglobin and 
chlorocruorin in having no porphyrin groups and contain- 
ing three times as much iron, which is attached directly to 
the protein. Hemerythrins are restricted to a small num- 
ber of animals, including some polychaete and sipunculid 
worms, the brachiopod Lingula, and some priapulids. 
Hemocyanins are copper-containing respiratory pigments 

found in many mollusks (some bivalves, many gastropods, 
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and cephalopods) and arthropods (many crustaceans, some 

arachnids, and the horseshoe crab, Limulus). They are 
colourless when deoxygenated but turn blue on oxygen- 
ation. The copper is bound directly to the protein, and 
oxygen combines reversibly in the proportion of one oxy- 
gen molecule to two copper atoms. 
The presence of a respiratory pigment greatly increases 

the oxygen-carrying capacity of blood; invertebrate blood 
may contain up to 10 percent oxygen with the pigment, 
compared with about 0.3 percent in the absence of the pig- 
ment. All respiratory pigments become almost completely 
saturated with oxygen even at oxygen levels, or pressures, 
below those normally found in air or water. The oxygen 
pressures at which the various pigments become saturated 
depend on their individual chemical characteristics and 
on such conditions as temperature, pH, and the presence 
of carbon dioxide. 
In addition to their direct transport role, respiratory pig- 

ments may temporarily store oxygen for use during periods 
of respiratory suspension or decreased oxygen availability 
(hypoxia). They may also act as buffers to prevent large 
blood pH fluctuations, and they may have an osmotic 
function that helps to reduce fluid loss from aquatic or- 
ganisms whose internal hydrostatic pressure tends to force 
water out of the body. 
Hearts. All systems involving the consistent movement 

of circulating fluid require at least one repeating pump 
and, if flow is to be in one direction, usually some arrange- 

ment of valves to prevent backflow. The simplest form of 
animal circulatory pump consists of a blood vessel down 
which passes a wave of muscular contraction, called peri- 
stalsis, that forces the enclosed blood in the direction of 
contraction. Valves may or may not be present. This type 
of heart is widely found among invertebrates, and there 
may be many pulsating vessels in a single individual. 
In the earthworm, the main dorsal (aligned along the 

back) vessel contracts from posterior to anterior 15 to 
20 times per minute, pumping blood toward the head. 
At the same time, the five paired segmental lateral (side) 
vessels, which branch from the dorsal vessel and link it to 
the ventral (aligned along the bottom) vessel, pulsate with 
their own independent rhythms. Although unusual, it is 
possible for a peristaltic heart to reverse direction. After 
a series of contractions in one direction, the hearts of 

tunicates (sea squirts) gradually slow down and eventually 
stop. After a pause the heart starts again, with reverse 
contractions pumping the blood in the opposite direction. 
An elaboration of the simple peristaltic heart is found in 

the tubular heart of most arthropods, in which part of the 
dorsal vessel is expanded to form one or more linearly 
arranged chambers with muscular walls. The walls are per- 
forated by pairs of lateral openings (ostia) that allow blood 
to flow into the heart from a large surrounding sinus, the 
pericardium. The heart may be suspended by alary mus- 
cles, contraction of which expands the heart and increases 
blood flow into it. The direction of flow is controlled by 
valves arranged in front of the in-current ostia. 
Chambered hearts with valves and relatively thick mus- 

cular walls are less commonly found in invertebrates but 
do occur in some mollusks, especially cephalopods (octo- 
pus and squid). Blood from the gills enters one to four 
auricles (depending on the species) and is passed back to 
the tissues by contraction of the ventricle. The direction 
of flow is controlled by valves between the chambers. The 
filling and emptying of the heart are controlled by regular 
rhythmical contractions of the muscular wall. 
In addition to the main systemic heart, many species have 

accessory booster hearts at critical points in the circulatory 
system. Cephalopods have special muscular dilations, the 
branchial hearts, that pump blood through the capillaries, 
and insects may have additional ampullar hearts at the 
points of attachment of many of their appendages. 
The control of heart rhythm may be either myogenic 

(originating within the heart muscle itself) or neurogenic 
(originating in nerve ganglia). The hearts of the inverte- 
brate mollusks, like those of vertebrates, are myogenic. 
They are sensitive to pressure and fail to give maximum 
beats unless distended; the beats become stronger and 
more frequent with increasing blood pressure. Although 
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under experimental conditions acetylcholine (a substance 
that transmits nerve impulses across a synapse) inhibits 
molluscan heartbeat, indicating some stimulation of the 
heart muscle by the nervous system, cardiac muscle con- 
traction will continue in excised hearts with no connection 
to the central nervous system. Tunicate hearts have two 
noninnervated, myogenic pacemakers, one at each end of 
the peristaltic pulsating vessel. Separately, each pacemaker 
causes a series of normal beats followed by a sequence of 
abnormal ones; together, they provide periodic reversals 
of blood flow. 
The control of heartbeat in most other invertebrates is 

neurogenic, and one or more nerve ganglia with attendant 
nerve fibres control contraction. Removal of the ganglia 
stops the heart, and the administration of acetylcholine 
increases its rate. Adult heart control may be neurogenic 
but not necessarily in all stages in the life cycle. The em- 
bryonic heart may show myogenic peristaltic contractions 
prior to innervation. 
Heart rate differs markedly among species and under dif- 

ferent physiological states of a given individual. In general 
it is lower in sedentary or sluggish animals and faster in 
small ones. The rate increases with internal pressure but 
often reaches a plateau at optimal pressures. Normally, 
increasing the body temperature 10° C (50° F) causes an 
increase in heart rate of two to three times. Oxygen avail- 
ability and the presence of carbon dioxide affect the heart 
rate, and during periods of hypoxia the heart rate may 
decrease to almost a standstill to conserve oxygen stores. 
The time it takes for blood to complete a single circu- 

latory cycle is also highly variable but tends to be much 
longer in invertebrates than in vertebrates. For example, 
in isolation, the circulation rate in mammals is about 10 
to 30 seconds, for crustaceans about one minute, for cock- 

roaches five to six minutes, and for other insects almost 
30 minutes. 

ACOELOMATES AND PSEUDOCOELOMATES 

At the simplest levels of metazoan organization, where 
there are at most two cell layers, the tissues are arranged 
in sheets. The necessity for a formal circulatory system 
does not exist, nor are the mesodermal tissues, normally 
forming one, present. The addition of the mesodermal 
layer allows greater complexity of organ development and 
introduces further problems in supplying all cells with 
their essential requirements. 

Invertebrate phyla have developed a number of solutions 
to these problems; most but not all involve the develop- 
ment of a circulatory system: as described above, sponges 
and cnidarians (Figure 1D) permit all cells direct access to 
environmental water. Among the acoelomate phyla, the 
members of Platyhelminthes (flatworms) have no body 
cavity, and the space between the gut and the body wall, 
when present, is filled with a spongy organ tissue of 
mesodermal cells through which tissue fluids may perco- 
late. Dorsoventral (back to front) flattening, ramifying gut 
ceca (cavities open at one end), and, in the endoparasitic 
flatworm forms, glycolytic metabolic pathways (which re- 
lease metabolic energy in the absence of oxygen) reduce 
diffusion distances and the need for oxygen and allow 
the trematodes and turbellarians of this phylum to main- 
tain their normal metabolic rates in the absence of an 
independent circulatory system. The greatly increased and 
specialized body surface of the cestodes (tapeworms) of 
this phylum has allowed them to dispense with the gut as 
well. Most of the other acoelomate invertebrate animals 
are small enough that direct diffusion constitutes the ma- 
jor means of internal transport. 

One acoelomate phylum, Nemertea (proboscis worms), 
contains the simplest animals possessing a true vascular 
system (Figure IC). In its basic form there may be only 
two vessels situated one on each side of the straight gut. 
The vessels unite anteriorly by a cephalic space and pos- 
teriorly by an anal space lined by a thin membrane. The 
system is thus closed, and the blood does not directly bathe 
the tissues. The main vessels are contractile, but blood 

flow is irregular and it may move backward or forward 
within an undefined circuit. The blood is usualiy colour- 
less, although some species contain pigmented blood cells 
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whose function remains obscure; phagocytic amoebocytes 

are usually also present. Although remaining fundamen- 
tally simple, the system can grow more elaborate with the 
addition of extra vessels. 
Pseudocoelomate metazoans have a fluid-filled body cav- 

ity, the pseudocoelom, which, unlike a true coelom, does 
not have a cellular peritoneal lining. Most of the pseu- 
docoelomates (e.g., the classes Nematoda and Rotifera) 

are small and none possess an independent vascular sys- 
tem. Muscular body and locomotor movements may help 
to circulate nutrients within the pseudocoelom between 

the gut and the body wall. The lacunar system of chan- 
nels within the body wall of the gutless acanthocepha- 
lans (spiny-headed worms) may represent a means of 
circulation of nutrients absorbed through the body wall. 
Hemoglobin has been found in the pseudocoelomic fluid 
of a number of nematodes, but its precise role in oxygen 
transport is not known. 

COELOMATES 

Despite their greater potential complexity, many of the 
minor coelomate phyla (e.g., Pogonophora, Sipuncula, 
and Bryozoa) contain small animals that rely on direct 
diffusion and normal muscular activity to circulate the 
coelomic fluid. All of the major and some of the minor 
phyla have well-developed blood vascular systems, often 
of open design. 
Annelida. While some small segmented worms of the 

phylum Annelida have no separate circulatory system, 
most have a well-developed closed system. The typical 
arrangement is for the main contractile dorsal vessel to 
carry blood anteriorly while a number of vertical seg- 
mental vessels, often called hearts, carry it to the ventral 
vessel, in which it passes posteriorly (Figure 1E). Segmen- 
tal branches supply and collect blood from the respiratory 
surfaces, the gut, and the excretory organs. 
There is, however, great scope for variation on the basic 

circulatory pattern. Many species have a large intestinal 
sinus rather than a series of vessels supplying the gut, 
and there may be differences along the length of a single 
individual. The posterior blood may flow through an in- 
testinal sinus, the medial flow through a dense capillary 
plexus, and the anterior flow through typical segmental 
capillaries. Much modification and complication may oc- 
cur in species in which the body is divided into more or 
less distinct regions with specific functions. 
Many polychaete worms (class Polychaeta), especially the 

fanworms but also representatives of other families, have 
many blind-ending contractile vessels. Continual reversals 
of flow within these vessels virtually replace the normal 
continuous-flow capillary system. 
In most leeches (class Hirudinea), much of the coelomic 

space is filled with mesodermal connective tissue, leaving 
a series of interconnecting coelomic channels. A vascular 
system comparable to other annelids is present in a few 
species, but in most the coelomic channels containing 
blood (strictly coelomic fluid) have taken over the func- 
tion of internal transport, with movement induced by 
contraction of longitudinal lateral channels. 
The blood of many annelids contains a respiratory pig- 

ment dissolved in the plasma, and the coelomic fluid 
of others may contain coelomic blood cells contain- 
ing hemoglobin. The most common blood pigments are 
hemoglobin and chlorocruorin, but their occurrence does 
not fit any simple evolutionary pattern. Closely related 
species may have dissimilar pigments, while distant rel- 
atives may have similar ones. In many species the pig- 
ments function in oxygen transport, but in others they are 
probably more important as oxygen stores for use during 
periods of hypoxia. 
In addition to internal circulation, many polychaete 

worms also set up circulatory currents for feeding and res- 
piration. Tube-dwelling worms may use muscular activity 
to pass a current of oxygenated water containing food 
through their burrows, while filter-feeding fanworms use 
ciliary activity to establish complicated patterns of water 
flow through their filtering fans. 
Echiura. The phylum Echiura (spoonworms) contains 

a small number of marine worms with a circulatory sys- 

tem of similar general pattern:to that of the annelids. 
Main dorsal and ventral vessels are united by contractile 
circumintestinal vessels that pump the colourless blood. 
Coelomic fluid probably aids in oxygen transport and may 
contain some cells with hemoglobin. 
Mollusca. With the exception of the cephalopods, mem- 

bers of the phylum Mollusca have an open circulatory 
system (Figure 2A). The chambered, myogenic heart nor- 
mally has a pair of posterior auricles draining the gills and 
an anterior ventricle that pumps the blood through the 
anterior aorta to the tissue sinuses, excretory organs, and 
gills. Many gastropods lack a second set of gills, and in 
these the night auricle is vestigial or absent. The heart is 
enclosed within the coelomic cavity, which also surrounds 
part of the intestine. The single aorta branches, and blood 

is delivered into arterial sinuses, where it directly bathes 

the tissues. It is collected in a large venous cephalopedal 
sinus and, after passing through the excretory organs, re- 
turns to the gills. The hydrostatic pressure that develops 
in the blood sinuses of the foot, especially of bivalve 
mollusks, is used in locomotion. Blood flow into the foot 
is controlled by valves: as the pressure increases, the foot 
elongates and anchors into the substratum; muscular con- 
traction then pulls the animal back down to the foot. This 
type of locomotion is seen most commonly in burrowing 
species, who move through the substratum almost exclu- 
sively by this means. 
Like the annelids, many mollusks, especially the more 

sedentary bivalves, set up local feeding and respiratory 
currents. Fluid movement through the mantle cavity nor- 
mally depends on muscular pumping through inhalant 
and exhalant siphons. Within the cavity itself, however, 

ciliary activity maintains continuous movement across the 
gill surfaces, collecting food particles and passing them 
to the mouth. 
The cephalopods are more active than other mollusks 

From (A,C) Life: An Introduction to Biology, 2nd ed., by George Gaylord Simpson and 
William S. Beck, © 1957, 1965 by Harcourt Brace Jovanovich, Inc., and reproduced with 
their permission; (B,D) H. Curtis, Biology, Worth Publishers, New York, 1968, pages 275, 
297; (E) L. Hyman, Comparative Vertebrate Anatomy (1942), University of Chicago Press 
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and consequently have higher metabolic rates and circu- 
latory systems of a higher order of organization (Figure 
2B). These systems are closed with distinct arteries, veins, 
and capillaries; the blood (6 percent of body weight) re- 
mains distinct from the interstitial fluid (15 percent of 
body weight). These relative percentages of body weight 
to blood volume are similar to those of vertebrates and 
differ markedly from those of species with open circula- 
tory systems, in which hemolymph may constitute 40 to 
50 percent of body weight. 
The cephalopod heart usually consists of a median ven- 

tricle and two auricles. Arterial blood is pumped from the 
ventricle through anterior and posterior aortas that supply 
the head and body, respectively. It is passed through the 
capillary beds of the organs, is collected, and is returned 
to the heart through a major venous vessel, the vena cava. 
The vena cava bifurcates (divides into two branches) near 
the excretory organs, and each branch enters the nephridial 
sac before passing to the accessory hearts situated at the 
base of the gills. Veins draining the anterior and posterior 
mantle and the gonads merge with the branches of the 
vena cava before reaching the branchial hearts. Contrac- 
tion of the branchial hearts increases the blood pressure 
and forces blood through the gill capillaries. The auricles 
then drain the gills of oxygenated blood. 
The blood of most mollusks, including cephalopods, 

contains hemocyanin, although a few gastropods use 
hemoglobin. In the cephalopods the pigment unloads at 
relatively high oxygen pressures, indicating that it is used 
to transport rather than store oxygen. 

Rapid cephalopod locomotion depends almost entirely 
on water pressure. During inhalation, muscular activity 
within the mantle wall increases the volume of the mantle 
cavity and water rushes in. Contraction of the circular 
mantle muscles closes the edge of the mantle and reduces 
its volume, forcing the enclosed water through the mobile 
funnel at high pressure. The force of water leaving the 
funnel propels the animal in the opposite direction. 
Brachiopoda. Members of the phylum Brachiopoda 

(lamp shells) superficially resemble the mollusks but are 
not related. The circulatory system of brachiopods is open 
and consists of a small contractile heart situated over the 
gut, from which anterior and posterior channels supply 
sinuses in the wall of the gut, the mantle wall, and the 
reproductive organs. 
Arthropoda. The blood vascular system of arthropods 

is open. The coelom is much reduced, and most of the 

spaces in the arthropod body are hemocoels. The tubular 
heart is dorsal and contained in a pericardial sinus. Blood 
is pumped from the heart through a series of vessels (ar- 
teries) that lead to the tissue sinuses. Although the blood 
flows freely through the tissues it may, especially in the 
larger species, be directed by membranes along a more 
or less constant pathway. The blood collects in a ventral 
sinus from which it is conducted back to the heart through 
one or more venous channels. 

Variations in the circulatory patterns of the different 
classes of the phylum Arthropoda largely reflect the 
method of respiratory exchange and consequent func- 
tion of the blood vascular system. Most of the aquatic 
species of the class Crustacea (Figure 1F) have gills with 
a well-developed circulatory system, including accessory 
hearts to increase blood flow through the gills. A small 
number of species lack gills and a heart, and oxygen is 
absorbed through the body surface; bodily movements or 
peristaltic gut contractions circulate the blood within the 
tissue spaces. 

In the mainly terrestrial class Insecta, the role of oxygen 
transport has been removed from the blood and taken 
over by the ramifying tracheal system that carries gaseous 
atmospheric oxygen directly to the consuming tissues (Fig- 
ure 1G). Insects are able to maintain the high metabolic 
rates necessary for flight while retaining a relatively ineffi- 
cient circulatory system. 
Among the chelicerate (possessing fanglike front ap- 

pendages) arthropods (for example, scorpions, spiders, 
ticks, and mites), the horseshoe crab, Limulus, has a se- 
ries of book gills (gills arranged in membranous folds) on 
either side of the body into which blood from the ventral 
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sinus passes for oxygenation prior to return to the heart. 
The largely terrestrial arachnids may have book lungs that 
occupy a similar position in the circulatory pathway, a tra- 
cheal system comparable to that of insects, or, in the case 
of smaller species, reduced tracheal and vascular systems 
in which contractions of the body muscles cause blood 
circulation through the sinus network. 
The legs of spiders are unusual because they lack exten- 

sor muscles and because blood is used as hydraulic fluid 
to extend the legs in opposition to flexor muscles. The 
blood pressure of a resting spider is equal to that of a 
human being and may double during activity. The high 
pressure is maintained by valves in the anterior aorta and 
represents an exception to the general rule that open cir- 
culatory systems only function at low pressure. 
Echinodermata. The circulatory systems of echinoderms 

(sea urchins, starfishes, and sea cucumbers) are compli- 

cated as they have three largely independent fluid’ systems. 
The large fluid-filled coelom that surrounds the internal 
organs constitutes the major medium for internal trans- 
port. Circulatory currents set up by the ciliated cells of 
the coelomic lining distribute nutrients from the gut to 
the body wall. Phagocytic coelomocytes are present, and 
in some species these contain hemoglobin. The coelomic 
fluid has the same osmotic pressure as seawater, and the 
inability to regulate that pressure has confined the echin- 
oderms to wholly marine habitats. 

The blood-vascular (hemal) system is reduced and con- 
sists of small, fluid-filled sinuses that lack a distinct lining. 
The system is most highly developed in the holothurians 
(sea cucumbers), in which it consists of an anterior hemal 
ring and radial hemal sinuses. The most prominent fea- 
tures are the dorsal and ventral sinuses, which accompany 
the intestine and supply it through numerous smaller chan- 
nels. The dorsal sinus is contractile, and fluid is pumped 
through the intestinal sinuses into the ventral sinus and 
thence to the hemal ring. Most members of the class 
Holothuroidea have a pair of respiratory trees, located in 
the coelom on either side of the intestine, which act as the 
major sites for respiratory exchange. Each tree consists of 
a main tubular trunk with numerous side branches, each 
ending in a small vesicle. Water is passed through the 
tubules by the pumping action of the cloaca. The branches 
of the left tree are intermingled with the intestinal hemal 
sinuses and provide a means of oxygenating the blood via 
the coelomic fluid. The right tree is free in the coelomic 
fluid and has no close association with the hemal system. 
Respiratory exchange in other echinoderms is through 
thin areas of the body wall, and the hemal system tends 
to be reduced. 

The water vascular system of echinoderms is best de- 
veloped in the starfishes and functions as a means of 
locomotion and respiratory exchange. The entire system 
consists of a series of fluid-filled canals lined with ciliated 
epithelium and derived from the coelom. The canals con- 
nect to the outside through a porous, button-shaped plate, 
called the madreporite, which is united via a duct (the 
stone canal) with a circular canal (ring canal) that circum- 
vents the mouth (Figure 2C). Long canals radiate from the 
water ring into each arm. Lateral canals branch alternately 
from the radial canals, each terminating in a muscular sac 
(or ampulla) and a tube foot (podium), which commonly 
has a flattened tip that can act as a sucker. Contraction 
of the sac results in a valve in the lateral canal closing 
as the contained fluid is forced into the podium, which 
elongates. On contact with the substratum, the centre of 
the distal end of the podium is withdrawn, resulting in a 
partial vacuum and adhesion that is aided by the produc- 
tion of a copious adhesive secretion. Withdrawal results 
from contraction of the longitudinal muscles of the podia. 
Hemichordata. Among the phylum Hemichordata are 

the enteropneusts (acornworms), which are worm-shaped 
inhabitants of shallow seas and have a short, conical 
proboscis, which gives them their common name. The 

vascular system of the Enteropneusta is open, with two 
main contractile vessels and a system of sinus channels. 
The colourless blood passes forward in the dorsal vessel, 
which widens at the posterior of the proboscis into a space, 
the contractile wall of which pumps the blood into the 
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glomerulus, an organ formed from an in-tucking of the 
hind wall of the proboscis cavity. From the glomerulus the 
blood is collected into two channels that lead backward 

to the ventral longitudinal vessel. This vessel supplies the 
body wall and gut with a network of sinuses that eventu- 
ally drain back into the dorsal vessel. 

Chordata. The phylum Chordata contains all animals 
that possess, at some time in their life cycles, a stiffening 
rod (the notochord), as well as other common features. 

The subphylum Vertebrata is a member of this phylum 
and will be discussed later (see below The vertebrate 
circulatory system). All other chordates are called proto- 
chordates and are classified into two groups: Tunicata and 
Cephalochordata. 

The blood-vascular system of the tunicates, or sea squirts 
(Figure 2D), is open, the heart consisting of no more 
than a muscular fold in the pericardium. There is no true 

heart wall or lining and the whole structure is curved or 
U-shaped, with one end directed dorsally and the other 
ventrally. Each end opens into large vessels that lack true 
walls and are merely sinus channels. The ventral vessel 
runs along the ventral side of the pharynx and branches 
to form a lattice around the slits in the pharyngeal wall 
through which the respiratory water currents pass. Blood 
circulating through this pharyngeal grid is provided with 
a large surface area for gaseous exchange. The respiratory 
water currents are set up by the action of cilia lining the 
pharyngeal slits and, in some species, by regular muscular 
contractions of the body wall. Dorsally, the network of 
pharyngeal blood vessels drains into a longitudinal chan- 
nel that runs into the abdomen and breaks up into smaller 
channels supplying the digestive loop of the intestine and 
the other visceral organs. The blood passes into a dorsal 
abdominal sinus that leads back to the dorsal side of the 
heart. The circulatory system of the sea squirt is marked 
by periodic reversals of blood flow caused by changes in 
the direction of peristaltic contraction of the heart. 
Sea squirt blood has a slightly higher osmotic pressure 

than seawater and contains a number of different types 
of amoebocytes, some of which are phagocytic and ac- 
tively migrate between the blood and the tissues. The 
blood of some sea squirts also contains green cells, which 
have a unique vanadium-containing pigment of unknown 
function. 

Amphioxus (Branchiostoma lanceolatum) is a cephalo- 
chordate that possesses many typical vertebrate features 
but lacks the cranial cavity and vertebral column of the 
true vertebrate. Its circulatory pattern differs from that 
of most invertebrates as the blood passes forward in the 
ventral and backward in the dorsal vessels (Figure 2E). A 
large sac, the sinus venosus, is situated below the posterior 
of the pharynx and collects blood from all parts of the 
body. The blood passes forward through the subpharyn- 
geal ventral aorta, from which branches carry it to small, 
accessory, branchial hearts that pump it upward through 
the gill arches. The oxygenated blood is collected into 
two dorsal aortas that continue forward into the snout 
and backward to unite behind the pharynx. The single 
median vessel thus formed branches to vascular spaces 
and the intestinal capillaries. Blood from the gut collects 
in a median subintestinal vein and flows forward to the 
liver, where it passes through a second capillary bed be- 
fore being collected in the hepatic vein and passing to the 
sinus venosus. Paired anterior and posterior cardinal veins 
collect blood from the muscles and body wall. These veins 
lead, through a pair of common cardinal veins (duct of 
Cuvier), to the sinus venosus. 
There is no single heart in the amphioxus, and blood 

is transported by contractions that arise independently in 
the sinus venosus, branchial hearts, subintestinal vein, and 
other vessels. The blood is nonpigmented and does not 
contain cells; oxygen transport is by simple solution in the 
blood. (B.E.Ma.) 

The vertebrate circulatory system 

THE BASIC VERTEBRATE PATTERN 

The plan. All vertebrates have circulatory systems based 
on a common plan (Figure 3A), and so vertebrate systems 

show much less variety than do those of invertebrates. 
Although it is impossible to trace the evolution of the 
circulatory system by using fossils (because blood vessels 
do not fossilize as do bones and teeth), it is possible to 
theorize on its evolution by studying different groups of 
vertebrates and their developing embryos. Many of the 
variations from the common plan are related to the dif- 
ferent requirements of living in water and on land. 
The heart. The vertebrate heart lies below the alimen- 

tary canal in the front and centre of the chest, housed 
in its own section of the body cavity. During the devel- 
opment of an embryo, the heart first appears below the 
pharynx, and although it may also be in this position in 
adult animals, the heart often moves posteriorly as the 
animal grows and matures. 

The heart is basically a tube made of special muscle (car- 
diac muscle) that is not found anywhere else in the body. 
This cardiac muscle beats throughout life with its own 
automatic rhythm. Deoxygenated blood from the body is 
brought by veins into the most posterior part of the heart 
tube, the sinus venosus (Figure 3B). From there it passes 
forward into the atrium, the ventricle, and the conus 
arteriosus (called the bulbus cordis in embryos), and even- 

tually to the arterial system. The blood is pushed through 
the heart because the various parts of the tube contract 
in sequence. As the heart develops from embryo to adult, 

each part of the tube becomes a chamber, separated from 
the others by valves, so that blood can neither flow back- 
ward in the system nor reenter the heart from the arteries. 
As the heart grows, it bends into an “S” shape, so that 

Develop- 

ment of 

the heart 

the sinus venosus and atrium lie above the ventricle. and 
conus arteriosus. 

The blood vessels. Gill slits are a fundamental feature 
of all vertebrate embryos, including humans. With few 
exceptions, there are six gill slits on each side. Blood leav- 
ing the heart travels from the conus arteriosus into the 
ventral aorta, which branches to send six pairs of arteries 
between the gill slits. The arterial branches join the dorsal 
aorta above the alimentary canal. Anterior to the gill slits, 
the ventral aorta branches again, forming two external 
carotid arteries that supply the ventral part of the head. 
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Figure 3: (A) Lateral view of a hypothetical primitive vertebrate 
showing arterial and venous systems in relation to each other 
and to the alimentary canal. (B) Left side longitudinal section 
of the basic form of vertebrate heart; arrow represents the 
direction of blood flow. 



Coronary 
circulation 

Two internal carotids, which are the anterior extensions 
of the dorsal aorta, supply the brain in the dorsal part 
of the head. 

Deoxygenated blood collects in capillaries and then drains 
into larger and larger veins, which take it from various 
parts of the body to the heart. Of these, the anterior and 
posterior cardinal veins, each with left and right compo- 
nents, take blood to the heart from the front and rear of 
the body, respectively (Figure 3A). They lie dorsal to the 
alimentary canal, while the heart lies ventral to it. There 
is a common cardinal vein on each side, often called the 
duct of Cuvier, which carries blood ventrally into the si- 
nus venosus. Various other veins join the cardinal veins 
from all over the body. The ventral jugular veins drain 
the lower part of the head and take blood directly into the 
common cardinal veins. 
Lower vertebrates have two so-called portal systems, ar- 

eas of the venous system that begin in capillaries in tissues 
and join to form veins, which divide to produce another 
capillary network en rouie to the heart. They are called 

the hepatic (liver) and renal (kidneys) portal systems. The 
hepatic system is important because it collects blood from 
the intestine and passes it to the liver, the centre for 
many chemical reactions concerned with the absorption of 
food into the body and the control of substances entering 
the general circulation. The function of the renal portal 
system is less clear, but it involves two veins that pass 
from the caudal vein to the kidneys, where they break up 
into capillaries. 

The coronary circulation is that which supplies the heart 
muscle itself. It is of crucial importance, for the heart must 
never stop beating. Cardiac muscle needs oxygen from 
early in embryonic development until death. In mammals 
the coronary blood supply comes from the aorta, close to 

the heart. In evolutionary terms, this was not always so: 
many lower vertebrates, including agnathans and amphib- 
ians, have no specialized coronary arteries. The heart ob- 
tains its oxygen from blood passing through it. Fish have 
well-developed coronary vessels that arise from various 
sources, but ultimately from the efferent branchial system. 
The introduction of lungs changed the site of oxygen- 

ation of the blood. In lungfishes coronary arteries arise 
from those anterior arterial arches receiving the most oxy- 
genated blood from the heart. In reptiles coronary arteries 
branch from the systemic arch, but their position of origin 
varies. In some species they arise close to the heart, as in 
birds and mammals. Coronary veins generally run beside 
corresponding arteries but diverge from them to enter the 
main venous supply to the right atrium, or to the sinus 
venosus in fishes. 
Evolutionary trends. Conventional classification divides 

vertebrates into two main groups—Gnathostomata, or ver- 
tebrates with jaws, and Agnatha, or those without jaws (the 
lampreys and hagfishes). This is a fundamental division, 
for agnathans also lack paired fins and scales. Agnathans 
are regarded as the most primitive group of vertebrates, 
not least because they appear first in the fossil record, 
before jawed fishes. Their circulatory systems differ in 
various ways from those of jawed vertebrates. 
Circulation in agnathans. In the lamprey heart the 

atrium and ventricle are side by side, with the sinus 

venosus entering the atrium laterally. Nonmuscular valves 
prevent backflow of blood, and the conus arteriosus con- 
tains no cardiac muscle. There is no separate coronary 
blood supply, and the heart must obtain its oxygen from 
the blood as it goes through. 
The arterial system in agnathans is most obviously mod- 

ified because there are more than six sets of gills. Eight 
branches emerge from the ventral aorta, which splits into 
two, unlike the single vessel in most vertebrates with gill 
slits. Oxygenated blood from the gills is then collected into 
eight efferent vessels, which join to form a dorsal aorta, 
single for most of its length. Internal carotid arteries arise 
from the dorsal aorta, but the ventral part of the head is 
supplied from anterior efferent branchial (gill) vessels, not 
from the anterior part of the ventral aorta. 
The venous system does not include a renal portal sec- 

tion, and there is asymmetry of the common cardinal 
veins, which take blood from the dorsal anterior and pos- 
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terior cardinal veins down to the ventral heart. In embryos 
there are two of these, one on each side of the body; 

in lampreys, the left one disappears during development, 
while in hagfishes the right one disappears. Hagfishes also 
have accessory hearts in the venous system at several 
points. No other vertebrate has these structures. 

It is not clear why the circulatory system of agnathans 
differs in these ways from the basic vertebrate plan. It 
is important to remember, however, that lampreys and 
hagfishes are specialized descendants of what was once a 
more diverse and widespread group of animals. Their cir- 
culatory systems may be less similar to the basic vertebrate 
plan than those of their ancestors because of their present 
mode of life. 

Circulation in jawed vertebrates. Although clearly re- 
lated to its mode of life, the blood system of a species 
also reflects its evolutionary history. The most significant 
change that occurred during early vertebrate evolution 
was the appearance of animals that could live and breathe 
on land. The first of these were the amphibians. Reptiles 
became even more independent of water because of their 

waterproof skins and shelled eggs, and from them evolved 
the most sophisticated land vertebrates, the mammals and 
birds. Obtaining oxygen entirely from air, instead of from 
water, involved drastic changes in the circulatory system. 
Land vertebrates use their lungs to exchange carbon 

dioxide for oxygen from the air. Lungs may have evolved 
from a structure in fishes called the swim bladder, a sac 
that grows out from the anterior part of the gut. Fishes use 
it for buoyancy control, but it is possible that it was orig- 
inally useful as an accessory for respiration. The problem 
is that lungs are found at a different site in the circulatory 
system from that of the gills, where oxygenation occurs 
in fishes. Instead of circulating around the body, as it 
does in fishes, oxygenated blood from the lungs returns to 
the heart. Therefore, in evolutionary terms, if mixing of 
oxygenated and deoxygenated blood was to be avoided in 
the heart, alterations to its structure had to occur. Land 

vertebrates developed lungs, a new vein (the pulmonary 
vein) to take blood from them to the heart, and a double 
circulation, whereby the heart is effectively divided into 
two halves—one-half concerned with pumping incoming 
deoxygenated blood from the body to the lungs and the 
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Figure 4: (Top) Single circulation of a fish; (bottom) double 
circulation of birds and mammals. 
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Fishes 

other with pumping oxygenated blood from the lungs 

around the body (Figure 4). 

There are also modifications in the arterial and venous 
systems related to the appearance of lungs in the circula- 
tion. In the venous system, the paired posterior cardinal 
veins are replaced by a single posterior vena cava, and the 

renal portal system disappears. The main modifications to 
the basic arterial pattern involve what are the gill arteries 
of fishes. The anterior of these became responsible for 
carrying oxygenated blood to the head and to the brain; 
the intermediate arteries for carrying blood to the dorsal 

aorta, and so around the body; and the posterior arteries 
for carrying deoxygenated blood to the lungs. 
In fishes the four chambers of the heart are all well 

developed. Blood passes in sequence through the sinus 
venosus, atrium, ventricle, and conus arteriosus. The ven- 
tricle is the main pumping chamber, as it is in the hearts 

of all land vertebrates. During the evolution of the heart, 
the ventricle and atrium came to predominate; the sinus 
venosus became part of the atrium, while the conus ar- 

teriosus was incorporated into the ventricle. The atrium 

itself became a double structure—the two auricles—as did 
the ventricle, but the conversion of the ventricle into two 
chambers occurred later in evolution than the division 
of the atrium. 
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Figure 5: Ventral dissections of vertebrate hearts. 
(A) Dogfish (a shark); (B) lungfish; (C) frog (inset shows 

transverse sections of conus arteriosus in diastole [a] and 
systole [b]); (D) lizard; (E) bird; (F) mammal. 

MODIFICATIONS AMONG THE VERTEBRATE CLASSES 

Fishes. The hearts of fishes show little modification 
from the basic plan, except that lungfish hearts tend to 
become subdivided (Figure 5B). In them, the oxygenated 

blood carried by the pulmonary vein does not enter the 
sinus venosus along with the deoxygenated blood from the 
body. Instead, the oxygenated blood remains separate and 
enters the left side of the atrium. The atrium is partially 
divided into two auricles, and the ventricle also has a 
partial septum. Lungfishes show further signs of circula- 

tory developments in their venous system (Figure 6). As 

in land vertebrates, there is a median posterior vena cava, 

and the posterior cardinal veins are reduced. 
The arterial system of fishes is also altered from the 

basic plan. First there are the afferent (leading to) and 
efferent (leading from) parts of the gill (branchial) blood 

vessels. Each pair of blood vessels looping up between a 
pair of gills is called an arterial arch. During the develop- 
ment of embryos, the arterial arches become interrupted 

by capillaries in the gills. Thus, each arch consists of a 
ventral afferent section that brings blood to the gills from 
the heart and a dorsal efferent section that collects blood 
from the gill capillaries and carries it to the dorsal aorta. 
The whole circulatory system is a one-way arrangement, 
with the heart pumping only deoxygenated blood from 
the body forward to the gills to be oxygenated and redis- 
tributed to the body. 

Although six gill slits appear in embryos, few adult fishes 
retain all six. The first and most anterior gill slit in the 
series becomes the spiracle, and the first branchial arch 
is much modified; parts of it disappear altogether (Figure 
6). The second branchial arch is variable in its presence 

in different fishes. In general, therefore, adult fishes often 
have only four of the six original arterial arches found in 
embryos. The external carotid arteries also show modifi- 
cations. Instead of arising from the anterior part of the 
ventral aorta, they become connected with the efferent 
portion of the second branchial arch. This change en- 
sures that, despite modifications to the most anterior of 
the arterial arches, blood just oxygenated in the gills will 
reach the head. 
It may be that the prevalence of poorly ‘oxygenated water 

in certain habitats explains the evolution of lungs and, 
hence, of land vertebrates. Fishes also have evolved acces- 
sory structures for obtaining oxygen from the air. These 
are often modified gill chambers, with dense capillary net- 
works. Even the intestine may be involved, as in the loach 
Haplosternum. 
Except for sharks and their relatives (elasmobranchs), 

most fishes have a swim bladder, the structure from which 

lungs may have evolved. Although its prime function in 
fishes is to control buoyancy, the swim bladder may also 
act as an Oxygen reserve, for the gas in it often contains 
a high concentration of oxygen derived from the blood’s 
own supply. Blood to the swim bladder usually comes 
from the dorsal aorta. One African fish, Polypterus, uses 

its swim bladder for respiration, and the veins from it join 
the posterior cardinal veins close to the heart. These swim 
bladder veins are almost where pulmonary veins would 
be expected to be, if they were bringing oxygenated blood 
from lungs straight to the heart. 
The lungfishes have gone further in adapting their cir- 

culatory systems to the presence of lungs, although the 
different species do not breathe air to the same extent. 
Some of their modifications foreshadow the changes that 
have taken place in amphibians. The divided atrium of 
the lungfish heart (Figure 5B) receives blood from the 
body on the right side and from the lungs on the left. 
The conus is large and is divided by a complex system 
of valves arranged in a spiral pattern and called the spiral 
valve. The ventral aorta is also subdivided internally. The 
result is that oxygenated blood from the left side of the 
ventricle is directed into the ventral division of the ventral 
aorta and passes to the anterior of the arterial arches, while 
deoxygenated blood from the right side of the ventricle 
is directed into the two most posterior arterial arches and 
passes mainly to the lungs. 
Four arterial arches are present even in the lungfish 

species most dependent on breathing air (Lepidosiren; 
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Figure 6), where gills still exist. These are arches three to 
six of the original series of six present in fish embryos. 
Their arrangement is largely unaffected by the presence of 
lungs, except that the gills may be reduced and the arteries 
may pass straight through without intervening capillaries. 
Arches five and six, however, join together before entering 
the dorsal aorta and give rise to a large pulmonary artery 
to the lungs. Thus, in lungfishes, lungs and gills can be 
seen working side by side. 

The circulatory systems of lungfishes are strikingly sim- 
ilar to those of amphibians, and although lungfishes do 
not seem to have been amphibian ancestors, they are re- 
lated to fishes that were. It is likely that several groups 
of ancient fishes had lungs, partially divided hearts, and 

ventral aortas, and from one of these groups arose the 
land vertebrates. 

Amphibians. Modern amphibians are characterized by 
the flexibility of their gaseous exchange mechanisms. Am- 
phibian skin is moistened by mucous secretions and is 
well supplied with blood vessels. It is used for respira- 
tion to varying degrees. When lungs are present, carbon 
dioxide may pass out of the body across the skin, but in 
some salamanders there are no lungs and all respiratory 
exchanges occur via the skin. Even in such animals as 
frogs, it seems that oxygen can be taken up at times by 
the skin, under water for example. Therefore, regulation 
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of respiration occurs within a single species, and the rel- 
ative contribution of skin and lungs varies during the life 
of the animal. 
The amphibian heart is generally of a tripartite structure, 

with a divided atrium but a single ventricle (Figure SC). 
The lungless salamanders, however, have no atrial sep- 

tum, and one small and unfamiliar group, the caecilians, 

has signs of a septum in the ventricle. It is not known 
whether the original amphibians had septa in both atrium 
and ventricle. They may have, and the absence of septa 
in many modern forms may simply be a sign of a flexible 
approach to the use of skin or lung, or both, as the site of 
oxygen exchange. In addition, the ventricle is subdivided 
by muscular columns into many compartments that tend 
to prevent the free mixing of blood. 
The conus arteriosus is muscular and contains a spiral 

valve. Again, as in lungfishes, this has an important role 
in directing blood into the correct arterial arches. In the 
frog, Rana, venous blood is driven into the right atrium of 
the heart by contraction of the sinus venosus, and it flows 
into the left atrium from the lungs. A wave of contraction 
then spreads over the whole atrium and drives blood into 
the ventricle, where blood from the two sources tends to 
remain separate. Separation is maintained in the spiral 
valve, and the result is similar to the situation in lung- 

fishes. Blood from the body, entering the right atrium, 
— 
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Figure 6: Vascular systems of representative vertebrates—dogfish, lungfish, frog, and 
salamander—showing (at left) the venous system and (at right) the arterial system as 
seen in ventral views. 
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Lungs 

The reptil- 
ian heart 

tends to pass to the lungs and skin for oxygenation; that 
from the lungs, entering the left atrium, tends to go to the 
head. Some mixing does occur, and this blood tends to be 
directed by the spiral valve into the arterial arch leading 

to the body. 
Blood returning from the skin does not enter the circu- 

lation at the same point as blood from the lungs. Thus, 
oxygenated blood arrives at the heart from two different 
directions—from the sinus venosus, to which the cuta- 
neous (skin) vein connects, and from the pulmonary vein. 
Both right and left atria receive oxygenated blood, which 
must be directed primarily to the carotid arteries supply- 
ing the head and brain. It is likely that variable shunting 
of blood in the ventricle is important in ensuring this. A 
ventricular septum would inhibit shunting; it is at least 
possible that its absence in amphibians is not a primi- 
tive feature but a secondary adaptation to variable gas- 
exchange mechanisms. 
The amphibian venous system shows various features 

that are characteristic of land vertebrates. The posterior 
cardinal veins are replaced by a posterior vena cava, but 
they are still visible in salamanders. There is a renal portal 
system, and an alternative route back to the heart from 
the legs is provided by an anterior abdominal vein that 
enters the hepatic portal vein to the liver (Figure 6). 
Amphibian larvae and the adults of some species have 

gills. There are four arterial arches in salamanders (urode- 
les) and three in frogs (anurans; Figure 6). These are three 

through six of the original series, the fifth disappearing 
in adult frogs. There is no ventral aorta, and the arterial 
arches arise directly from the conus—an important feature, 
given that the conus and its spiral valve control the com- 
position of blood reaching each arterial arch. The names 
given to the three arterial arches of frogs are those used 
in all land vertebrates, including mammals. They are the 
carotid (the third), systemic (the fourth), and pulmonary 
(the sixth) arches. Blood to the lungs (and skin in frogs) 
is always carried by the sixth arterial arch, which loses its 
connection to the dorsal aorta. All land vertebrates supply 
their lungs with deoxygenated blood from this source. 
Reptiles. Unlike lungfishes and amphibians, reptiles de- 

pend entirely on their lungs for respiration. Gills and skin 
do not provide additional sources of oxygen. Only the 
crocodiles, however, truly approach birds and mammals 
in their almost complete “double” circulation. Because of 
the development of a neck and relative elongation of that 
region of the body, the heart may be displaced posteriorly 
and the arrangement of arteries and veins may be altered 
accordingly. In general, however, the circulatory system 
resembles that in frogs (Figures 6 and 7). 
Various changes can be seen in the reptilian heart. The 

left atrium is smaller than the right and always completely 
separate from it (Figure 5D). The sinus venosus is present 
but small. The ventricle is variously subdivided in differ- 
ent groups. Three arterial trunks arise directly from the 
ventricle, the conus having been partly incorporated into 
it. The three trunks are the right and left systemic arches 
and the pulmonary arch. The carotid arch is a branch 
of the right systemic arch. When the ventricle is actually 
beating, there is functional separation of blood from the 
two atria so that most oxygenated blood flows to the 
carotid arteries and hardly mixes with deoxygenated blood 
going to the lungs. 
Crocodiles are the only living representatives of the ar- 

chosaurian reptiles, the group that included the dinosaurs 
and from which birds evolved. Crocodiles have a com- 
plete ventricular septum, producing two equally sized 
chambers. The blood from the right and left atria is not 
mixed; despite this, there is an opening at the base of the 
right and left systemic arches, and blood can be shunted 
between the two. This is important during diving, when 
blood flow to the lungs is decreased. The crocodile heart 
is situated so posteriorly that the subclavian artery, which 
would normally arise from the dorsal aorta at the level of 
the systemic arch, arises from the carotid artery. 
Birds. Bird circulatory systems have many similarities 

to those of reptiles, from which they evolved. The changes 
that have occurred are more of degree than of kind. The 
heart is completely divided into right and left sides (Figure 

5E). The sinus venosus is incorporated into the right au- 

ricle and becomes the sinoauricular node. It is from this 

point that the heartbeat is initiated. There is no conus, 

and only two vessels leave the divided ventricle. These are 

the pulmonary artery from the right side and the systemic 

arch from the left. The systemic arch is asymmetrical— 

the main difference in this area between birds and lizards. 

Only the right part of the systemic arch is present, the 

left being suppressed (Figure 7). The arterial arches are no 

longer bilaterally symmetrical. Another difference between 

birds and lizards is found in the venous circulation: the 
renal portal system is reduced in birds. 
Mammals. Mammals also evolved from reptiles, but 

not from the same group as did birds, and must have de- 

veloped their double circulation independently from early 
reptiles. Nevertheless, several parallel changes occurred, 

such as the common incorporation of the sinus venosus 

into the right auricle. The most striking manifestation of 

different origins is seen in the mammalian aorta, which 

leaves the left ventricle and curves to the left (Figure SF). 
The aorta corresponds to the left half of the systemic arch, 
while the right is missing (Figure 7). The carotid arteries 
arise from the left systemic arch (aorta), though their pre- 
cise position varies among mammals. The arterial system 
is asymmetric, as in birds, but in the opposite way. 
The heart of both mammals and birds is a double pump, 

powering two systems of vessels with different characteris- 

tics. The left ventricle has a thicker layer of muscle around 
it, a necessary adaptation for powering its beat against 
the high resistance of the extensive systemic circulation 
throughout the body. The right ventricle has a thinner 
wall, consistent with its role in pumping blood to the lungs 

against a much lower resistance. 

EMBRYONIC DEVELOPMENT OF THE CIRCULATORY SYSTEM 

An embryo develops only with an adequate supply of 
oxygen and metabolites. In its early stages these may 
be provided by diffusion. Because the rate of diffusion 
becomes limiting beyond a certain size, however, the cir- 
culatory system becomes functional early in development, 
often before other organs and systems are obvious. 
The heart develops from the middle embryonic tissue 

layer, the mesoderm, just below the anterior part of the 
gut. It begins as a tube that joins with blood vessels also 
forming in the mesoderm. Other mesodermal cells form 
a coat around the heart tube and become the muscular 
wall, or myocardium. The heart lies in its own section 

of body cavity, called the pericardial coelom, formed by 
partitions that cut it off from the main body cavity. From 
an original tube shape, the heart bends back on itself as it 
grows within the pericardial cavity. The sinus venosus and 
atrium lie above the ventricle and bulbus cordis (embry- 
onic equivalent of the conus arteriosus). Septa gradually 
partition the heart into chambers. 
In mammalian and bird embryos, the lungs are not used 

until birth. Oxygen is obtained in the former from the 
placenta and in the latter from embryonic membranes 
close to the porous eggshell. 
The circulation has various modifications for diverting 

oxygenated blood from sources outside the embryo to the 
body of the embryo. In mammals blood from the placenta 
travels to the right auricle via the umbilical vein and poste- 
rior vena cava. It passes through an opening, the foramen 
ovale, into the left auricle, and then to the left ventricle 
and around the body. Deoxygenated blood entering the 
anterior vena cava fills the right ventricle; however, instead 
of passing to the lungs, it is shunted through the ductus 
arteriosus, between the pulmonary and systemic arches, 
and into the dorsal aorta. From the dorsal aorta the deoxy- 
genated blood travels to the placenta, bypassing the lungs 
completely. At birth the foramen ovale closes, as does the 

ductus arteriosus, and the lungs become functional. 
The development of the circulatory system in higher ver- 

tebrate embryos (i.¢., those of birds and mammals) gener- 
ally follows a sequence of seven main events. Initially, a 
tubular heart bends into an “S” shape. Blood then flows 
from behind forward through the sinus venosus, atrium, 
ventricle, and bulbus cordis. There is then subdivision 
of the atrium and ventricle and of the opening between 
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them. The sinus venosus is incorporated into the right 
atrium. The pulmonary veins are segregated to open into 
the left atrium. The bulbus cordis is subdivided into a 
pulmonary trunk from the right ventricle and a systemic 
trunk from the left ventricle. Finally, an embryonic set of 
six arterial arches is reduced to three in adults, and their 
relationships are further complicated by asymmetrical loss 
of some parts and development of others. 

BIODYNAMICS OF VERTEBRATE CIRCULATION 

Blood pressure and blood flow. The pressure that devel- 
ops within the closed vertebrate circulatory system is high- 
est at the pump—the heart—and decreases with distance 
away from the pump because of friction within the blood 
vessels. Because the blood vessels can change their diam- 
eter, blood pressure can be affected by both the action of 
the heart and changes in the size of the peripheral blood 
vessels. Blood is a living fluid—it is viscous and contains 
cells (45 percent of its volume in human beings)—and yet 
the effects of the cells on its flow patterns are small. 
Blood enters the atrium by positive pressure from the 

venous system or by negative pressure drawing it in by 
suction. Both mechanisms operate in vertebrates. Mus- 
cular movements of the limbs and body, and gravity in 
land vertebrates, are forces propelling blood to the heart. 
In fishes and amphibians the atrium forces blood into 
the ventricle when it contracts. In birds and mammals 
the blood arrives at the heart with considerable residual 
pressure and passes through the auricles into the ventri- 
cles, apparently without much additional impetus from 
contraction of the auricles. 
The ventricle is the main pumping chamber, but one of 

the features of double circulation is that the two circuits 
require different pressure levels. Although the shorter pul- 
monary circulation requires less pressure than the much 
longer systemic circuit, the two are connected to each 
other and must transport the same volume of fluid per unit 
time. The right and left ventricles in birds and mammals 
function as a volume and a pressure pump, respectively. 
The thick muscular wall of the left ventricle ensures that 
it develops a higher pressure during contraction in order 
to force blood through the body. It follows that pressures 
in the aorta and pulmonary artery may be very different. 
In human beings aortic pressure is about six times higher. 
Valves throughout the system are crucial to maintain 

pressure. They prevent backflow at all levels; for example, 
they prevent flow from the arteries back into the heart 
as ventricular pressure drops at the end of a contraction 
cycle. Valves are important in veins, where the pressure is 
lower than in arteries. 
Another impetus to blood flow is contraction of the 

muscles in the walls of vessels. This also prevents back- 
flow of arterial blood toward the heart at the end of each 
contraction cycle. Input from nerves, sensory receptors in 
the vessels themselves, and hormones all influence blood 
vessel diameter, but responses differ according to position 
in the body and animal species. 
Normally, the pressures that develop in a circulatory 

system vary widely in different animals. Body size can 
be an important factor. The closed circulation systems of 
vertebrates generally operate at higher pressures than the 
open blood systems of invertebrates; the systems of birds 
and mammals operate at the highest pressures of all. 
Electrical activity. The vertebrate heart is myogenic 

(rhythmic contractions are an intrinsic property of the 
cardiac muscle cells themselves). Pulse rate varies widely 
in different vertebrates, but it is generally higher in small 
animals, at least in birds and mammals. Each chamber of 
the heart has its own contraction rate. In the frog, for ex- 

ample, the sinus venosus contracts fastest and is the pace- 
maker for the other chambers, which contract in sequence 
and at a decreasing rate, the conus being the slowest. In 

birds and mammals, where the sinus venosus is incorpo- 
rated into the right atrium at the sinoauricular node, the 
latter is still the pacemaker and the heartbeat is initiated 
at that point. Thus, the evolutionary history of the heart 
explains the asymmetrical pattern of the heartbeat. 
In the frog each contraction of the heart begins with a 

localized negative charge that spreads over the surface of 

Two pres- 

sure levels 
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Factors 

the sinus venosus. In lower vertebrates, the cardiac muscle 
cells themselves conduct the wave of excitation. In birds 

and mammals, however, special conducting fibres (arising 
from modified muscle cells) transmit the wave of excita- 
tion from the sinoauricular node to the septum between 

the auricles, and then, after a slight delay, down between 
and around the ventricles. The electrical activity of the 
heart can be recorded; the resulting pattern is called an 

electrocardiogram. 
Control of heartbeat and circulation. Many factors, such 

as temperature, oxygen supply, or nervous excitement, 
affect heartbeat and circulation. Blood circulation is con- 
trolled mainly via nerve connections, sensory receptors, 
and hormones. These act primarily by varying the heart’s 
pulse rate, amplitude, or stroke volume and by altering 

the degree of dilation or constriction of the peripheral 
blood vessels (i.e., those blood vessels near the surface 

of the body). 
Temperature has a direct effect on heart rate, and one 

of the ways in which mammals regulate their internal 
temperature is by controlling peripheral blood circulation. 
Mammals are endothermic (warm-blooded) vertebrates; 
their internal temperature is kept within narrow limits by 
using heat generated by the body’s own metabolic pro- 
cesses. Lizards are ectothermic (cold-blooded); they obtain 

heat from the external environment by, for example, bask- 
ing in the sun. The effects of oxygen concentration on the 
heart and blood vessels is rapid. Oxygen deficiency in the 

cardiac tissue causes dilation of the coronary capillaries, 
thereby increasing blood flow and oxygen supply. 
Most effects on the circulation are indirect and complex. 

All vertebrate hearts receive input from nerves; for ex- 

ample, stimulation of a branch of the vagus nerve causes 
the release of acetylcholine at the nerve endings, which 

depresses the heart rate. Other nerve endings release nor- 
epinephrine, which increases the heart rate. Less directly, 
nervous stimulation brought about by stress causes the 
release of the hormones epinephrine and norepinephrine 
into the bloodstream. These substances not only make the 
heart beat faster and with a greater amplitude, but they 
also divert blood to the muscles by constricting the vessels 
in the skin and gut. This prepares the animal physiolog- 
ically for physical exertion. Numerous other chemicals, 
such as nicotine, affect heart rate directly or indirectly. 
Two other factors are important in the context of circula- 

tory regulation—the concentrations of inorganic ions and 
sensory receptors in blood vessel walls. Sodium, potas+ 
sium, and calcium ions are always involved in changes 
of electrical potential across cell membranes. A change in 
their concentrations, therefore, influences heartbeat pro- 
foundly. External calcium concentration can, for example, 
determine the conductance of sodium across the cardiac 
cell membranes. Sensory receptors in the walls of blood 
vessels register blood pressure. They are found in the 
aorta, carotid arteries, pulmonary artery, capillaries in the 

adrenal gland, and the tissues of the heart itself. Impulses 
from the receptors travel to the medulla of the brain, from 
where messages are sent via motor nerves to the heart and 
blood vessels. Regulation is thus achieved according to the 
body’s needs. (M.E.Ro.) 

The human cardiovascular system 

The human cardiovascular system is a closed tubular sys- 
tem in which blood, propelled by a muscular heart, flows 
through vessels to and from all parts of the body. Two cir- 
cuits, the pulmonary and the systemic, consist of arterial, 
capillary, and venous components. 
The primary function of the heart is to serve as a mus- 

cular pump propelling blood into and through vessels to 
and from all parts of the body. The arteries, which receive 
this blood at high pressure and velocity and conduct it 
throughout the body, are thickly walled with elastic fibrous 
tissue and muscle cells. The arterial tree—the branching 
system of arteries—terminates in short, narrow, muscular 
vessels called arterioles, from which blood enters simple 
endothelial tubes (i.e., tubes formed of endothelial, or lin- 
ing, cells) known as capillaries. These microscopically thin 
capillaries are permeable to vital cellular nutrients and 

waste products and distribute and receive nutrients and 
wastes. From the capillaries, the blood, now depleted of 
oxygen and burdened with waste products, moving more 
slowly and under low pressure, enters small vessels called 

venules, which converge to form veins, ultimately guiding 

the blood on its way back to the heart. 

THE HEART 

Description. Shape and location. The human adult 
heart is normally slightly larger than a clenched fist 
with average dimensions of about 13 X 9 X 6 centimetres 
(5 X 3/2 X 2'/2 inches) and weighing approximately 10.5 
ounces (300 grams). It is cone-shaped in appearance, with 
the broad base directed upward and to the nght and the 
apex pointing downward and to the left. It is located in the 
chest (thoracic) cavity behind the breastbone, or sternum 

in front of the windpipe, or trachea, the esophagus, and 
the descending aorta, between the lungs, and above the 
diaphragm (the muscular partition between the chest and 
abdominal cavities). About two-thirds of the heart lies to 
the left of the midline. 
Pericardium. The heart is suspended in its own mem- 

branous sac, the pericardium. The strong outer portion 
of the sac, or fibrous pericardium, is firmly attached to 
the diaphragm below, the mediastinal pleura on the side, 
and the sternum in front, and gradually blends with the 
coverings of the superior vena cava and the pulmonary 
(lung) arteries and veins leading to and from the heart. 
(The space between the two lungs, the mediastinum, is 
bordered by the mediastinal pleura, a continuation of the 
membrane lining the chest. The superior vena cava is the 
principal channel for venous blood from the chest, the 
arms, the neck, and the head.) 

Smooth, serous (moisture-exuding) membrane lines the 

fibrous pericardium, then bends back and covers the heart 
(Figure 8). The portion of membrane lining the fibrous 
pericardium is known as the parietal serous layer, or pari- 
etal pericardium, that covering the heart as the visceral 
serous layer, visceral pericardium, or epicardium. 
The two layers of serous membrane are normally sep- 

arated only by 10 to 15 millilitres (@.6 to 0.9 cubic 
inch) of pericardial fluid, which is secreted by the serous 
membranes. The slight space created by the separation is 
called the pericardial cavity. The pericardial fluid lubri- 
cates the two membranes with every beat of the heart as 
their surfaces glide over each other. Fluid is filtered into 
the pericardial space through both the visceral and pari- 
etal pericardia. 
Chambers of the heart. The heart is divided by septa, 

or partitions, into right and left halves, and each half is 
subdivided into two chambers. The upper chambers, the 
atria, are separated by a partition known as the interatrial 
septum; the lower chambers, the ventricles, are separated 
by the interventricular septum (Figure 9). The atria re- 
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ceive blood from various parts of the body and pass it into 
the ventricles. The ventricles, in turn, pump blood to the 
lungs and to the remainder of the body. 
The night atrium, or right superior portion of the heart, 

is a thin-walled chamber receiving blood from all tissues 
except the lungs. Three veins empty into the right atrium, 
the superior and inferior venae cavae, bringing blood from 
the upper and lower portions of the body, respectively, and 
the coronary sinus, draining blood from the heart itself. 
Blood flows from the right atrium to the right ventricle. 
The nght ventricle, the right inferior portion of the heart, 
is the chamber from which the pulmonary artery carries 
blood to the lungs. 

The left atrium, the left superior portion of the heart, is 
slightly smaller than the right atrium and has a thicker 
wall. The left atrium receives the four pulmonary veins, 

which bring oxygenated blood from the lungs. Blood flows 
from the left atrium into the left ventricle. The left ven- 
tricle, the left inferior portion of the heart, has walls three 

times as thick as those of the right ventricle. Blood is 
forced from this chamber through the aorta to all parts of 
the body except the lungs. 

External surface of the heart. Shallow grooves called the 
interventricular sulci, containing blood vessels, mark the 
separation between ventricles on the front and back sur- 
faces of the heart. There are two grooves on the external 
surface of the heart. One, the atrioventricular groove, is 
along the line where the right atrium and the right ventri- 
cle meet; it contains a branch of the right coronary artery 
(the coronary arteries deliver blood to the heart muscle). 
The other, the anterior interventricular sulcus, runs along 

the line between the right and left ventricles and contains 
a branch of the left coronary artery. 
On the posterior side of the heart surface, a groove 

called the posterior longitudinal sulcus marks the division 
between the right and left ventricles; it contains another 
branch of a coronary artery. A fourth groove, between 
the left atrium and ventricle, holds the coronary sinus, a 
channel for venous blood. 
Origin and development. In the embryo, formation of 

the heart begins in the pharyngeal, or throat, region. The 
first visible indication of the embryonic heart occurs in 
the undifferentiated mesoderm, the middle of the three 
primary layers in the embryo, as a thickening of invad- 
ing cells. An endocardial (lining) tube of flattened cells 
subsequently forms and continues to differentiate until a 
young tube with forked anterior and posterior ends arises. 
As differentiation and growth progress, this primitive tube 
begins to fold upon itself, and constrictions along its length 
produce four primary chambers. These are called, from 
posterior to anterior, the sinus venosus, atrium, ventri- 
cle, and truncus arteriosus (Figure 10). The characteristic 
bending of the tube causes the ventricle to swing first to 
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the right and then behind the atrium, the truncus coming 
to lie between the sideways dilations of the atrium. It is 
during this stage of development and growth that the first 
pulsations of heart activity begin. 
Endocardial cushions (local thickenings of the endo- 

cardium, or heart lining) “pinch” the single opening be- 
tween the atrium and the ventricle into two portions, 
thereby forming two openings. These cushions are also 
responsible for the formation of the two atrioventricular 
valves (the valves between atria and ventricles), which 

regulate the direction of blood flow through the heart. 
The atrium becomes separated into right and left halves 

first by a primary partition with a perforation and later 
by a secondary partition, which, too, has a large opening, 
called the foramen ovale, in its lower part. Even though 
the two openings do not quite coincide in position, blood 
still passes through, from the right atrium to the left. At 
birth, increased blood pressure in the left atrium forces 
the primary partition against the secondary one, so that 
the two openings are blocked and the atria are completely 
separated. The two partitions eventually fuse. 

The ventricle becomes partially divided into two cham- 
bers by an indentation of myocardium (heart muscle) at 
its tip. This developing partition is largely muscular and is 
supplemented by membranous connective tissue that de- 
velops in conjunction with the subdivision of the truncus 
arteriosus by a spiral partition into two channels, one for 
systemic and one for pulmonary circulation (the aorta and 
the pulmonary artery, respectively). The greater portion 
of blood passing through the right side of the heart in the 
fetus is returned to the systemic circulation by the ductus 
arteriosus, a vessel connecting the pulmonary artery and 
the aorta. At birth this duct becomes closed by a violent 
contraction of its muscular wall. Thereafter the blood in 
the right side of the heart is driven through the pulmonary 
arteries to the lungs for oxygenation and returned to the 
left side of the heart for ejection into the systemic circula- 
tion. A distinct median furrow at the apex of the ventricles 
marks the external subdivision of the ventricle into right 
and left chambers. 

Structure and function. Valves of the heart. To prevent 

backflow of blood, the heart is equipped with valves that 
permit the blood to flow in only one direction (Figure 
11). There are two types of valves located in the heart: 
the atrioventricular valves (tricuspid and mitral) and the 
semilunar valves (pulmonary and aortic). 
The atrioventricular valves are thin, leaflike structures 

located between the atria and the ventricles. The right 
atrioventricular opening is guarded by the tricuspid valve, 
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(A) Primitive heart tube. (B) Beginnings of flexion. (C) 
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so called because it consists of three irregularly shaped 
cusps, or flaps. The leaflets consist essentially of folds of 
endocardium (the membrane lining the heart) reinforced 
with a flat sheet of dense connective tissue. At the base 
of the leaflets, the middle supporting flat plate becomes 
continuous with that of the dense connective tissue of the 
ridge surrounding the openings. 
Tendinous cords of dense tissue (chordae tendineae) 

covered by thin endocardium extend from the nipplelike 
papillary muscles to connect with the ventricular surface 
of the middle supporting layer of each leaflet. The chor- 
dae tendineae and the papillary muscles from which they 
arise limit the extent to which the portions of the valves 
near their free margin can billow toward the atria. The 
left atrioventricular opening is guarded by the mitral, or 
bicuspid, valve, so named because it consists of two flaps. 
The mitral valve is attached in the same manner as the 
tricuspid, but it is stronger and thicker because the left 
ventricle is by nature a more powerful pump working 
under high pressure. 
Blood is propelled through the tricuspid and mitral 

valves as the atria contract. When the ventricles contract, 
blood is forced backward, passing between the flaps and 
walls of the ventricles. The flaps are thus pushed upward 
until they meet and unite, forming a complete partition 
between the atria and the ventricles. The expanded flaps 
of the valves are restrained by the chordae tendineae and 
papillary muscles from opening into the atria. 
The semilunar valves are pocketlike structures attached 

at the point at which the pulmonary artery and the 
aorta leave the ventricles. The pulmonary valve guards 
the orifice between the right ventricle and the pulmonary 
artery. The aortic valve protects the orifice between the 
left ventricle and the aorta. The three leaflets of the aortic 
semilunar and two leaflets of the pulmonary valves are 
thinner than those of the atrioventricular valves, but they 
are of the same general construction with the exception 
that they possess no chordae tendineae. 
Closure of the heart valves is associated with an audible 

sound. The first sound occurs when the mitral and tri- 
cuspid valves close, the second when the pulmonary and 
aortic semilunar valves close. These characteristic heart 
sounds have been found to be caused by the vibration 
of the walls of the heart and major vessels around the 
heart. The first heart sound, or “lubb,” is heard when the 
ventricles contract, causing a sudden backflow of blood 

that closes the valves and causes them to bulge back. The 
elasticity of the valves then causes the blood to bounce 
backward into each respective ventricle. This effect sets the 
walls of the ventricles into vibration, and the vibrations 

travel away from the valves. When the vibrations reach 
the chest wall where the wall is in contact with the heart, 
sound waves are created that can be heard with the aid of 
a stethoscope. 
The second heart sound results from vibrations set up 

in the walls of the pulmonary artery, the aorta, and, to 
a lesser extent, the ventricles as the blood reverberates 
back and forth between the walls of the arteries and the 
valves after the pulmonary and aortic semilunar valves 
suddenly close. These vibrations are then heard as the 
“dupp” sound as the chest wall transforms the vibrations 
into sound waves. The first heart sound is followed after 
a short pause by the second. A pause about twice as long 
comes between the second sound and the beginning of the 
next cycle. The opening of the valves is silent. 
Wall of the heart. The wall of the heart consists of 

three distinct layers—the epicardium (outer layer), the 
myocardium (middle layer), and the endocardium (in- 
ner layer). Coronary vessels supplying arterial blood to 
the heart penetrate the epicardium before entering the 
myocardium. This outer layer, or visceral pericardium, 
consists of a surface of flattened epithelial (covering) cells 
resting upon connective tissue. 
The myocardium consists of interlacing bundles of car- 

diac muscle fibres (Figure 12) possessing the appearance of 
striated muscle (striped skeletal muscle) with intermittent 
dark plates crossing the fibres, but these highly specialized 
fibres differ fundamentally from those of skeletal muscle 
in the arrangement of nuclei and in the smaller calibre 
of the individual fibre. The nuclei are oval and situated 
along the central axis of the fibre, which may range in 
size from 12 to 21 micrometres in diameter. Each fibre 
consists of a bundle of smaller fibres, called myofibrils, 
each of which passes through the full length of the fibre 
and is covered by an external limiting membrane known 
as the sarcolemma. 
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Figure 12: Cardiac muscle. 

The individual cardiac muscle cells are striped crosswise 
throughout, with alternating dark bands that are opaque 
to light and with light bands that permit the passage of 
light. Prominent plates of condensed dark bands called 
intercalated disks, crossing the muscle fibre at uneven in- 
tervals, are perhaps the most conspicuous features unique 
to cardiac muscle. 
It is the myocardial layer that causes the heart to con- 

tract; the bundles of the muscle fibres are so arranged as 
to result in a wringing type of movement that efficiently 
squeezes blood from the heart with each beat (Figure 13). 
The thickness of the myocardium varies according to the 
pressure generated to move blood to its destination. The 
myocardium of the left ventricle, which must drive blood 
out into the systemic circulation, is, therefore, thickest; the 
myocardium of the right ventricle, which propels blood to 
the lungs, is moderately thickened, while the atrial walls 
are relatively thin. 
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Forming the inner surface of the myocardial wall is a The endo- 
thin lining called the endocardium. This layer lines the cardium 
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Figure 13: The myocardium of the ventricles. 

(Left) Spiral muscles of ventricles. (Right) Dotted lines indicate 

changes in shape of heart due to contraction of ventricular 
muscle (arrows). 

cavities of the heart, covers the valves and small muscles 
associated with opening and closing of the valves, and is 
continuous with the lining membrane of the large blood 
vessels. (S.W.J./Ed.) 

Blood supply to the heart. Because of the watertight lin- 
ing of the heart (the endocardium) and the thickness of the 
myocardium, the heart cannot depend on the blood con- 
tained in its own chambers for oxygen and nourishment. It 
possesses a vascular system of its own, called the coronary 

arterial system. In the most common distribution, this 
comprises two major coronary arteries, the right and the 
left; normally, the left coronary artery divides soon after 
its origin into two major branches, called the left ante- 
rior descending and the circumflex coronary arteries. The 
right, the left anterior descending, and the left circumflex 

coronary arteries have many branches and are of almost 
equal importance. Thus, there are commonly said to be 
three main functional coronary arteries rather than two. 
The right and left coronary arteries originate from the 

right and left aortic sinuses (the sinuses of Valsalva), which 
are bulges at the origin of the ascending aorta immedi- 
ately beyond, or distal to, the aortic valve. The ostium, or 
opening, of the right coronary artery is in the right aortic 
sinus and that of the left coronary artery is in the left 
aortic sinus, just above the aortic valve ring. There is also 
a non-coronary sinus of Valsalva, which lies to the left 
and posteriorly at the origin of the ascending aorta. The 
left coronary arterial system is more important than the 
right because it supplies blood to the larger left ventricle, 
and the dimension of the left coronary ostium is larger 
than that of the right. 

The right coronary artery has a lumen diameter of about 
2.5 millimetres or more. It supplies the right ventricular 
outflow tract, the sinoatrial node (the principal pacemaker 
of the heart), the atrioventricular node, and the bulk of 
the right ventricle, with branches extending into the in- 
terventricular septum and joining with arteriolar branches 
from the left coronary artery more or less where the two 
ventricles join. 

The main stem of the left coronary artery has a luminal 
diameter often exceeding 4.5 millimetres and is one of the 
shortest and most important vessels of the body. Usually, 
it is between one and two centimetres in length, but it 
may have a length of only two millimetres before dividing. 
Sometimes the main left coronary artery may actually be 
missing, with the left coronary ostium having two sepa- 
rate openings for the left anterior descending and the left 
circumflex arteries. The main left coronary artery divides 
into its two branches, the anterior descending and the 
circumflex, while still in the space between the aorta and 
pulmonary artery. The left anterior descending coronary 
artery usually begins as a continuation of the left main 
coronary artery, and its size, length, and distribution are 
key factors in the balance of the supply of blood to the left 
ventricle and the interventricular septum. There are many 
branches of the left anterior descending artery; the first 
and usually the largest septal branch is important because 
of its prominent role in supplying blood to the septum. 
The left circumflex artery leaves the left main coronary 
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artery to run posteriorly along the atrioventricular groove. 
It divides soon after its origin into an atrial branch and 
an obtuse marginal branch. The former branch sometimes 
has a branch to the sinoatrial node (more usually supplied 
from the right coronary artery). The obtuse marginal vessel 
supplies the posterior left ventricular wall in the direction 
of the apex. 

Venous blood from the heart is carried through veins, 
which usually accompany the distribution of the distal 
arteries. These cardiac veins, however, proceed into the 
atrioventricular grooves anteriorly and posteriorly to form 
the coronary venous sinus, which opens into the right 
ventricle immediately below the tricuspid valve. 
In addition to these identifiable anatomic arterial and ve- 

nous channels, nutritional exchange almost certainly takes 
place between the endocardial ventricular muscle layers 
and the blood in the cavity of the ventricles. This is of 
minor importance and probably is an adaptive system in 
situations of cardiac muscle pathology. (M.F.O.) 
Heartbeat. Regulation of heartbeat. Regular beating of 

the heart is achieved as a result of the inherent rhyth- 
micity of cardiac muscle; no nerves are located within 

the heart itself, and no outside regulatory mechanisms 
are necessary to stimulate the muscle to contract rhyth- 
mically. That these rhythmic contractions originate in the 
cardiac muscle can be substantiated by observing cardiac 
development in the embryo; cardiac pulsations begin be- 
fore adequate development of nerve fibres. In addition, it 
can be demonstrated in the laboratory that even fragments 
of cardiac muscle in tissue culture continue to contract 
rhythmically. Furthermore, there is no gradation in degree 
of contraction of the muscle fibres of the heart, as would 
be expected if they were primarily under nervous control. 
The mere possession of this intrinsic ability is not suffi- 

cient, however, to enable the heart to function efficiently. 
Proper function requires coordination, which is main- 
tained by an elaborate conducting system within the heart 
that consists primarily of two small, specialized masses 
of tissue, or nodes, from which impulses originate and 
of nervelike conduits for the transmission of impulses, 
with terminal branches extending to the inner surface of 
the ventricles. 

A basic understanding of the method by which an im- 
pulse is transmitted is essential before the conduction 
system that exists within the heart can be properly un- 
derstood. Electrical potentials exist across membranes of 
essentially all cells of the body—that is, there is an elec- 
trical potential gradient created, generally by an excess of 
negative ions immediately inside the cell membrane and 
an equal excess of positive ions on the outside of the 
membrane, also known as a resting potential. (Ions are 
atoms or groups of atoms in solution that carry positive 
or negative electrical charges.) Further, some cells, such 
as nerve and muscle cells, have the additional distinction 
of being “excitable”—i.e., capable of conducting impulses 
along their membranes. 
Any factor that suddenly increases the permeability of the 

cell membrane and allows positive ions to flow through 
the membrane to the inside, while negative ions flow to 
the outside, is likely to bring about a sequence of rapid 
changes in the membrane potential, lasting only a fraction 
of a second. This change is followed by the return of the 
membrane potential to its resting value. This sequence 
of changes in potential is called an action potential and 
is responsible for the initiation of impulses transmitted, 
in the case of the heart, along the muscle fibres and the 
special conducting tissue fibres. Electrical stimulation, ap- 
plication of chemicals, mechanical damage, heat, and cold 
are among the factors that can bring about a change in 
the state of a cell membrane, momentarily disturbing its 
normal resting state and creating an action potential. 
The action potential occurs in two separate stages called 

depolarization and repolarization. During the process of 
depolarization, the normal negative potential inside the 
muscle fibre is lost, and the membrane potential actually 
reverses, or becomes slightly positive inside and negative 
outside the membrane. This process proceeds as a wave 
along the length of the muscle fibres. It lasts only a frac- 
tion of a second before the positive ions begin to resume 
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their original position on the outside of the membrane, 
necessary before another impulse can pass. This recovery 

process is termed repolarization. An action potential is 
necessary to generate each depolarization wave. 
The sinoatrial node (Figure 14) possesses the ability to 

generate an action potential spontaneously. This highly 
important structure is a small strip of specialized muscle 
located in the posterior wall of the right atrium, immedi- 
ately beneath the point of entry of the superior vena cava. 
After each action potential is generated in the sinoatrial 
node, the impulse immediately spreads through the atrial 

muscle in the form of a ripple pattern similar to the 
pattern of waves generated when a stone is thrown into a 
pool of water. 

From S. Jacob and C. Francone, Structure and Function in Man (1970), W.B. Saunders Co 
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Figure 14: Conducting system of the heart showing source of 
electrical impulses produced on electrocardiogram. 

A few specialized atrial fibres relay this potential, or 
impulse, to the atrioventricular node, located in the lower 

part of the right rear atrial wall. To permit sufficient time 
for complete contraction of the atria before subsequent 
simultaneous contraction of the ventricles, the impulse is 
delayed slightly in its passage through the atrioventricular 
node. The special conducting fibres that leave this node 
form the bundle of His, which terminates in the multiple 
branches of the Purkinje network in the left and right 
ventricles. (The bundle of His was named for the Ger- 
man cardiologist Wilhelm His, Jr., who described it in 

1893.) The bundle of His passes between the atrioven- 
tricular valves and leads into the interventricular septum, 
where bundles of fibres in right and left branches project 
downward beneath the endocardium on either side of the 
septum. They then curve around the tip of the ventricles 
and back toward the atria along the side walls. 
Conducting system of the heart. Both the atrioventric- 

ular node, with an intrinsic beat of 40-60 beats per 

minute, and the Purkinje fibres, with an intrinsic beat of 
15-40 beats per minute, are self-stimulating and capable 
of rhythmic contraction, but at a rate slower than that of 
the sinoatrial node, which possesses an intrinsic capacity 
to beat 72 times per minute. Therefore, since recovery 
time is faster in the sinoatrial node, it controls the rate 
of the heartbeat, serving as the primary pacemaker. The 
atrioventricular node, with its 40-60 beats per minute, is 
termed the secondary pacemaker. 
Effect of ions on heart function. Potassium, sodium, and 

calcium have a marked influence on transmission of action 
potentials within cardiac muscle. In addition, calcium-ion 
concentration is important in the contractile process. The 
concentration of ions in extracellular fluids (those outside 
the cells) also affects cardiac function to a degree. 
Excess potassium ions in extracellular fluid can slow the 

heart rate and cause the heart to dilate and become flac- 
cid (flabby). There is general weakness of cardiac muscle. 
This weakening of the strength of contraction is caused 
by a decreased resting membrane potential with resulting 
decrease in the intensity of the action potential. Calcium 

ions in excess produce just the opposite effect; the heart 

goes into spastic contraction. There is, however, little 
danger of the presence of excess calcium ions within the 
extracellular fluid in cardiac muscle, for excess calcium is 
precipitated as salts in the body tissues before a dangerous 
level is reached in the heart. A depressed cardiac function 
occurs when sodium ions are present in excess. These 
ions interfere with the effectiveness of calcium in bringing 
about normal muscular contraction. 
Presumably because of an increased permeability of mus- 

cle membrane to ions, temperature may also affect heart 
function. An increased heart rate occurs as temperature 
increases, and, conversely, heart rate decreases with de- 
creased temperature. 
Electrocardiogram. As an impulse travels along the car- 

diac muscle fibres, an electric current is generated by the 
flowing ions. This current spreads into the fluids around 
the heart, and a minute portion actually flows to the 
surface of the body. An electrocardiogram is a record of 
this electrical activity (Figure 14) as measured by a device 
called a galvanometer. Leads (i.e., wires to the galvanome- 
ter) are placed on the surface of the body at various 
points, depending on the type of information desired. An 
electrocardiogram thus has the prime function of assessing 
the ability of the heart to transmit the cardiac impulse. 
Each portion of the cardiac cycle produces a different 
electrical impulse, causing the characteristic deflections of 

an electrocardiographic recording needle. The deflections, 
or waves, on the recording apparatus are, in order, the P, 
QRS complex, and T waves. 

As a wave of depolarization passes over the atria, the im- 
pulse is recorded as the P wave. As it continues on through 
the ventricles, it is registered as the QRS complex. The T 
wave is caused by currents generated as the ventricles re- 
cover from the state of depolarization. This repolarization 
process occurs in the muscle of the ventricles about 0.25 
second after depolarization. There are, therefore, both de- 

polarization and repolarization waves represented in the 
electrocardiogram. The atria repolarize at the same time 
that the ventricles depolarize. The atrial repolarization 
wave is, however, obscured by the larger QRS wave. 
Nervous control of the heart. Nervous control of the 

heart is maintained by the parasympathetic fibres in the 
vagus nerve (parasympathetic) and by the sympathetic 
nerves. The vagus nerve is the cardiac inhibitor, and the 
sympathetic nerves are the cardiac excitors. Stimulation 
of the vagus nerve depresses the rate of impulse forma- 
tion and atrial contractility and thereby reduces cardiac 
output and slows the rate of the heart. Parasympathetic 
stimulation can also produce varying degrees of impaired 
impulse formation or heart block in diseases of the heart. 
(In complete heart block the atria and the ventricles beat 
independently.) Stimulation of the sympathetic nerves in- 
creases contractility of both atria and ventricles. 
The cardiac cycle is defined as that time from the end 

of one heart contraction to the end of the subsequent 
contraction and consists of a period of relaxation called 

diastole followed by a period of contraction called systole. 
During the entire cycle, pressure is maintained in the 
arteries; however, this pressure varies during the two pe- 
riods, the normal diastolic pressure being 80 millimetres 
of mercury and the normal systolic pressure being 120 
millimetres of mercury. 

Blood-pressure regulation and measurement. Changes 
in blood pressure may depend on several regulating mech- 
anisms. Arterioles present the main resistance to blood 
flow. Blood pressure, therefore, can be maintained only if 
resistance in these arterioles falls each time cardiac output 
increases. The neryes that control the action of the small 
muscle fibres of the vessels maintain resistance at a level 
sufficient for high arterial blood pressure by constricting 
the channel, or lumen, of the arteriole; during dilation of 
the vessel, pressure is decreased. Arterial pressure is also 

affected by the chemical composition of the blood. A de- 
creased oxygen or increased carbon dioxide tension (par- 
tial pressure) causes a reflex elevation of blood pressure. 
Respiratory activity is, therefore, an important regulator 
of arterial pressure. 

The renin—angiotensin system provides hormonal control 
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of blood pressure. Decreased blood flow to the kidney, 
changes in posture, or blockage of one or both renal 
(kidney) arteries may lead to increased production of 
the enzyme renin by the kidney. This substance causes 
development in the circulating blood of the substance an- 
giotensin II, which causes blood vessels to contract, with 
resultant increase in blood pressure. 

Receptors in great veins, in the aortic arch (the bend in 
the aorta above the heart), and the carotid sinus are sensi- 

tive to changes in blood pressure as blood is forced from 
the ventricles. These receptors, known as baroreceptors, 
help to modify shifts in pressure. When the receptors are 
stimulated by a rise in arterial pressure, which distends the 
arterial wall, reflexes are initiated that have an inhibiting 
effect on the heart, causing it to beat more slowly and 
with less force. At the same time there is a decrease in the 
constriction of the blood vessels. A fall in pressure, on the 
other hand, causes increased sympathetic and decreased 
parasympathetic nervous stimulation, with resultant in- 
creased heart rate and also a subsequent constriction of 
the blood vessels. 

The force of the heartbeat depends on the initial length of 
the heart muscle fibres, the length of the pause in diastole, 
the oxygen supply, and the integrity and mass of the heart 
muscle, or myocardium. The greater the initial length of 
the muscle fibres in the heart, the more forceful will be 
the contraction. Artificially increasing venous return of 
blood to the heart distends the heart and intensifies the 
force of the beat. The greater inflow is handled by an 
increased output of the heart, without a change in its rate. 
When the ventricle does not completely fill (for example, 
after loss of blood), the force of the heartbeat is reduced. 
When the venous inflow during diastole is increased, as in 
muscular exercise, the beats become more forceful. If, as 
a result of excessive filling, the fibres are overstretched, a 
weak contraction results, with diminished cardiac output; 
consequently, the heart does not adequately empty itself. 
The force of the heart is also diminished if the diastolic 
phase is too short and there is inadequate filling. 
Blood pressure is measured with a device called a sphyg- 
momanometer. The pressure of blood within the artery is 
balanced by an external pressure exerted by air contained 
in a cuff applied externally around the arm. Actually, it 
is the pressure within the cuff that is measured. The steps 
employed in determining blood pressure with a sphygmo- 
manometer are: 

1. The cuff is wrapped securely around the arm above 
the elbow. 

2. Air is pumped into the cuff with a rubber bulb until 
pressure is sufficient to stop the flow of blood in the 
brachial artery (the principal artery of the upper arm). 
Pressure within the cuff is shown on the scale of the 
sphygmomanometer. 
3. The observer places a stethoscope over the brachial 

artery just below the elbow and gradually releases the air 
from within the cuff. The decreased air pressure permits 
the blood to flow, filling the artery below the cuff. Faint 
tapping sounds corresponding to the heartbeat are heard. 
When the sound is first noted, the air pressure within the 
cuff is recorded on the scale. This pressure is equal to the 
systolic blood pressure. 

4. As the air in the cuff is further released, the sounds 
become progressively louder, until the sounds change in 
quality from loud to soft and finally disappear. The 
point at which the sound completely disappears should be 
recorded as diastolic blood pressure. 

THE BLOOD VESSELS 

Because of the need for the early development of a trans- 
port system within the embryo, the organs of the vascular 
system are among the first to appear and to assume their 
functional role. In fact, this system is established in its 
basic form by the fourth week of embryonic life. At ap- 
proximately the 18th day of gestation, cells begin to group 
together between the outer skin (ectoderm) and the inner 
skin (endoderm) of the embryo. These cells soon become 
rearranged so that the more peripheral ones join to form a 
continuous flattened sheet enclosing more centrally placed 
cells; these cells remain suspended in a fluid medium as 
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primitive blood cells. The tubes then expand and unite to 
form a network; the primitive blood vessels thus appear. 
The blood vessels consist of a closed system of tubes that 

transport blood to all parts of the body and back to the 
heart. As in any biologic system, structure and function 
of the vessels are so closely related that one cannot be 
discussed without the other’s being taken into account. 
Arteries transport blood to body tissues under high pres- 

sure, which is exerted by the pumping action of the heart. 
The heart forces blood into these elastic tubes, which re- 
coil, sending blood on in pulsating waves. It is, therefore, 
imperative that the vessels possess strong, elastic walls to 
ensure fast, efficient blood flow to the tissues. 
The wall of an artery consists of three layers (Figures 15 

and 16), the innermost consisting of an inner surface of 
smooth endothelium covered by a surface of elastic tissues: 
the two form the tunica intima. The tunica media, or 
middle coat, is thicker in arteries, particularly in the large 
arteries, and consists of smooth muscle cells intermingled 
with elastic fibres. The muscle-cell and elastic fibres circle 
the vessel. In larger vessels the tunica media is composed 
primarily of elastic fibres. As arteries become smaller, the 
number of elastic fibres decreases while the number of 
smooth muscle fibres increases. The outer layer, the tu- 
nica adventitia, is the strongest of the three layers. It is 
composed of collagenous and elastic fibres. (Collagen is a 
connective-tissue protein.) The tunica adventitia provides 
a limiting barrier, protecting the vessel from overexpan- 
sion. Also characteristic of this layer is the presence of 

From S. Jacob and C. Francone, Structure and Function in Man (1970), W.B. Saunders Co. 
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Figure 15: Component parts of arteries and veins. 

small blood vessels called the vasa vasorum that supply 
the walls of larger arteries and veins; the inner and middle 
layers are nourished by diffusion from the blood as it 
is transported. The thicker, more elastic wall of arteries 
enables them to expand with the pulse and to regain their 
original size. 
The transition from artery to arteriole is a gradual one, 

marked by a progressive thinning of the vessel wall and 
a decrease in the size of the lumen, or passageway. The 
tunica intima is still present as a lining covered by a 
layer of thin longitudinal fibres. A single layer of circular 
or spiral smooth muscle fibres now makes up the tunica 
media, and the tunica adventitia consists of connective 
tissue elements. 
Being the last small branches of the arterial system, ar- 

terioles must act as control valves through which blood is 
released into the capillaries. The strong muscular wall of 
arterioles is capable of completely closing the passageway 
or permitting it to expand to several times its normal 
size, thereby vastly altering blood flow to the capillaries. 
Blood flow is by this device directed to tissues that re- 
quire it most. 

As the arterioles become smaller in size, the three coats 
become less and less definite, the smallest arterioles consist- 
ing of little more than endothelium, or lining, surrounded 
by a layer of smooth muscle. The microscopic capillary 
tubules consist of a single layer of endothelium, a contin- 
uation of the innermost lining cells of arteries and veins. 
As the capillaries converge, small venules are formed 

whose function it is to collect blood from the capillary 
beds (i.e., the networks of capillaries). The venules consist 
of an endothelial tube supported by a small amount of col- 
lagenous tissue and, in the larger venules, by a few smooth 
muscle fibres as well. As venules continue to increase in 
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Figure 16: Transverse section of an artery. 

From W. Bloom and D. Fawcett, Textbook of Histology, 9th ed.; W.B. Saunders Company 

size, they begin to exhibit the wall structure that is a char- 

acteristic of the arteries, though they are much thinner. 
In veins, which function to conduct blood from the 

peripheral tissues to the heart, an endothelial lining is sur- 
rounded by the tunica media, which contains less muscle 
and elastic tissue than is found in the arterial wall. The 
outermost layer, tunica adventitia, is composed chiefly of 
connective tissue. Blood pressure in these vessels is ex- 
tremely low as compared with that in the arterial system, 
and blood must exit at an even lower pressure. This cre- 
ates a need for a special mechanism to keep blood moving 
on its return to the heart. 
To achieve this, many veins possess a unique system of 

valves. These valves, formed by semilunar folds in the 
tunica intima, are present in pairs and serve to direct 
the flow of blood to the heart, particularly in an upward 
direction. As blood flows toward the heart, the flaps of the 
valves flatten against the wall of the vein; they then billow 
out to block the opening as the pressure of the blood and 
surrounding tissues fills the valve pocket. These valves are 
more abundant in the veins of the extremities than in any 
other parts of the body. 
The veins are more distensible than arteries, and their 

walls are so constructed as to enable them to expand or 
contract. A major function of their contractility appears 
to be to decrease the capacity of the cardiovascular system 
by constriction of the peripheral vessels in response to the 
heart’s inability to pump sufficient blood. 
Veins tend to follow a course parallel to that of arteries 

but are present in greater number. Their channels are 
larger than those of arteries, and their walls are thinner. 

About 60 percent of the blood volume is in the systemic 
circulation, and 40 percent is normally present in the 
veins. 

The pulmonary circuit consists of the right ventricle: the 
exiting pulmonary artery and its branches; the arterioles, 
capillaries, and venules of the lungs; and the pulmonary 
veins that empty into the left atrium. 
The pulmonary trunk, the common stem of the pulmo- 

nary arteries, arises from the upper surface of the right 
ventricle and extends four to five centimetres beyond this 
origin before dividing into the right and left pulmonary 
arteries, which supply the lungs. The pulmonary valve, 

which has two leaflets, or cusps, guards the opening be- 
tween the right ventricle and the pulmonary trunk. The 
trunk is relatively thin walled for an artery, having walls 
approximately twice the thickness of the vena cava and 
one-third that of the aorta. The right and left pulmonary 
arteries are short but possess a relatively large diameter. 
The walls are distensible; the vessels are able, therefore, 
to accommodate the stroke volume of the right ventri- 
cle, which is a necessary function equal to that of the 
left ventricle. 
The pulmonary artery and its branches operate under 

high pressure in order to accommodate the great force of 

deoxygenated blood ejected from the right ventricle into 
the lungs. The pulmonary veins operate under lower pres- 
sure as they return oxygenated blood to the left atrium. 
The pulmonary trunk passes diagonally upward to the 

left across the route of the aorta. Between the fifth and 
sixth thoracic vertebrae (at about the level of the bottom of 
the breastbone), the trunk divides into two branches—the 
right and left pulmonary arteries—which enter the lungs. 
After entering the lungs, the branches go through a process 
of subdivision, the final branches being capillaries. Capil- 
laries surrounding the air sacs (alveoli) of the lungs pick 
up oxygen and release carbon dioxide. The capillaries car- 
rying oxygenated blood join larger and larger vessels until 
they reach the pulmonary veins, which carry oxygenated 
blood from the lungs to the left atrium of the heart. 
The arteries. The aorta and its principal branches. The 

aorta is the largest vessel in the systemic circuit, arising 
from the left ventricle. It is commonly said to have three 
regions: the ascending aorta, the arch of the aorta, and 

the descending aorta; the latter may be further subdivided 
into the thoracic and the abdominal aorta (Figure 17). 

Originating from the ascending portion of the aorta are 
the right and left coronary arteries, which supply the heart 
with oxygenated blood. Branching from the arch of the 
aorta are three large arteries named, in order of origin 
from the heart, the innominate, the left common carotid, 

and the left subclavian. These three branches supply the 
head, neck, and arms with oxygenated blood. 
As the innominate (sometimes referred.to as the bra- 

chiocephalic) artery travels upward toward the clavicle, or 
collarbone, it divides into the right common carotid and 
right subclavian arteries. The two common carotid arter- 
ies, one branching from the innominate and the other 
directly from the aorta, then extend in a parallel fashion 
on either side of the neck to the top of the thyroid car- 
tilage (the principal cartilage in the voice box, or larynx), 
where they divide, each to become an internal and an 
external carotid artery. The external carotid arteries give 
off branches that supply much of the head and neck, while 
the internal carotids are responsible for supplying the for- 
ward portion of the brain, the eye and its appendages, and 
the forehead and nose. 
The two vertebral arteries, one arising as a branch of the 

innominate and the other as a branch of the left subclavian 
artery, unite at the base of the brain to form the basilar 
artery, which in turn divides into the posterior cerebral 
arteries. The blood supply to the brain is derived mainly 
from vessels that may be considered as branches of the 
circle of Willis, which is made up of the two vertebral and 
the two internal carotid arteries and connecting arteries 
between them. 
The arms are supplied by the subclavian artery on the left 

and by the continuation of the innominate on the right. 
At approximately the border of the first rib, both of these 
vessels become known as the axillary artery; this, in turn, 
becomes the brachial artery as it passes down the upper 
arm. At about the level of the elbow, the brachial artery 
divides into two terminal branches, the radial and ulnar 
arteries, the radial passing downward on the distal (thumb) 
side of the forearm, the ulnar on the medial side. Intercon- 
nections (anastomoses) between the two, with branches at 
the level of the palm, supply the hand and wrist. 

The thoracic (chest) portion of the descending aorta gives 
off branches that supply the viscera (visceral branches) 
and the walls surrounding the thoracic cavity (parietal 
branches). The visceral branches provide blood for the 
pericardium, lungs, bronchi, lymph nodes, and esophagus. 
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Figure 17: Human arterial supply and venous drainage of the organs. 

From S. Jacob and C. Francone, Structure and Function in Man (1970); W.B. Saunders Co. 

The parietal vessels supply the intercostal muscles (the 
muscles between the ribs) and the muscles of the thoracic 
wall; they supply blood to the membrane covering the 
lungs and lining the thoracic cavity, the spinal cord, the 
vertebral column, and a portion of the diaphragm. 
As the aorta descends through the diaphragm, it becomes 
known as the abdominal aorta and again gives off both 
visceral and parietal branches. Visceral vessels include the 
celiac, superior mesenteric, and inferior mesenteric, which 
are unpaired, and the renal and testicular or ovarian, 
which are paired. The celiac artery arises from the aorta a 
short distance below the diaphragm and almost immedi- 
ately divides into the left gastric artery, serving part of the 
stomach and esophagus; the hepatic artery, which primar- 
ily serves the liver; and the splenic artery, which supplies 
the stomach, pancreas, and spleen. 
The superior mesenteric artery arises from the abdomi- 

nal aorta just below the celiac artery. Its branches supply 
the small intestine and part of the large intestine. Arising 
several centimetres above the termination of the aorta is 
the inferior mesenteric artery, which branches to supply 
the lower part of the colon. The renal arteries pass to the 
kidneys. The testicular or ovarian arteries supply the testes 
in the male and the ovaries in the female, respectively. 
Parietal branches of the abdominal aorta include the 

inferior phrenic, serving the suprarenal (adrenal) glands, 
the lumbar, and the middle sacral arteries. The lumbar 
arteries are arranged in four pairs and supply the muscles 
of the abdominal wall, the skin, the lumbar vertebrae, the 
spinal cord, and the meninges (or spinal-cord coverings). 
The abdominal aorta divides into two common iliac ar- 

teries, each of which descends laterally and gives rise to 
external and internal branches. The right and left external 
iliac arteries are direct continuations of the common iliacs 
and become known as the femoral arteries after passing 
through the inguinal region, giving off branches that sup- 
ply structures of the abdomen and lower extremities. 
At a point just above the knee, the femoral artery con- 
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tinues as the popliteal artery; from this arise the posterior 
and anterior tibial arteries. The posterior tibial artery is 
a direct continuation of the popliteal, passing down the 
lower leg to supply structures of the posterior portion of 
the leg and foot. 
Arising from the posterior tibial artery a short distance 

below the knee is the peroneal artery; this gives off 
branches that nourish the lower leg muscles and the fibula 
(the smaller of the two bones in the lower leg) and termi- 
nates in the foot. The anterior tibial artery passes down 
the lower leg to the ankle, where it becomes the dorsalis 
pedis artery, which supplies the foot. 
Pulse. An impulse can be felt over an artery that lies 

near the surface of the skin. The impulse results from 
alternate expansion and contraction of the arterial wall 
because of the beating of the heart. When the heart pushes 
blood into the aorta, the blood’s impact on the elastic walls 
creates a pressure wave that continues along the arteries. 
This impact is the pulse. All arteries have a pulse, but it is 
most easily felt at points where the vessel approaches the 
surface of the body. 

The pulse is readily distinguished at the following loca- 
tions: (1) at the point in the wrist where the radial artery 
approaches the surface; (2) at the side of the lower jaw 
where the external maxillary (facial) artery crosses it; (3) at 
the temple above and to the outer side of the eye, where 
the temporal artery is near the surface; (4) on the side of 
the neck, from the carotid artery; (5) on the inner side of 
the biceps, from the brachial artery; (6) in the groin, from 
the femoral artery; (7) behind the knee, from the popliteal 
artery; (8) on the upper side of the foot, from the dorsalis 
pedis artery. 
The radial artery is most commonly used to check the 

pulse. Several fingers are placed on the artery close to the 
wrist joint. More than one fingertip is preferable because 
of the large, sensitive surface available to feel the pulse 
wave. While the pulse is being checked, certain data are 
recorded, including the number and regularity of beats per 
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minute, the force and strength of the beat, and the tension 
offered by the artery to the finger. Normally, the interval 
between beats is of equal length. 
The veins. Venules collect blood from the capillaries 

and the blood channels known as sinusoids and unite to 
form progressively larger veins that terminate as the great 
veins, or venae cavae. In the extremities there are superfi- 
cial and deep veins; the superficial lie just under the skin 
and drain the skin and superficial fasciae (sheets of fibrous 
tissue), while the deep veins accompany the principal 
arteries of the extremities and are similarly named. In- 
terconnections between the superficial and the deep veins 
are frequent. 
Venous blood enters the right atrium from three sources: 

the heart muscle by way of the coronary sinus; the upper 
body by way of the superior vena cava; and the lower 
ili by way an the inferior vena cava (Figures 18 and 19). 
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Figure 18: Venous blood flow through the heart, lungs, and 
tissues of the body. 
Pulmonary circulation is indicated by solid arrows; systemic 
circulation by dashed arrows. SVC is superior vena cava; IVC 
is inferior vena cava. 

Superior vena cava and its tributaries. Tributaries from 
the head and neck, the arms, and part of the chest unite 
to form the superior vena cava. Venous channels called 
venous sinuses lie between the two layers of the dura 
mater, the outer covering of the brain; they possess no 
valves. Venous drainage of the brain is effected by these 
sinuses and communicating vessels. The internal jugular 
vein is a continuation of this system downward through 
the neck; it receives blood from parts of the face, neck, 

and brain. At approximately the level of the collarbone, 
each unites with the subclavian vein of that side to form 
the innominate veins. 
The external jugular vein is formed by the union of its 

tributaries near the angle of the lower jaw, or mandible. 
It drains some of the structures of the head and neck 
and pours its contents along with the subclavian into the 
innominate vein of the same side. All of the veins of the 
arm are tributaries of the subclavian vein of that side. 
They are found in both superficial and deep locations and 
possess valves. Most of the deep veins are arranged in 
pairs with cross connections between them. 
Venous drainage of the hand is accomplished superfi- 

cially by small anastomosing (interconnecting) veins that 
unite to form the cephalic vein, coursing up the radial 
(thumb) side of the forearm, and the basilic vein, running 
up the ulnar side of the forearm and receiving blood 
from the hand, forearm, and arm. The deep veins of the 

forearm include the radial veins, continuations of deep 
anastomosing veins of the hand and wrist, and the ulnar 
veins, both veins following the course of the associated 
artery. The radial and ulnar veins converge at the elbow to 
form the brachial vein; this, in turn, unites with the basilic 
vein at the level of the shoulder to produce the axillary 
vein. At the outer border of the first rib, the axillary vein 
becomes the subclavian vein, the terminal point of the 
venous system characteristic of the upper extremity. 
The subclavian, external jugular, and internal jugular 

veins all converge to form the innominate vein. The right 
and left innominate veins terminate in the superior vena 

cava, which opens into the upper posterior portion of the 
right atrium. 

In addition to the innominate veins, the superior vena 
cava receives blood from the azygous vein and small veins 
from the mediastinum (the region between the two lungs) 
and the pericardium. Most of the blood from the back and 
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from the walls of the chest and abdomen drains into veins 
lying alongside the vertebral bodies (the weight-bearing 
portions of the vertebrae; Figure 19). These veins form 
what is termed the azygous system, which serves as a con- 
necting link between the superior and inferior vena cava. 
The terminal veins of this system are the azygous, hemi- 
azygous, and accessory hemiazygous veins. At the level of 
the diaphragm, the right ascending lumbar vein continues 
upward as the azygous vein, principal tributaries of which 
are the right intercostal veins, which drain the muscles of 
the intercostal spaces. It also receives tributaries from the 
esophagus, lymph nodes, pericardium, and right lung, and 
it enters into the superior vena cava at about the level of 
the fourth thoracic vertebra. 
The left side of the azygous system varies greatly among 

individuals. Usually the hemiazygous vein arises just be- 
low the diaphragm as a continuation of the left ascending 
lumbar vein and terminates in the azygous vein. Tribu- 
taries of the hemiazygous drain the intercostal muscles, 
the esophagus, and a portion of the mediastinum. The 
accessory hemiazygous usually extends downward as a 
continuation of the vein of the fourth intercostal space, 
receiving tributaries from the left intercostal spaces and 
the left bronchus. It empties into the azygous vein slightly 
above the entrance of the hemiazygous. 

Inferior vena cava and its tributaries. The inferior vena 
cava is a large, valveless, venous trunk that receives blood 

from the legs, the back, and the walls and contents of the 
abdomen and pelvis. 
The foot is drained primarily by the dorsal venous arch, 

which crosses the top of the foot not far from the base 
of the toes. The arch is connected with veins that drain 
the sole. Superficially the lower leg is drained by the large 
and small saphenous veins, which are continuations of Superficial 
the dorsal venous arch. The small saphenous vein extends veins of 
up the back of the lower leg to terminate usually in the the leg 
popliteal vein. There is some interconnection with deep 
veins and with the great saphenous vein. The latter vein, 
the longest in the body, extends from the dorsal venous 

arch up the inside of the lower leg and thigh, receiving 
venous branches from the knee and thigh area and termi- 
nating in the femoral vein. 
Most blood from the lower extremity returns by way of 

From S. Jacob and C. Francone, Structure and Function in Man (1970); W.B. Saunders Co. 
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Figure 19: Venae cavae and tributaries. 
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the deep veins. These include the femoral and popliteal 
veins and the veins accompanying the anterior and poste- 
rior tibial and peroneal arteries. The anterior and posterior 
tibial veins originate in the foot and join at the level of 
the knee to form the popliteal vein; the latter becomes 
the femoral vein as it continues its extension through the 
thigh. 
At the level of the inguinal ligament (which is at the an- 

terior, diagonal border between the trunk and the thigh), 
the femoral vein becomes known as the external iliac 
vein; the latter unites with the internal iliac vein to form 
the common iliac vein. The internal iliac vein drains the 
pelvic walls, viscera, external genitalia, buttocks, and a 

portion of the thigh. Through the paired common iliac 
veins, the legs and most of the pelvis are drained. The 
two common iliacs then unite at a level above the coccyx 
(the lowest bone in the spine) to become the inferior vena 
cava. As it courses upward through the abdomen, the 
inferior vena cava receives blood from the common iliacs 
and from the lumbar, renal, suprarenal, and hepatic veins 
before emptying into the right atrium. 
The pairs of lumbar veins (which drain blood from the 

loins and abdominal walls) are united on each side by a 
vertical connecting vein, the ascending lumbar vein; the 
right ascending lumbar vein continues as the azygous and 
the left as the hemiazygous. These veins usually enter 
separately into the inferior vena cava. 
Renal veins lie in front of the corresponding renal artery; 

the right renal vein receives tributaries exclusively from 
the kidney, while the left receives blood from a number of 
other organs as well. The right suprarenal vein terminates 
directly in the inferior vena cava as does the right phrenic, 
above the gonadal vein. Two or three short hepatic trunks 
empty into the inferior vena cava as it passes through 
the diaphragm. 
Portal system. The portal system may be described as a 

specialized portion of the systemic circulatory system. It is 
unique in that blood from the spleen, stomach, pancreas, 
and intestine first passes through the liver before it moves 
on to the heart. Blood flowing to the liver comes from 
the hepatic artery (20 percent) and the portal vein (80 
percent); blood leaving the liver flows through the hepatic 
vein and then empties into the inferior vena cava. The 
hepatic arterial blood supplies oxygen requirements for 
the liver. Blood from the abdominal viscera, particularly 
the intestinal tract, passes into the portal vein and then 
into the liver. Substances in the portal blood are processed 
by the liver (see the article DIGESTION AND DIGESTIVE 
SYSTEMS). 

Venous pulmonary system. From the pulmonary cap- 
illaries, in which blood takes on oxygen and gives up 
carbon dioxide, the oxygenated blood in veins is collected 
first into venules and then into progressively larger veins; 
it finally flows through four pulmonary veins, two from 
the hilum of each lung. (The hilum is the point of entry 
on each lung for the bronchus, blood vessels, and nerves.) 
These veins then pass to the left atrium, where their con- 
tents are poured into the heart. 
The capillaries. The vast network of some 10,000,000,- 

000 microscopic capillaries functions to provide a method 
whereby fluids, nutrients, and wastes are exchanged be- 
tween the blood and the tissues. Even though microscopic 
in size, the largest capillary being approximately 0.2 mil- 
limetre in diameter (about the width of the tip of a pin), 
the great network of capillaries serves as a reservoir nor- 
mally containing about one-sixth of the total circulating 
blood volume. The number of capillaries in active tissue, 
such as muscle, liver, kidney, and lungs, is greater than the 
number in tendon or ligament, for example; the cornea of 
the eye, epidermis, and hyaline cartilage (semitransparent 
cartilage such as is found in joints) are devoid of capillaries. 
The interconnecting network of capillaries into which the 

arterioles empty is characterized not only by microscopic 
size but also by extremely thin walls only one cell thick. 
The vessels are simply tubular continuations of the inner 
lining cells of the larger vessels, normally uniform in size, 
usually three to four endothelial cells in circumference, ex- 

cept toward the venous terminations, where they become 
slightly wider, four to six cells in circumference. A thin 
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membrane, called a basement membrane, surrounds these 
cells and serves to maintain the integrity of the vessel. 
A single capillary unit consists of a branching and 

interconnecting (anastomosing) network of vessels, each 
averaging 0.5 to 1 millimetre in length. The wall of 
the capillary is extremely thin and acts as a semiperme- 
able membrane that allows substances containing small 
molecules, such as oxygen, carbon dioxide, water, fatty 
acids, glucose, and ketones, to pass through the mem- 
brane. Oxygen and nutritive material pass into the tissues 
through the wall at the arteriolar end of the capillary 
unit; carbon dioxide and waste products move through 
the membrane into the vessel at the venous end of the 
capillary bed. Constriction and dilation of the arterioles is 
primarily responsible for regulating the flow of blood into 
the capillaries. Muscular gatekeepers, or sphincters, in the 
capillary unit itself, however, serve to direct the flow to 
those areas in greatest need. 
There are three modes of transport across the cellular 

membrane of the capillary wall. Substances soluble in the 
lipid (fatty) membrane of the capillary cells can pass di- 
rectly through these membranes by a process of diffusion. 
Some substances needed by the tissues and soluble in wa- 
ter but completely insoluble in the lipid membrane pass 
through minute water-filled passageways, or pores, in the 
membranes by a process called ultrafiltration. Only '/1,000 
of the surface area of capillaries is represented by these 
pores. Other substances, such as cholesterol, are trans- 

ported by specific receptors in the endothelium. 
In the fetus, oxygenated blood is carried from the pla- 

centa to the fetus by the umbilical vein. It then passes 
to the inferior vena cava of the fetus by way of a vessel 
called the ductus venosus. From the inferior vena cava, 
the blood enters the right atrium, then passes through the 
foramen ovale into the left atrium; from there it moves 
into the left ventricle and out the aorta, which pumps 
the oxygenated blood to the head and upper extremities. 
Blood from the upper extremities returns via the superior 
vena cava into the right atrium, where it is largely de- 
flected into the right ventricle. 
From the right ventricle, a portion of the blood flows into 

the pulmonary artery to the lungs. The largest fraction 
flows through an opening, the ductus arteriosus, into the 
aorta. It enters the aorta beyond the point at which the 
blood of the head leaves. Some of the blood supplies the 
lower portion of the body. The remainder returns to the 
placenta via the umbilical arteries, which branch off from 
the internal iliac arteries. 
The changes that take place at birth and that permit 

routing of the blood through the pulmonary system in- 
stead of the umbilical vessels have been described above 
in the section on the origin and development of the heart. 

EVALUATING THE CARDIOVASCULAR SYSTEM 

Certain diagnostic techniques with respect to the heart 
and blood vessels are important factors in determining 
the degree of disease and their appropriate medical and 
surgical treatment. 
Invasive techniques. Right-heart catheterization. Right- 

heart catheterization is performed by insertion of a catheter 
(a long tube) into the cubital vein (at the bend of the 
elbow), the saphenous vein (in the inner thigh), or the 
femoral vein (at the groin). The catheter, which is opaque 
to X ray, is advanced into the right atrium, right ventricle, 
and pulmonary artery under fluoroscopy. This procedure 
makes it possible to measure pressure and oxygen satura- 
tion in the right heart chamber itself and thus to diagnose 
abnormalities in the valves. 
Left-heart catheterization. Left-heart catheterization is 

accomplished by introducing a catheter into the brachial 
or femoral artery (in the upper arm and thigh, respec- 
tively) and advancing it through the aorta across the aortic 
valve and into the left ventricle. Mitral and aortic valvu- 
lar defects and myocardial disease can be evaluated by 
this technique. 
Angiocardiography and arteriography. Angiocardiogra- 

phy permits direct visualization of the chambers and great 
vessels of the heart from injections of dyes that are opaque 
to X rays. Anatomic defects, such as congenital and 
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acquired lesions, can be detected readily. Left ventricu- 
lography (X-ray pictures of the left ventricle) provides 
information about the synchrony and adequacy of the 
forces of contraction in areas of the left ventricle. Arteri- 
ography (X-ray pictures of an artery after the injection of 
dyes that are opaque to X rays) of the coronary arteries 
permits identification, localization, and assessment of the 
extent of obstructive lesions within these arteries. It is 
the most important means of defining the presence and 
severity of coronary atherosclerosis and, in conjunction 
with left ventriculography, the related state of myocardial 
function. Although invasive techniques involving left ven- 
tricular catheterization and radio contrast angiocardiogra- 
phy and arteriography provide reliable measurements of 
ejection fraction and regional formation, they have limited 
applications. 
Noninvasive techniques. The term echocardiography 

refers to a group of tests that use ultrasound (sound waves 
above frequencies audible to humans) to examine the 
heart and record information in the form of echoes, or 
reflected sonic waves. M-mode echocardiography records 
the amplitude and the rate of motion of moving objects, 
such as valves, along a single line with great accuracy. 
M-mode echocardiography, however, does not permit ef- 
fective evaluation of the shape of cardiac structures. nor 
does it depict lateral motion (i.e., motion perpendicular 
to the ultrasonic beam). Real-time (cross-sectional or two- 

dimensional) echocardiography depicts cardiac shape and 
lateral movement not available in M-mode echocardiogra- 
phy by moving the ultrasonic beam very rapidly, and such 
recording may be displayed on film or videotape. New 
techniques allow measurement by ultrasonography of rates 
of flow and pressures, for example, across heart valves. 

Radionuclide imaging (radioactive nuclides) provides a 
safe, quantitative evaluation of cardiac function and a di- 
rect measurement of myocardial blood flow and myocar- 
dial metabolism. Radionuclide imaging is used to evaluate 
the temporal progress of cardiac disease, hemodynamics, 
and the extent of myocardial damage during and after 
infarction and to detect pulmonary infarction following 
emboli. The primary requirement of radionuclide imaging 
is that the bolus of radionuclide should remain within the 
blood vessels during its first passage through the right and 
left sides of the heart. The second requirement is that the 
physical properties of the radionuclide be satisfactory with 
respect to the instrumentation being used. 
The radionuclide used in virtually all phases of radionu- 

clide imaging is technetium-99. It has the disadvantage of a 
long half-life (six hours), however, and other radionuclides 
with shorter half-lives are also used. These radionuclides 
all emit gamma rays, and a scintillation camera is used to 
detect gamma-ray emission. The data are assessed with the 
R wave of the electrocardiogram as a time marker for the 
cardiac cycle. Radionuclide cineangiography is a further 
development of radionuclide imaging. These techniques 
are used to assess myocardial damage, left ventricular 
function, valve regurgitation, and, with the use of radionu- 
clide potassium analogues, myocardial perfusion. 
There are techniques that measure metabolism in the 

myocardium using the radiotracer method (i.e., a radioac- 
tive isotope replaces a stable element in a compound, which 
is then followed as it is distributed through the body). 
Positron emission tomography uses positron radionuclides 
that can be incorporated into true metabolic substrates and 
consequently can be used to chart the course of selected 
metabolic pathways, such as myocardial glucose uptake 
and fatty-acid metabolism. Magnetic resonance imaging 
(MRI; also called nuclear magnetic resonance [NMR]), 
also allows high resolution tomographic (one-plane) and 
three-dimensional imaging of tissues. Magnetic resonance 
imaging uses magnetic fields and radio frequencies to 
penetrate bone and obtain clear images of the underlying 
tissues. (M.F.O./S.W.J.) 

Cardiovascular system diseases and disorders 

Diseases of the heart and blood vessels constitute one 
of the major human health problems of modern times. 
Life depends on the functioning of the heart; thus, the 

heart is involved in all death, but this does not account 
for its prominence in causing death. To some degree, as 
medical science advances, more people are saved from 

other illnesses, only to die from one of the unsolved 
and uncontrolled disorders of the cardiovascular system. 
Some forms of cardiovascular diseases are becoming less 
frequent causes of death, and continued research and pre- 

ventive measures may provide even greater benefits. 
Heart disease as such was not recognized in nontechno- 

logical cultures, but the beating heart and its relationship 
to death have always been appreciated. Sudden death, now 
usually attributed to heart disease, was recognized as early 
as the 5th century Bc by the Greek physician Hippocrates 
and was noted to be more common in the obese. The 
role of disease in affecting the heart itself did not become 
apparent until the 17th century, when examination of the 

body after death became acceptable. 
Gradually, the involvement of the heart valves, the blood 

vessels, and the heart muscle was observed and catego- 
rized in an orderly fashion. The circulation of the blood 
through the heart was described in 1628 by the British 
physician William Harvey. The recognition of the mani- 
festations of heart failure came later, as did the ability to 

diagnose heart ailments by physical examination through 
the techniques of percussion (thumping), auscultation (lis- 
tening) with the stethoscope, and other means. It was not 

until early in the 20th century that the determination of 
arterial blood pressure and the use of X rays for diagnosis 
became widespread. 
In 1912 James Bryan Herrick, a Chicago physician, first 

described what he called coronary thrombosis (he was de- 
scribing symptoms actually caused by myocardial infarc- 
tion; see below). Angina pectoris (described and discussed 
in a later section) had been recorded centuries earlier. 
Cardiovascular surgery in the modern sense began in the 
1930s, and open-heart surgery in the 1950s. 
The exact incidence of heart disease in the world popula- 

tion is difficult to ascertain because complete and adequate 
public health figures for either prevalence or deaths are not 
available. In the more technologically developed countries 
of the world, such as the United States, the United King- 
dom, and most other European countries, arteriosclerotic 
heart disease (heart disease resulting from thickening and 
hardening of the artery walls; see below) constitutes by far 
the most predominant form. In other areas, such as the 

countries of Central Africa, other forms of heart disease, 
often nutritional in nature, are a common cause of death. 
In Asia and the islands of the Pacific, hypertensive car- 
diovascular disease, disease involving high blood pressure, 
constitutes a major health hazard. (J.V.W./Ed.) 

CONGENITAL HEART DISEASE 

The heart’s complicated evolution during embryological 
development presents the opportunity for many different 
types of congenital defects to occur. Congenital heart dis- 
ease is one of the important types of diseases affecting the 
cardiovascular system, with an incidence of about eight 
per 1,000 live births. In most patients the causes appear to 
fit in the middle of a continuum from primarily genetic 
to primarily environmental. 
Of the few cases that have a genetic nature, the defect 

may be the result of a single mutant gene, while in others 
it may be associated with a chromosomal abnormality, the 
most common of which is Down’s syndrome, in which 
about 50 percent of afflicted children have a congenital 
cardiac abnormality. In the even smaller number of cases 
of an obvious environmental cause, a variety of specific 
factors are evident. The occurrence of rubella (German 
measles) in a woman during the first three months of preg- 
nancy is caused by a virus and is associated in the child 
with patent ductus arteriosus (nonclosure of the opening 
between the aorta and pulmonary artery). Other viruses 
may be responsible for specific heart lesions, and a num- 
ber of drugs, including antiepileptic agents, are associated 
with an increased incidence in congenital heart disease. 
In most cases, congenital heart disease is probably caused 

by a variety of factors, and any genetic factor is usually 
unmasked only if it occurs together with the appropriate 
environmental hazard. The risk of a sibling of a child 
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with congenital heart disease being similarly affected is 
between 2 and 4 percent. The precise recurrence can vary 
for individual congenital cardiovascular lesions. 
Prenatal diagnosis of congenital cardiovascular abnor- 

malities is still at an early stage. The most promising 
technique is ultrasonography, used for many years to ex- 
amine the fetus in utero. The increasing sophistication of 
equipment has made it possible to examine the heart and 
the great vessels from 16 to 18 weeks of gestation onward 
and to determine whether defects are present. Amnio- 
centesis (removal and examination of a small quantity 
of fluid from around the developing fetus) provides a 
method by which the fetal chromosomes can be examined 
for chromosomal abnormalities associated with congenital 
heart disease. In many children and adults the presence of 
congenital heart disease is detected for the first time when 
a cardiac murmur is heard. A congenital cardiovascular 
lesion is rarely signaled by a disturbance of the heart rate 
or the heart rhythm. 
Congenital cardiac disturbances are varied and may in- 

volve almost all components of the heart and great arter- 
ies. Some may cause death at the time of birth, others 
may not have an effect until early adulthood, and some 
may be associated with an essentially normal life span. 
Nonetheless, about 40 percent of all untreated infants 
born with congenital heart disease die before the end of 
their first year. 
Congenital heart defects can be classified into cyanot- 

ic and noncyanotic varieties. In the cyanotic varieties, 
a shunt bypasses the lungs and delivers venous (deoxy- 
genated) blood from the right side of the heart into the 
arterial circulation. The infant’s nail beds and lips have a 
blue colour due to the excess deoxygenated blood in their 
systems. Some infants with severe noncyanotic varieties of 
congenital heart disease may fail to thrive and may have 
breathing difficulties. 
Abnormalities of individual heart chambers. Abnormal- 

ities of the heart chambers may be serious and even life 
threatening. In hypoplastic left heart syndrome, the left- 
sided heart chambers, including the aorta, are underdevel- 
oped. Infants born with this condition rarely survive more 
than two or three days. In other cases, only one chamber 
develops adequately. Survival often depends on the pres- 
ence of associated compensatory abnormalities such as 
continued patency of the ductus arteriosus or the presence 
of a septal defect, which may allow either decompression 
of a chamber under elevated pressure or beneficial com- 
pensatory intracardiac shunting either from right to left or 
from left to nght. 
Abnormalities of the atrial septum. The presence of a 

septal defect allows blood to be shunted from the left side 
of the heart to the right, with an increase in blood flow 
and volume within the pulmonary circulation. Over many 
years the added burden on the right side of the heart and 
the elevation of the blood pressure in the lungs may cause 
the right side of the heart to fail. 
Defects in the atrial septum may be small or large and 

occur most commonly in the midportion in the area 
prenatally occupied by the aperture called the foramen 
ovale. Defects lower on the atrial septum may involve 
the atrioventricular valves and may be associated with 
incompetence of these valves. In its most extreme form, 
there may be virtually no septum between the two atrial 
chambers. Atrial septal defect is a noncyanotic type of 
congenital heart disease and usually is not associated with 
serious disability during childhood. A small defect may be 
associated with problems in young adults, although deteri- 
oration can occur in later life. Atrial septal defects, unless 
small, must usually be closed in childhood. 
Abnormalities of the ventricular septum. Defects in the 

interventricular septum, the partition that separates the 
lower chambers of the heart, may be small or large, single 
or multiple, and may exist within any part of the ventric- 
ular septum. Small defects are among the most common 
congenital cardiovascular abnormalities and may be less 
life threatening, since many such defects close sponta- 
neously. Small defects often create loud murmurs but, 
because they restrict the flow of blood from left to right, no 
significant change in the circulation occurs. On the other 
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hand, when a defect is large a significant amount of blood 
is shunted from the left ventricle to the right, with a high 
flow and volume of blood into the pulmonary circulation. 
The pulmonary circulation may be damaged by the 

stresses imposed by a high blood flow over a long period of 
time. If unchecked, this damage can become irreversible. 
A further hazard in both small and large ventricular sep- 
tal defects is the increased risk of bacterial endocarditis 
(inflammation of the heart lining as a result of bacterial 
infection). This risk is likely to be high during procedures 
such as dental extractions, when infection may enter the 
bloodstream. 
Ventricular septal defects are often combined with other 

congenital cardiac defects. The best known of these is 
tetralogy of Fallot, named for the French physician Eti- 
enne-Louis-Arthur Fallot, who first described it. In this 
condition there is a ventricular septal defect, pulmonary 
stenosis (narrowing of the opening to the pulmonary 
artery), deviation of the aorta to override the ventricu- 

lar septum above the ventricular septal defect, and right 
ventricular hypertrophy (thickening of the muscle of the 
right ventricle). As a result of the obstruction imposed 
by the pulmonary stenosis, deoxygenated venous blood is 
shunted from the nght to the left side of the heart into 
the arterial circulation. A child with this cyanotic form of 
congenital heart disease can survive beyond infancy, but 
few survive to adulthood without surgery. 
Abnormal origins of the great arteries. In many com- 

plex forms of congenital heart disease, the aorta and 
pulmonary artery do not originate from their normal ar- 
eas of the ventricles. In one of the most common of 
such cases—transposition of the great arteries—the aorta 
originates from the right ventricle and receives deoxy- 
genated blood from the superior and inferior venae cavae, 
and the pulmonary artery arises from the left ventricle 
and receives fully oxygenated pulmonary venous blood. 
Survival in such cases depends on a naturally occurring 
communication between the two sides of the heart that 
allows oxygenated blood to enter the aorta; if such a 
communication is not present naturally, it may be created 
medically or surgically. Both the aorta and the pulmonary 
artery may originate from the right ventricle; this form of 
abnormal origin of the arteries usually is associated with 
a ventricular septal defect and, on occasion, pulmonary 
stenosis. This combination of defects is a severe form of 
cyanotic heart disease. 
Abnormalities of the valves. The most common con- 

genital abnormality of the cardiac valves affects the aortic 
valve. The normal aortic valve usually has three cusps, 
or leaflets, but the valve is bicuspid in | to 2 percent 
of the population. A bicuspid aortic valve is not neces- 
sarily life threatening, but in some persons it becomes 
thickened and obstructed (stenotic). With age the valve 
may also become incompetent or act as a nidus (focus 
of infection) for bacterial endocarditis. Congenital aortic 
valve stenosis, if severe, results in hypertrophy of the left 
ventricular myocardium and may rarely be responsible in 
asymptomatic individuals for sudden death. Even minor 
forms of aortic valve stenosis may grow progressively se- 
vere, and are likely, with the passage of time, to require 
surgical treatment. 
In contrast to aortic valve stenosis, pulmonary valve 

stenosis, if mild, is usually well tolerated and does not 
require surgical treatment. More severe forms of the dis- 
ease may require surgery or balloon dilation (see below 
Surgical treatment of the heart). 
Abnormalities of the myocardium and endocardium. 

Congenital abnormalities in the myocardium, for example, 
tumours, may be present at birth, but they are rare. Ab- 
normalities of the endocardium may be present at birth, 
but they are also rare. They include fibroelastosis, a disease 
in which the endocardium develops a thick fibrous coat 
that interferes with the normal contraction and relaxation 
of the heart. This condition cannot be treated surgically 
and is usually life threatening. 
Abnormalities of the coronary arteries. The coronary 

arteries may arise abnormally from a pulmonary artery 
rather than from the aorta, with the result that deoxy- 
genated blood instead of oxygenated blood flows through 
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the heart muscle. Abnormal openings, called coronary 
arterial venous fistulas, may be present between the coro- 

nary arteries and chambers of the heart. One or more 

of the three main coronary arteries may be absent. If 
necessary, most coronary arterial abnormalities can be 

corrected surgically. 
Abnormalities of the aorta. One of the most common 

congenital cardiovascular abnormalities involves the aorta. 
In coarctation of the aorta there is a narrowing of the 

aortic wall usually at that portion of the aorta just beyond 
the site at which the main blood vessel to the left arm (the 

subclavian artery) originates. As a result of the narrowing 
or obstruction at this point, blood flow to the lower half of 
the body is diminished and hypertension develops in the 
upper half of the body. This defect may give rise to heart 
failure in early infancy or complications in later childhood 

and adulthood. 
During fetal life and immediately after birth, the ductus 

arteriosus is a channel that connects the pulmonary artery 
and the first segment of the descending thoracic aorta. The 
function of this duct in utero is to shunt blood away from 
the lungs. If the ductus remains open after birth, excessive 
blood may flow into the lungs, resulting in pulmonary 
congestion and heart failure. Spontaneous closure of the 
ductus arteriosus may be delayed in premature newborn 
infants, exacerbating the respiratory problems common to 
them. If necessary, the ductus arteriosus can be induced 
to close with drugs in premature infants or surgically 
closed in older infants and children. Finally, there may be 
direct communication between the aorta and pulmonary 
arteries because the truncus arteriosus has either partially 
or completely failed to partition. 
Anomalous pulmonary venous return. The pulmonary 

veins from the right and left lungs may connect either di- 
rectly or indirectly to the right, instead of the left, atrium. 
In this condition the abnormal venous channel draining 
to the right side of the heart may become obstructed. 
Infants born with total anomalous (abnormal) pulmonary 
venous drainage usually develop problems within the first 
few weeks or months and thus require cardiac surgery. 
Partial forms of anomalous pulmonary venous return, in 
which only one or two pulmonary veins are connected 
abnormally, may have few symptoms, although surgical 
correction may be done if required. 
Anomalies of the vena cava. The most common ab- 

normalities of the venae cavae, the major veins returning 
venous blood to the right side of the heart, are a persistent 
left superior vena cava (normally there is only one supe- 
rior vena cava opening to the right side of the heart) and 
an abnormal connection of the inferior vena cava to the 
heart. These abnormalities are frequently associated with 
intracardiac structural faults. (M.F.O./M.J.G.) 

ACQUIRED HEART DISEASE 

Atherosclerosis. Atherosclerosis is a type of thickening 
and hardening of the medium- and large-sized arteries. 
When affecting the coronary arteries, it accounts for a 
large proportion of heart attacks and cases of ischemic 
(inadequate blood supply to a region due to a constriction 
or obstruction of a blood vessel) heart disease. Atheroscle- 
rosis also accounts for many strokes (those due to cerebral 
ischemia and infarction), numerous instances of periph- 
eral vascular disease, and most aneurysms (a dilation in 

the wall of a blood vessel to form a blood-filled sac) of the 
aorta, which can rupture and cause fatal hemorrhage. 
The basis of coronary artery disease is the slow develop- 

ment of areas of thickening in the coronary arteries. These 
thickenings are called atherosclerotic plaques or atheroma- 
tous lesions and they develop early in life, progressing over 
a period of many years with phases of quiescence or even 
regression interspersed with periods of progression. Such 
coronary atheromatous lesions are found in virtually all 
adults in the industrialized world although most persons 
never have signs or symptoms of heart disease. In others, 
however, atheromatous lesions intrude into the lumen of 
the coronary arteries and progressively impede blood flow 
to the myocardium, leading to the clinical syndromes of 
coronary heart disease (Figure 20). 

Two major elements of the atheromatous lesion deter- 

Figure 20: A typical atheromatous plaque in a coronary artery. 
The plaque has reduced the lumen (large dark circle at bottom 

left) to 30 percent of its normal size. The white areas are lipid 
and cholesterol deposits. The darker layers represent fibrous 

areas, probably resulting from earlier incorporation of thrombi 

from the lumen. 

mine its progress. One is the accumulation of cholesterol 
at the points of thickening and the other is the incorpo- 
ration of minute clots, or thrombi, into the endothelial 
(inner) surface of the artery. Accumulation of cholesterol 
in atherosclerotic lesions is related to the concentration 

of cholesterol-carrying lipoproteins in the blood that flows 
through the coronary arteries. Elevation of the concen- 
tration of these lipoproteins is primarily determined by 
genetic factors but is also influenced by environmental 
factors, such as a high-fat diet. Environmental and ge- 

netic factors may interact adversely. The inverse of this 
relationship is also true; human beings with low levels 
of cholesterol, as well as many species of mammals that 
do not have an excess of cholesterol-carrying lipoproteins, 
rarely develop atherosclerosis. 
There are alternative views on what actually causes the 

irreversible accumulation of cholesterol-carrying lipopro- 
teins to form atheromatous lesions. One theory is that the 
degree of elevation of plasma cholesterol, in association 
with defective receptors on the lining of the arteries and ar- 
terioles, determines whether cholesterol accumulates. The 

second is that there is a low-grade inflammatory process 
in this lining (the endothelium) that leads to the forma- 
tion of microthrombi on the surface and the trapping of 
cholesterol-carrying lipoproteins on the arterial wall. 
It is probable that these two previously divergent theo- 

ries of the development of atherosclerosis—the accumu- 
lation of cholesterol-carrying lipoproteins and endothelial 
thrombosis (formation of a clot of blood products)—may 
be combined by accepting that both occur. Under most 
conditions incorporation of cholesterol-rich lipoproteins 
is the predominant factor in determining whether or not 
plaques progressively develop. The endothelial injury that 
results or may occur independently leads to involvement 
of two cell types circulating in the blood—platelets and 
monocytes. Platelets adhere to areas of endothelial injury 
and to themselves. They trap fibrinogen, a plasma protein, 
leading to the development of platelet-fibrinogen thrombi. 
Platelets, monocytes, and other elements of the blood 
release hormones, called growth factors, that stimulate 
proliferation of muscle cells in arteries. 
Atherosclerotic lesions are focal in nature, and their 

distribution is determined by the interrelation of hemo- 
dynamic physical forces such as blood pressure, blood 
flow, and turbulence within the lumen. These lead to 
physical forces of parallel strain, or shear, on the endothe- 
lial lining, giving rise to areas of relatively positive and 
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negative pressure. These hemodynamic forces are particu- 
larly important in the system of coronary arteries, where 
there are unique pressure relationships. The flow of blood 
through the coronary system into the myocardium takes 
place during the phase of ventricular relaxation (diastole) 
and virtually not at all during the phase of ventricular 
contraction (systole). During systole, the external pressure 
on coronary arterioles is such that blood cannot flow 
forward, and the system of coronary arteries is the most 
extreme example of phasic blood flow in the body. The 
external pressure exerted by the contracting myocardium 
on coronary arteries also influences the distribution of 
atheromatous obstructive lesions. 
Arterial atheromatous lesions may undergo reversal, al- 

though much of the evidence comes from changes that 
have been observed in artificial experimental circumstances 
in primates and early lesions in human femoral arteries. 
The extent to which it is possible to induce regression 
of advanced obstructive lesions in human coronary arter- 
ies depends upon a better knowledge of the spontaneous 
changes that occur in these lesions and upon improve- 
ments in the methods of their measurement during life. 
Coronary artery disease. Coronary artery disease is a 

term describing those diseases, which also occur in other 
arteries, that lead to obstruction of the flow of blood in 

the vessel. It is commonly used synonymously with the 
specific entity of atheromatous intrusion into the artery 
lumen. Coronary heart disease is a term used to describe 
the symptoms and features that can result from advanced 
coronary artery disease. The same symptoms are also 
called ischemic heart disease because the symptoms result 
from the development of myocardial ischemia. There is 
no one-to-one relationship between coronary atheroscle- 
rosis and the clinical symptoms of the disease or between 
coronary artery disease and coronary heart disease. 
Coronary artery disease due to atherosclerosis is present 

to varying degrees in all adults in industrialized communi- 
ties. Symptoms of disease, however, will occur only when 
the extent of the lesions or the speed of their development 
(acute thrombosis) reduces the flow of blood to the myo- 
cardium below a critical level. One or more major coro- 
nary arteries may progressively narrow without leading to 
any symptoms of coronary heart disease, provided the area 
of the heart muscle supplied by that artery is adequately 
perfused with blood from another coronary artery circuit. 
The small coronary arteries anastamose (interconnect) 
and are not, as previously thought, end arteries. Thus, 
they can open up and provide a collateral, or supportive, 
circulation that protects against progressive occlusion (ob- 
struction). Exercise improves coronary collateral flow and 
for this reason may protect against coronary heart disease. 
Although coronary artery disease is most frequently 

caused by atherosclerosis, inflammation of the blood ves- 
sels may, in rare cases, cause obstructive lesions of the 
coronary vessels. In persons with familial hypercholes- 
terolemia, the disease process may involve the mouth of 
the coronary vessels as they leave the aorta and cause 
obstruction to blood flow. On rare occasions, clots aris- 
ing from the left atrium or left ventricle may enter the 
coronary vessels and cause acute obstruction and symp- 
toms of disease. 
There are influences, or “triggers,” that convert coro- 

nary artery disease into coronary heart disease; these 
include coronary thrombosis, vasomotor influences such 
as coronary spasm, and the hemodynamic needs of the 
myocardium. Influences within the myocardium itself 
also may increase the demand for blood flow above the 
level available, making the myocardium vulnerable to al- 
terations in function, contractility, and the maintenance 
of normal rhythm. These interrelationships are indicated 
in Figure 21. 
Coronary heart disease. Coronary heart disease is a 

general term for a number of syndromes. Ischemic heart 
disease, an alternative term, is actually more correct be- 
cause the syndromes described are all to some degree 
manifestations of myocardial ischemia (a lack of blood 

supply to the myocardium). 
Coronary heart disease includes a number of interdepen- 

dent syndromes: angina pectoris, acute myocardial infarc- 
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Figure 21: Alternative interventions for the prevention of 
coronary heart disease (CHD). 

(Left) Health education to identify risk factors and to change 
a person’s way of living in order ultimately to reduce CHD. 
(Middle) Identification and alteration of principle triggers, such 
as thrombosis, that convert atherosclerosis into CHD. (Right) 
Strengthening the resistance of the myocardium to impending 
sudden cardiac death by conditioning it to tolerate the effects 
of progressive arterial occlusion. 

From M.F. Oliver, ‘‘Prevention of Coronary Heart Disease—Propaganda, Promises, Problems 
and Prospects,” Circulation (January 1986) 

tion, and sudden cardiac death (due to lethal arrhythmias). 
There are also features of coronary occlusion (blockage 
of a coronary artery), including phasic abnormalities dur- 
ing rest and exercise electrocardiograms that indicate the 
presence of myocardial ischemia. Knowledge of the mech- 
anisms that lead to a particular syndrome is inexact. Thus, 

a coronary thrombosis may lead to myocardial infarction 
in one person, sudden death in another, a minor episode 
of angina in a third, or no symptoms at all in a fourth. 
There is, however, no alternative to using the orthodox 
syndromes as the means of recognizing and recording the 
incidence of coronary heart disease. 
Epidemiology. There is an uneven geographic distribu- 

tion of coronary heart disease. It is responsible for one- 
third to one-half of the deaths in most industrialized 
countries and is the most common single cause of death 
in North America and Europe. The disease is relatively 
uncommon, however, in Asia (including China, Japan, In- 
dia, and the Middle East), Central Africa, and Central and 

South America. Many studies have linked the geographic 
differences in coronary heart disease with various aspects 
of life-style, such as cigarette smoking, diet, physical inac- 
tivity, and obesity. 
Risk factors. Three main risk factors have been iden- 

tified: cigarette smoking, a high level of cholesterol in 
the blood (hypercholesterolemia), and high blood pressure 
(hypertension). Important as these risk factors are, they 
are found only in about one-half of those who experience 
heart attacks. The proportion of persons with any or all 
of these three risk factors is greater in young and middle- 
aged adults than in older adults. It is impossible to incrim- 
inate any one of these risk factors over another, since the 
manifestations of coronary heart disease are undoubtedly 
due to many independent and interdependent influences, 
but the coexistence of the three greatly increases the risk 
of developing coronary heart disease. 
The familial predisposition to the disease is not well 

understood, although it is stronger in families with hy- 
percholesterolemia and hypertension. It is most likely to 
develop prematurely in the presence of polygenic forms, or 
the rare monogenic form, of familial hypercholesterolemia. 
There is a progressive relationship between serum choles- 
terol concentrations and the incidence of coronary heart 
disease. This is also true for hypertension. Of the three 
major risk factors, however, excessive cigarette smoking is 
probably the most important. Other influences—such as 
a predisposition to develop thrombosis, diabetes mellitus, 
physical inactivity, obesity, and, rarely, oral contracep- 
tives—may induce premature coronary heart disease in 
susceptible persons. 
Angina pectoris. The term angina pectoris was first 

used in 1772 by the British physician William Heberden 
when he wrote: 

There is a disorder of the breast. ... The seat of it, and sense 
of strangling and anxiety, with which it is attended, may make 
it not improperly be called angina pectoris. Those, who are 
afflicted with it, are ceased [sic] while they are walking and 
most particularly when they walk soon after eating, with a 
painful and most disagreeable sensation in the breast, which 
seems as it would take their breath away, if it were to increase 
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or to continue; the moment they stand still, all this uneasi- 
ness vanishes. 

Heberden’s initial description is still accurate; however, 
there are no truly characteristic symptoms of angina 
pectoris. While the chest discomfort may be variously 
described as “constricting,” “suffocating,” “crushing,” 
“heavy,” or “squeezing,” there are many patients in whom 
the quality of the sensation is imprecise. The discomfort 
is usually, but not always, behind the breastbone, but pain 
radiating to the throat or jaw or down the inner sides 
of either arm is common. There may be no physical ab- 
normalities, and an electrocardiogram may be normal or 
show only transient changes with exercise. 
Coronary arteriography assesses the extent of coronary 

artery occlusion, which may vary from a small increase in 
coronary artery muscle tone at a partly occluded site in 
a branch of one of the three main coronary arteries, to a 
90 percent or greater occlusion of the left main coronary 

artery with involvement of other major coronary arteries. 
But the extent of coronary artery disease revealed by coro- 

nary arteriography does not predicate action or treatment. 
The myocardial ischemia that causes angina is due to a 

disturbance of the balance between myocardial demands 
and supply. If demands are reduced sufficiently, the tem- 
porarily endangered supply may be adequate. The dis- 
turbance of the equilibrium may be short-lived and may 
correct itself. Unstable angina has an appreciably worse 
prognosis than stable angina because of a higher risk of 
myocardial infarction and sudden cardiac death, and it 
requires daily observation and active intervention. 
When coronary arteriography reveals relatively isolated, 

incompletely obstructive lesions, there are two alternative 
treatments—medication or coronary angioplasty (balloon 

dilation of the localized obstruction by a special catheter; 
see Figure 22). When coronary arteriography reveals a 
severe occlusion of the left main coronary artery or prox- 
imally in one or more of the major arteries, coronary 
artery bypass graft surgery may be necessary. 
In unstable angina pectoris, coronary arteriography may 

help determine whether coronary angioplasty or coronary 

artery bypass surgery is needed. Drugs that cause coronary 
dilation and peripheral arterial vasodilation, and that re- 
duce the load on the heart, are usually necessary. Drugs 
that reduce the work of the heart by blocking adrenorecep- 
tors (receptors in the heart that respond to epinephrine) 
and drugs that reduce a thrombogenic tendency are given 
at this stage. For patients with stable angina, drugs that 
reduce the heart’s work are administered. 
Myocardial infarction. A syndrome of prolonged, se- 

vere chest pain was first described in the medical literature 
in 1912 by James Brian Herrick, who attributed the syn- 
drome to coronary thrombosis, the development of a clot 
in a major blood vessel serving the heart. As a result, 
the disorder was termed coronary thrombosis, or coronary 
occlusion (blockage of a coronary artery). Later evidence 
indicated, however, that, though thrombotic occlusion of 

an atheromatous lesion in a coronary artery is the most 
common cause of the disorder, the manifestations are the 
result of the death of an area of heart muscle (infarction). 
The term myocardial infarction, therefore, is more ap- 
propriate. The more general and less specific term heart 
attack may be more desirable because of these difficulties 
in describing the causation of the disease entity. 
Myocardial infarction is characterized by cellular death 

(necrosis) of a segment of the heart muscle. Generally, it 
involves an area in the forward wall of the heart related to 
the blood distribution of the anterior descending coronary 
artery, though in other instances the inferior wall or the 
septum (partition) of the ventricle is involved. Coronary 
thrombosis is present in a majority of the hearts examined 
at autopsy and undoubtedly plays an important role. In 
others, changes in metabolic demands of the heart muscle 
in the presence of a restricted blood flow may be enough 
to cause death of ischemic cells. 
The outstanding clinical feature of myocardial infarction 

is pain, similar in many respects to that of angina pec- 
toris. The important difference is that the pain lasts for 
a much longer period, at least half an hour, and usually 
for several hours and perhaps for days. The pain is de- 

catheter 

Figure 22: Successful coronary angioplasty. 
(A) The right coronary artery (arrow) is being injected with 
radiopaque dye through a catheter in the aorta. The artery 
is completely blocked by a thrombus one centimetre from its 
origin. (B) The same right coronary artery (arrow) 30 minutes 
after the start of intravenous thrombolytic treatment; the clot 
is beginning to dissolve. (C) The same right coronary artery 
completely unblocked. 
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scribed as “crushing,” “compressing,” “like a vise,” and is 
often associated with some difficulty in breathing. As with 
angina pectoris, the pain may radiate to the left arm or 
up the neck into the jaws. There is often nausea, vom- 
iting, and weakness. Fainting (syncope) may occur, The 
affected person frequently is pale, and he may perspire 
profusely. Infrequently, these symptoms may be absent, 
and the occurrence of infarction can then be detected 
only by laboratory tests. Laboratory studies may show an 
elevation of the number of white blood cells in the blood 
or a rise in the enzyme content of the blood, indicating 
leakage from damaged heart muscle cells. The electrocar- 
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diogram in most instances shows distinct and characteris- 
tic abnormalities at the onset, but the electrocardiographic 
abnormalities may be less characteristic or totally absent. 
In most persons who experience an acute myocardial 

infarction, the circulation remains adequate, and only 
by subtle evidence such as rales (abnormal respiratory 
sounds) in the lungs or a gallop rhythm of the heartbeat 
may the evidence of some minor degree of heart failure 
be detected. In a small percentage of cases, the state of 
shock occurs, with pallor, coolness of the hands and feet, 
low blood pressure, and rapid heart action. In these cases, 
myocardial infarction is deadly, with survival rates of only 
20-40 percent, in contrast to the current survival rate in 

many hospitals of 80-90 percent. Mortality is also related 
to age, for the process is more lethal in the elderly. In a 
small number of persons there may be thromboembolism 
(obstruction caused by a clot that has broken loose from 
its site of formation) into an artery elsewhere in the body. 
In some individuals, the damage caused by the infarction 
may interfere with the functioning of the mitral valve, 
the valve between the left upper and lower chambers, and 
result in a form of valvular heart disease. It may cause 
a rupture of the interventricular septum, the partition be- 
tween the left and right ventricles, with the development 
of a ventricular septal defect, such as is seen in some 
forms of congenital heart disease. Rupture of the ventricle 
also may occur. 
Drugs are used to control arrhythmias and to strengthen 

myocardial function. Convalescence from an acute myo- 
cardial infarction may last several weeks, allowing time 
for scar tissue to form in the area of an infarction and 
a gradual return to activity. Although some persons may 
have residual evidence of heart failure or other cardiac 
malfunction, most individuals may return to an active life 
after a period of weeks and are not in any way invalided 
by the process. These individuals do, however, have an 
increased potential for subsequent myocardial infarction. 
Sudden death. The term sudden death is used impre- 

cisely and includes death that is almost instantaneous 
as well as death in which rapidly deteriorating disease 
processes may occupy as much as two or three days. In 
heart disease both may occur, but the term characteristi- 
cally refers to instantaneous death, which is frequent in 
coronary heart disease. Sudden death from coronary heart 
disease occurs so frequently that less than half of the per- 
sons who die from heart attacks each year in the United 
States survive long enough to reach the hospital. 
Instantaneous cardiac death is usually due to ventricular 

fibrillation (an uncontrolled and uncoordinated twitching 
of the ventricle muscle), with total mechanical inade- 
quacy of the heart and erratic and ineffective electrical 
activity. Sudden death may occur without any previous 
manifestations of coronary heart disease. It may occur in 
the course of angina pectoris and causes about one-half 
of the deaths due to acute myocardial infarction in hos- 
pitalized patients, though this number is decreasing with 
the more widespread use of coronary-care units. Although 
a reduced supply of blood to the heart undoubtedly is 
the precipitating factor, acute myocardial infarction does 
not always occur. In most persons who have died al- 
most instantaneously, no infarction was present, but there 

was widespread coronary artery disease. In rare instances, 
sudden death occurs without a major degree of coronary 
artery disease. 
The use of closed-chest cardiopulmonary massage (mas- 

sage of heart and lungs without making an opening in 
the chest wall), coupled with electrical defibrillation (the 
use of electrical shocks), if applied within a few minutes 
of the sudden death episode, may successfully resuscitate 
the majority of patients. In coronary-care units where 
the facilities and trained personnel are immediately avail- 
able, the percentage of successful resuscitations is high. In 
general hospitals where resuscitation teams have been es- 
tablished, the percentage is less satisfactory. Sudden death 
outside the hospital is, of course, a more difficult problem, 
but mobile coronary-care units responding as emergency 
ambulances to the site of a sudden death are being used 
widely and successfully. Effective resuscitation depends 
upon the prompt arrival of the unit. The use of drugs 
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and other means to prevent the onset of sudden death has 
been relatively successful in the coronary-care unit, except 
in situations in which the disease has been present for a 

long period of time. 
Survival during and after a heart attack. The risk of 

death from an arrhythmia is greatest within the first few 
minutes of the onset of an occlusion in a coronary artery 
or of acute ischemia occurring in the region of the myo- 
cardium. Thus, of those likely to die during the first two 
weeks after a major heart attack, 40 percent will die within 
one hour of the onset and another 20 percent within the 

next three hours. 
During the first few hours most persons have some dis- 

turbances of rhythm and conduction. Ventricular fibrilla- 
tion is particularly common in the first two hours, and its 
incidence decreases rapidly during the next 10 to 12 hours. 
If undetected, ventricular fibrillation is lethal. It can be 
reversed, however, in 80 to 90 percent of patients with the 
use of appropriate electronic devices for monitoring heart 
rhythm, for giving a direct-current shock to stop it, and 
for resuscitation. 
Both the immediate and long-term outlook of persons 

after myocardial infarction depends on the extent of 
myocardial damage and the influence of this damage on 
cardiac function. Efforts to limit or reduce the size of the 
infarct have been unsuccessful in improving the short- 
or long-term outlook. Procedures that cause thrombi to 
dissolve (thrombolysis), however, have led to the dramatic 
and immediate opening of apparently occluded coronary 
arteries. When such measures are implemented within 
four hours (and preferably one hour) of the onset of the 
heart attack, the chances of survival are greater, although it 
has not been shown that long-term prognosis is improved. 
Naturally occurring lytic enzymes (such as streptokinase) 
or genetically engineered products are used. 
Coronary artery bypass surgery. Coronary artery bypass 

surgery is widely used to restore adequate blood flow to the 
heart muscle beyond severe atheromatous obstruction in 
the main coronary arteries. The most common operation 
is one in which lengths of superficial veins are taken from 
the legs and inserted between the aorta, usually above the 
sinuses of Valsalva, and joined to a part of a coronary 
artery below the obstructive atheromatous lesion. Multiple 
grafts are often used for multiple atheromatous occlusions. 
The internal mammary arteries are also used to provide 
a new blood supply beyond the point of arterial obstruc- 
tion; however, since there are only two internal mammary 

arteries, their use is limited. 
There are two principal uses for coronary artery bypass 

surgery. One is to relieve chest angina that is resistant to 
medication. The other is to prolong a person’s life; how- 
ever, this is only achieved when all three main coronary 
arteries are severely obstructed and when the contractility 
of the left ventricle has been impaired somewhat. Coro- 
nary artery bypass surgery does not prolong life when it 
is used to overcome an obstruction in only one or even 

two arteries. 
Prevention of coronary heart disease. Most physicians 
recommend the elimination of cigarette smoking, a reduc- 

tion of dietary saturated fat, a proportional increase in 
fat calories from polyunsaturated sources, a reduction in 
high blood pressure, an increase in physical activity, and 
the maintenance of a weight within normal limits. While 
the circumstantial evidence from many kinds of studies 
supporting these measures is impressive, they have not yet 
been shown to be as effective as expected or predicted. 
While claims are made that a decrease in the rate of 
death from heart disease in the United States, Australia, 
Finland, and other countries is due to such changes in 
life style, similar changes in life style elsewhere have not 
been associated with a decrease in the death rate. In some 
countries (such as Sweden) coronary mortality has actually 
risen. Those persons, however, who come from high-risk 
families, such as those with familial hypercholesterolemia, 
have benefited from reduction of high levels of serum 
cholesterol. Reduction of high blood pressure, on the other 
hand, has not been shown to lower coronary mortality. 
Rheumatic heart disease. Rheumatic heart disease re- 

sults from inflammation of the heart lining, heart mus- 
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cle, and pericardium occurring in the course of acute 
rheumatic fever, an infection with Streptococcus pyogenes 
organisms. The disease includes those later developments 

that persist after the acute process has subsided and may 
result in damage to a valve, which may in turn lead to 

heart failure. 
Rheumatic fever is poorly understood. The disease pro- 

cess occurs days or weeks following the initial streptococcal 
infection. Later infections may bring about recurrences of 
the rheumatic fever that damage the heart. Immunologic 

processes (reactions to a foreign protein) are thought to be 
responsible for the response that damages the heart and 

particularly the heart valves. Rapid and effective treat- 
ment or prevention of streptococcal infections stops the 

acute process. 

Many other factors of a geographic, economic, and cli- 
matic nature influence the incidence of rheumatic fever 
but are not the primary causes. Rheumatic fever is becom- 
ing less common in the second half of the 20th century, 
and with better control of streptococcal infections, there is 
an indication of a sharp decline in rheumatic heart disease. 
It is thought that the basic pathologic lesion involves in- 

flammatory changes in the collagen, the main supportive 

protein of the connective tissue. There is also inflamma- 
tion of the endocardium and the pericardium. Only a 
relatively small percentage of deaths occur in the acute 
phase, with evidence of overwhelming inflammation asso- 
ciated with acute heart failure. There may be a disturbance 
of the conduction system of the heart and involvement 
of other tissues of the body, particularly the joints. About 
one-half of the persons found to have late rheumatic 
valvular disease give some indication that they have had 
acute rheumatic fever. 
The major toll of rheumatic fever is in the deformity 

of the heart valves created by the initial attack or by 
frequently repeated attacks of the acute illness. Although 
there may be valve involvement in the acute stages, it 
usually requires several years before valve defects become 
manifest as the cause of heart malfunction. The valve 
most frequently affected is the mitral valve, less commonly 
the aortic valve, and least common of all, the tricuspid 

valve. The lesion may cause either insufficiency of the 
valve, preventing it from operating in a normal fashion 
and leading to regurgitation, or stenosis (narrowing) of the 
valve, preventing a normal flow of blood and adding to 
the burden of the heart. 
Mitral valve involvement is usually symptomless initially 

but may lead to left ventricular failure, with shortness of 
breath. Heart murmurs are reasonably accurate signposts 
for specific valvular diagnoses. A murmur during the dia- 
stolic, or resting, phase of the heart, when blood normally 
flows through the mitral valve to fill the ventricle, gener- 
ally indicates the presence of mitral stenosis. On the other 
hand, a murmur during the systole, or contraction, of the 

left ventricle, indicates an abnormal flow of blood back 

through the mitral valve into the left atrium (mitral regur- 
gitation). When this latter condition is present, each beat 
of the heart must pump enough blood to supply the body 
as well as the wasted reflux into the pulmonary vascular 
system. This additional work load causes dilation and en- 
largement of the ventricle and leads to the development 
of congestive heart failure. 
Involvement of the aortic valve is common, and again 

there may be evidence of stenosis or insufficiency. The 
presence of aortic stenosis may lead to a marked hyper- 
trophy (enlargement) of the left ventricle of the heart. 
Involvement of either the tricuspid or pulmonic valve oc- 
curs in a similar fashion. In many persons with rheumatic 
valvular disease, more than one valve is involved. The 

specific type of valve involved influences the clinical pic- 
ture of congestive failure (see below Heart failure). 
The heart, the pulmonary artery, and the aorta. Pul- 

monary heart disease (cor pulmonale). An obstruction to 
blood flow through the network of vessels in the lungs 
develops in various types of lung disease. Impingement on 
blood flow in this integral part of the total path of blood 
flow through the body places a burden on the right side 
of the heart, which normally pumps against a low-pres- 
sure load with little resistance to blood flow. Pulmonary- 

artery pressures are normally low compared with those 
in the aorta. 

Pulmonary heart disease may be divided into acute and 
chronic forms. The classic form of acute pulmonary heart 

disease (acute cor pulmonale) occurs when there is sudden 
obstruction to the pulmonary blood-flow pattern, as oc- 

curs with a massive embolus—a blood clot that has broken 
loose from its point of formation. This impairs blood flow 
through the lungs, causes additional reflex changes that 
add to the heart’s burden, and creates an acute form of 
high blood pressure in the pulmonary arteries, with dila- 
tion and failure of the right ventricle. The right ventricle’s 
pumping ability is acutely depressed, and, therefore, the 

amount of blood available for the left side of the heart is 
also restricted, so that systemic circulatory failure occurs. 
Respiratory symptoms are not prominent, and the dis- 

order in its early stages is not accompanied by edema in 
the lung. The clinical picture in the more severe form is 
one of shock, with cold, pale, and clammy skin, low arte- 
rial pressure, and high pulse rate. Oxygen transfer in the 
lungs is severely impaired, and the heart may be acutely 
dilated. Treatment is with anticoagulant or thrombolytic 
drugs (such as streptokinase) and oxygen, which relieve the 
hypoxia (low serum oxygen levels), or in some instances, 
surgical removal of the obstruction. 
Chronic cor pulmonale may be caused by either a form 

of pulmonary disease, such as chronic bronchitis and em- 
physema—in which lung tissue is destroyed and replaced 
with air spaces, causing a loss of pulmonary blood ves- 
sels—multiple blood clots in the vessels of the lung, or 
a primary disorder of the pulmonary blood vessels. The 
result is a form of heart failure partly based on an ob- 
struction to flow through the pulmonary blood vessels, 
producing pulmonary arterial hypertension. Cyanosis may 
be evident, indicating that the arterial blood is not sat- 
urated with oxygen. In patients with chronic bronchitis 
and emphysema, the lack of oxygen or desaturation con- 
tributes to pulmonary hypertension. The manifestations 
of heart failure are present, particularly where there is 
edema, except that shortness of breath is often due to 
the underlying lung disease. The right side of the heart is 
enlarged, the valve sounds from the pulmonic valve may 

be loud, and there may be electrocardiographic evidence 
of chronic strain on the right side of the heart. Drugs that 
dilate the pulmonary blood vessels or relieve the edema 
and drugs with anticoagulant effects can be useful in the 
treatment of chronic pulmonary heart disease. However, 
the course that affords the best chance of remission of 
symptoms in patients with cor pulmonale due to chronic 
bronchitis and emphysema includes prompt treatment of 
infection, termination of smoking, and correction of the 
lack of oxygen. 

Hypertensive heart disease. Arterial hypertension is a 
disease in which the regulation of blood pressure is ab- 
normal, resulting in arterial pressure that is chronically 
higher than normal. Hypertension results from several 
causes, but the cause of the most common form (essential 
hypertension) is not understood. A family tendency to 
hypertension has been found in persons with the disease, 
and there may be a basic genetic abnormality involving 
altered cell membrane permeability in the blood vessels. 
This defect might make such persons less able to handle 

salt and in turn more responsive to hormonal or nervous 
stimulation. 
Excessive dietary intake of salt has long been held to be 

responsible for hypertension in certain groups, while other 
groups with a low sodium intake do not show an increase 
in blood pressure with age. Stress has also been shown to 
cause hypertension, and fear and anxiety can induce a rise 
in blood pressure owing to increased activity in the sym- 
pathetic nervous system. Other hormones and vasoactive 
substances have a direct effect on blood pressure, but the 
interaction of these factors remains unclear. Hypertension 
also results from a number of types of chronic renal 
(kidney) diseases and some tumours of the adrenal gland. 
In certain structural abnormalities of the aorta, such as 
coarctation, in which the artery’s middle coat is deformed 
with resulting narrowing of the channel, arterial pressure 
in the upper half of the body is abnormally high. 
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Regardless of the cause, but in some ways coloured by 
it, the effects on the cardiovascular system are similar. 
The impact on the vascular system varies from person to 
person. In some persons, for unknown reasons, the body 
withstands the abnormal elevation of blood pressure with 
minimum change in the heart and blood vessels. In other 
persons, blood vessel damage is early and severe, coupled 
with serious deterioration of heart function. In general, the 
rule is that the higher the blood pressure, the higher the 
degree of cardiovascular damage, though there are many 
exceptions. Rarely, a vicious and damaging form of hyper- 
tension occurs, often called malignant hypertension, which 
results in small blood vessel damage throughout the body, 
but particularly affecting the heart, brain, and kidneys. 
Persons with hypertensive disease have an increased sus- 

ceptibility to atherosclerosis of the coronary arteries, thus 
making it difficult to separate the cardiac manifestations 
from those actually caused by hypertension. Hyperten- 
sive persons, therefore, may eventually have congestive 
heart failure following enlargement of the heart caused 
by chronic increase in arterial pressure. In addition, they 
may suffer the effects of a decline in blood supply to the 
heart because of coronary artery disease and the classic 
manifestations of coronary arteriosclerosis, such as angina 
pectoris or death of a portion of heart muscle (myocardial 
infarction). Hypertensive cardiovascular disease may also 
become manifest through defects in the vessels supplying 
the brain, leading to stroke or other abnormalities of the 
brain. Furthermore, hypertensive cardiovascular manifes- 
tations may be complicated by the development of kidney 
failure and resultant abnormal retention of fluid in the 
tissues, adding to the problems of congestive heart failure. 
Before the use of antihypertensive drugs, high blood pres- 

sure was associated with a greatly increased mortality, with 
survival measured in months in the most severe cases. 
Antihypertensive drugs have dramatically increased the 
life expectancy of patients with severe hypertension, and 

heart failure, stroke, and kidney failure are now relatively 

uncommon in treated hypertensive patients. A similar 
reduction in coronary heart disease among this group of 
patients, however, has not occurred. Other factors, such 

as smoking and diet, may be important in this aspect of 
therapy. The treatment of mild hypertension is more con- 
troversial; although some patients benefit when actively 
treated as compared with those given a placebo. 
Other diseases of aorta and pulmonary arteries. Arte- 

riosclerosis may involve the aorta and its major branches. 
Indeed, it seems to be an almost inevitable process with 
increasing age, but the rate of development and the extent 
of involvement vary greatly. The process may merely limit 
the elasticity of the aorta and allow for some dilation and 
tortuosity as age advances. In more severe instances, there 
may be a major degree of dilation or localized formation 
of aneurysms (bulging of the vessel wall at a point of 
weakness), generally in the abdominal portion of the aorta. 
These aneurysms may result in pain and may occasion- 
ally rupture, causing sudden death. The arteriosclerotic 
process may impair the flow of blood to the tributaries 
of the aorta and lead to a variety of ischemic states— 
i.e., result in various types of damage that come from an 
insufficient supply of blood. This condition is particularly 
notable when the renal vessels are involved, creating a 
state of renal ischemia, occasionally creating hypertension, 
and possibly terminating in renal failure. 
Medial necrosis is a lesion of the aorta in which the 

media, the middle coat of the artery, deteriorates and, 
in association with arteriosclerosis and often hyperten- 
sion, may lead to a dissecting aneurysm. In a dissecting 
aneurysm a rupture in the intima, the innermost coat of 
the artery, permits blood to enter the wall of the aorta, 
causing separation of the layers of the wall. Obstruction 
to tributaries may occur, which is usually associated with 
severe chest pain. In many instances there is a secondary 
rupture of the exterior wall, which may lead to fatal inter- 
nal bleeding. Inflammation of the aortic wall may occur 
as an isolated process. 
Deposition of calcium salts in the aorta wall may occur as 

a part of the arteriosclerotic process or of other disease in- 
volvement. In certain conditions, such as congenital heart 
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disease, blood clots (thrombi) may form in the pulmonary 
artery, and these may break loose. Blood clots in the lungs 
(pulmonary emboli) may arise from this and other sources 
in the systemic venous circulation. These fragments of 
clot may be small, causing no detectable manifestations, 
or large, causing obstruction of either the total pulmonary 

arterial flow or of flow to an area of lung. 
Syphilis of the heart and aorta. Syphilis, a disease caused 

by infection with a microorganism, Treponema pallidum, 
in its early phases becomes widespread in the human body. 
At this time there may be transient inflammation of the 
heart muscle, but usually with little or no impairment of 
the circulation. In the late stages of the disease there may 
be syphilitic involvement of the heart, confined almost 
purely to the aorta and aortic valve. A particularly severe 
form of aortic insufficiency may develop, with subsequent 
dilation and enlargement of the heart and, eventually, 
heart failure. The disease process often involves the base 
of the aorta and the blood flow through the openings into 
the coronary vessels from the aorta, causing impairment 
of the coronary circulation, with resultant angina pectoris 
and, on rare occasions, myocardial infarction, the death 

of portions of heart muscle. 
The syphilitic process may also involve the wall of the 

aorta, resulting in the loss of the elastic properties, in 
dilation, and, at times, in the formation of aneurysms of 
the aorta. The aneurysms may become large and interfere 
with blood flow through the tributaries of the aorta in 
the involved area. They may be the source of pain and 
eventually may rupture, causing sudden death from loss 
of blood into the thoracic cavity. Syphilis of the aorta was 
common in the past, but with the advent of more modern 
control mechanisms, plus effective early treatment with 
the use of penicillin, the disorder has become much less 
common. Late complications can be effectively avoided 
by early antisyphilitic treatment. 
Diseases of the endocardium and valves. Bacterial en- 

docarditis, a disease in which bacterial or fungus infection 

becomes established on the surface of a heart valve or, less 

commonly, in a blood vessel wall or in the endocardium 
of the heart, usually occurs where there has been some 
previous lesion, either congenital or acquired. Most fre- 
quently, the location is at the line of closure of the valve. 
The disease may be acute and severe, or it may be a more 
chronic situation, often referred to as subacute bacterial 
endocarditis. It may erode the valve structure, or it may 
be of an inflammatory nature, producing nodules with the 
ulcerative surface of active infection. Because the bacteria 
are embedded in the lesion, the normal body defenses con- 
tained in the blood have difficulty entering into play; for 
this reason, certain types of bacterial endocarditis become 
more chronic and more slowly progressive. The effects of 
the lesion are complex, being related to the presence of a 
bacterial infection in the body, local damage to the valve, 
and systemic damage caused by fragments of a blood clot 
that breaks off and travels through the bloodstream to 
distant organs. These clots cause infarctions or abscesses, 
a type of kidney disease, or other small areas of bleeding 
and necrosis in the skin, eyes, and other parts of the body. 
Before the advent of antibiotic therapy, bacterial endo- 

carditis was almost always a fatal disease. Many affected 
persons can now be successfully treated, given the best 
conditions, though the mortality rate still remains rela- 
tively high. Inflammation of the heart lining, endocarditis 
not caused by infection, may occur in some illnesses, 
but it does not result in formation and breaking loose 

of blood clots. 
In the course of rheumatoid arthritis, a chronic inflam- 

mation of the joints of unknown cause, a type of valvular 
damage has been recognized. It is different from that 
caused by rheumatic fever but leads to valvular insuffi- 
ciency and stenosis (narrowing) in much the same fashion 
and is particularly likely to attack the aortic valve. The 
tendencies toward heart failure and toward impairment 

of heart function are the same as in rheumatic valvular _ 
disease. 
Diseases of the myocardium. There has been increas- 

ing recognition of a type of heart disease characterized 

as primary myocardial disease. The cardiomyopathies are 
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diseases involving the heart muscle itself. They are unique 
in that they are not the result of hypertensive, congenital, 
valvular, or pericardial diseases and are rarely the result of 
ischemic heart disease. This form of heart disease is often 
sufficiently distinctive, both in general symptoms and in 
patterns of blood flow, to allow a diagnosis to be made. In- 
creasing awareness of the condition, along with improved 
diagnostic techniques, has shown that cardiomyopathy is 
a major cause of morbidity and mortality. In some areas 
of the world it may account for as many as 30 percent of 
all deaths due to heart disease. 
Some cardiomyopathies are primary because the basic 

disease process involves the myocardium rather than other 
cardiac structures and because the cause of the disease 
is not known and not part of a disorder of other or- 
gans. Other cardiomyopathies are conditions in which the 
cause of the myocardial abnormality is known and the 
cardiomyopathy is a manifestation of a systemic disease 
process. Clinically, the cardiomyopathies fall into three 
categories: dilated cardiomyopathy, characterized by ven- 
tricular dilation and often symptoms of congestive heart 
failure; hypertrophic cardiomyopathy, characterized by 
hypertrophy of the ventricle, particularly the left ventricle; 
and restrictive cardiomyopathy, marked by scarring of the 
ventricle and impairment of filling in diastole. 
A large number of cardiomyopathies are apparently not 

related to an infectious process but are not well under- 
stood. A number of these are congenital and many cause 

enlargement of the heart. About one-third of these dis- 
eases are familial, and some of these are transmitted as 
a non-sex-linked autosomal dominant trait (i.e., a person 

may be affected if he inherits the tendency from one 
parent). They are particularly common among black pop- 
ulations. A number of metabolic diseases associated with 
endocrine disorders may also cause cardiomyopathies. 
Other metabolic disorders that may contribute to car- 
diomyopathy include beriberi, caused by a nutritional 
deficiency; cobalt poisoning in heavy beer drinkers; or a 
form of cardiomyopathy in chronic alcoholics. There are 
also rare cardiomyopathies caused by drugs. Infections, 
such as acute rheumatic fever and several viral infections, 

may cause any of a number of types of myocarditis. 
Myocarditis may also occur as a manifestation of a gener- 
alized hypersensitivity (allergic or immunologic) reaction 
throughout the body. 
The cardiomyopathies may cause no symptoms and may 

be detected only by evidence of an enlarged heart and 
disturbances in cardiac conduction mechanisms detected 
on electrocardiography. In other instances, extensive in- 
volvement may lead to heart failure. Some cases may 
be chronic, with exacerbations and remissions over a pe- 
riod of years. 
The heart may be affected by any of a considerable 
number of collagen diseases. Collagen is the principal con- 
nective-tissue protein, and collagen diseases are diseases of 
the connective tissues. They include diseases primarily of 
the joints (e.g., rheumatoid arthritis); primarily of the skin 
(e.g., scleroderma); and systemic disease (é¢.g., systemic 
lupus erythematosus). 
Diseases of the pericardium. Pericardial disease may 

occur as an isolated process or as a subordinate and un- 
suspected manifestation of a disease elsewhere in the body. 
Acute pericarditis—inflammation of the pericardium— 
may result from invasion of the pericardium by one of a 
number of agents (viral, fungal, protozoal); as a manifes- 
tation of certain connective tissue and allergic diseases; or 
as a result of chemical or metabolic disturbances. Cancer 
and specific injury to the pericardium are also potential 
causes of pericardial disease. 
Pain is the most common symptom in acute pericarditis, 

though pericarditis may occur without pain. A charac- 
teristic sound, called friction rub, and characteristic elec- 
trocardiographic findings are factors in diagnosis. Acute 
pericarditis may be accompanied by an outpouring of fluid 
into the pericardial sac. The presence of pericardial fluid in 
excessive amounts may enlarge the silhouette of the heart 
in X rays but not impair its function. If the pericardial 
fluid accumulates rapidly or in great amounts, if there is a 
hemorrhage into the sac, or if the pericardium is diseased 

so that it does not expand, the heart is compressed, a state 
called cardiac tamponade. There is interference with the 
heart’s ability to fill with blood and reduction of cardiac 
output. In its more severe form, cardiac tamponade causes 
a shocklike state that may be lethal. Removal of the fluid 
is lifesaving in an emergency and aids in the identification 
of the cause. 
Chronic constrictive pericarditis, caused by scar tissue in 

the pericardium, restricts the activity of the ventricles. In 
many instances, the cause is not known, but in some it 
is the result of tuberculosis and other specific infections. 
It is treated most effectively by surgery. Tumours that 
either arise directly from the pericardium or are secondary 
growths from other sources may impair cardiac function 
and cause pericardial effusion (escape of fluid into the 
pericardium). 

DISTURBANCES IN RHYTHM AND CONDUCTION 

The heart’s rhythmical beat is initiated and regulated from 
centres within the organ. The primary pacemaker, the 
sinoatrial node, is a small mass of specialized muscle cells 
located at the juncture of the upper vena cava and the 
right atrium. Electrical impulses are emitted by this group 
of cells. The excitation spreads through the two atria and, 
by way of a band of fibres called the bundle of His, into 
the ventricles. The bundle of His has its beginning in a 
small mass of cells, the atrioventricular node, located be- 
neath the lining of the right atrium. 
Normally initiated heart rhythm, originating in the si- 

noatrial node, is called sinus rhythm. Under stimulation 
from the central nervous system and other metabolic fac- 
tors, heart rate may normally rise and fall, with a slight 
variation, in part related to respiratory activity. In young 
individuals in excellent physical condition, the resting 
heart rate may fall as low as 40 to SO beats per minute, 
and, under stressful psychological stimulation, the heart 
rate may rise to as high as 200 beats per minute. These 
situations are to be differentiated from pathological vari- 
ations in heart rate. Abnormal slowing of heart rate, or 
sinus bradycardia (a slow sinus rhythm with a rate below 
60, caused by disturbance of the sinoatrial node) or ac- 
celeration of heart rate, or tachycardia excessive rapidity 
in the action of the heart with a pulse rate of above 100 

beats per minute) may occur in a wide variety of disease 
states and be symptomatic of the underlying disease. 
Extra beats arising from the atrium, the nodal tissues, 

or the ventricle are not in themselves abnormal, though 

beats arising from the ventricle are more often associ- 
ated with organic heart disease. Occasional extra systoles 
(contractions) occur in many normal individuals. In car- 
diovascular disease they are much more common. They 
do not interfere with normal cardiovascular function if 
infrequent. It has been noted that continued psychological 
stress, excessive smoking, and drinking of large amounts 
of tea and coffee enhance the tendencies for premature 
contractions of the atria. Premature contractions of the 
ventricles are more ominous, especially those that occur 
after exercise. They have been found to be associated with 
coronary artery disease in a large percentage of instances. 
If frequent enough, they may be the harbinger of more 
serious ventricular arrhythmias. 
Atrial arrhythmias. Abnormalities in the rhythm of 

atrial contractions include atrial tachycardia, atrial flutter, 
and atrial fibrillation. As noted earlier, atrial tachycar- 
dia may be a manifestation of underlying disease such 
as thyrotoxicosis or may be merely a matter of stressful 
stimulation in a normal individual. Some individuals have 
characteristic episodes of paroxysmal atrial tachycardia of 
varying frequency and duration, with a rapid onset and 
termination. Ordinarily the episodes occur in the absence 
of any other heart abnormality. Occasionally, especially 
when the episodes are prolonged or when they occur in 

the presence of organic cardiovascular disease, they may 
be accompanied by evidence of heart failure or, in rare 
instances, of the shock state. 

Atrial flutter represents another form of arrhythmia as- 
sociated with very rapid atrial activity. The atrial activity 
is regular but so rapid that the conduction of the impulses 
to the ventricle may be delayed and impaired so that 
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only one of two, three, or four impulses excite ventricular 
activity. This disorder is most often, but not always, seen 
in persons with organic heart disease. 
Atrial fibrillation is another form of arrhythmia, in which 

there is wildly erratic and ineffective atrial contraction. 
The ventricular response is also erratic, so that the pulse 
is irregular without a basic underlying rhythm. This disor- 
der is seen most frequently in persons with organic heart 
disease, such as rheumatic heart disease with mitral in- 
volvement and thyrotoxicosis, but also occurs in normal 
individuals, often on a paroxysmal basis. It renders the 

atrium ineffective, and therefore the contribution of this 
chamber to the normal pumping of blood is negated. This 

condition may be of no real functional importance in the 
normal heart but may have a significant detrimental effect 
in the failing heart. The circulation functions reasonably 
well, though in the case of severe mitral stenosis a rapid 
heart action is not well tolerated because of the limited 
speed of ventricular filling through a small mitral opening. 
A complication of atrial fibrillation is the development 

of blood clots within the walls of the fibrillating atria. 
Because these clots may eventually fragment and pass into 
the circulation (arterial embolism), atrial fibrillation is a 
condition that should be treated if possible. The abnormal 
rhythm may be slowed by digitalis or terminated by the 
use of electrical shocks (electrical defibrillation). 
Atrioventricular node mechanisms. Normally, the im- 

pulse for ventricular contraction arises from a focus in 
the atria, passes through the atrioventricular node and 
bundle of His, which delay progression, and then excites 
ventricular activity. This mechanism may not operate 
properly in various pathological states. In some instances, 
more rapidly firing (i.e., impulse-emitting) tissue in the 
atrioventricular node may initiate the ventricular activ- 
ity, supplanting the normal atrial focus and resulting in 
tachycardia, called nodal tachycardia because of the part 
played by the atrioventricular node. More frequently, the 
abnormal mechanism is one of delay or obstruction in 
progression of the impulse, creating “heart block,” a lack 
of synchronization between atria and ventricles; there may 
be varying degrees of severity. In first-degree heart block, 
there is merely a short delay over the normal conduction 
time from the atrium to the ventricle. This condition 
does not result in clinical manifestation but is detected 
electrocardiographically by a longer than normal period of 
time between the P wave, which is associated with atrial 
activity, and the QRS complex, which is associated with 
ventricular excitation. 
In a more severe (second-degree) form, the impulse may 

travel relatively normally through the conduction sys- 
tem, but some beats are blocked. Alternate beats may be 
blocked, resulting in what is known as a two-to-one heart 
block, or the ratio may be three-to-one, four-to-one, etc. 
The degree of blockage of conduction may be influenced 
by stimulation from outside the heart, such as from the 
carotid sinus or the central nervous system, and is depen- 

dent in part on drug action. (The carotid arteries are the 
principal arteries to the head. The carotid sinus, located at 

the fork where the common carotid divides into the exter- 
nal and internal carotid arteries, is an important structure 
for monitoring and regulating blood pressure.) 
The conduction system below the atrioventricular node 

divides into two major branches, to the two ventricles, 
and, therefore, blockage of impulse transmission in either 
of these is termed right or left bundle branch block. This 
condition is identified by electrocardiographic changes and 
is most frequently associated with organic heart disease, 
though it may occur rarely in normal individuals. 
The most severe form of heart block, complete heart 

block, is characterized by total dissociation of atrial activ- 
ity and ventricular activity. In this situation, atrial activity 
usually continues at a normal or higher than normal rate. 
Independently the ventricle establishes its own rate, usually 
slower than normal, but in some instances within the nor- 
mal range. If the latter is the case, the difficulty is without 
major consequence on the circulation. More frequently, 
however, it is at a slower rate, and there may be some 
resultant inadequacy of the circulation. This condition is 
usually associated with forms of organic heart disease, and 
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the slowness of the rate may precipitate congestive heart 
failure or other manifestations. It may be treated by the 
use of drugs or electrical pacemakers to increase the rate 
of ventricular activity. 
At times, the degree of heart block or its occurrence 

may be variable and erratic. This condition may result 
in considerable pauses in left-ventricular depolarization 
and contraction, the basic mechanism that precipitates 
the Adams-Stokes syndrome, which leads to occasional 
episodes of unconsciousness. (The syndrome is named for 
the Irish physicians Robert Adams and William Stokes, 
whose descriptions of the disease are celebrated.) 

Ventricular arrhythmias. The ventricle may respond 
regularly or erratically to atrial or nodal (atrioventricular) 
disturbances of rhythm. In addition, it is subject to other 
intrinsic forms of abnormal rhythm. In the course of se- 
vere heart disease, such as coronary artery disease, ventric- 
ular tachycardia (fast beating of the ventricles) may occur. 
The beat is regular but may be so rapid that it interferes 
with normal cardiac filling and ejection and, therefore, 
results in either congestive failure, if prolonged, or in the 
development of a shock state, if severe and acute. Ven- 
tricular tachycardia is perhaps most important because it 
may be the forerunner of ventricular fibrillation, in which, 
as in atrial fibrillation, the contractions are widely erratic 

and ineffective, so that ventricular fibrillation interferes 
so much with ventricular function that circulation of the 
blood effectively ceases. Unless reversed within seconds or 
minutes, it is lethal. The recognition of ventricular tachy- 
cardia and fibrillation has been the basis for the success 
of modern coronary-care units. It is treatable either by 
drugs or, more frequently, by the use of external electrical 
defibrillation, the application of electrical shocks. 
Some of the major recognized forms of arrhythmia have 

been presented. There are many special variants on this 
pattern, but even with the most complex electrocardio- 
graphic studies, some arrhythmias defy explanation. 

HEART FAILURE 

Congestive heart failure, a syndrome resulting from dis- 
ease that has caused the heart to be inadequate as a pump, 
is characterized by manifestations distant from the heart, 
predominantly related to salt and water retention in the 
tissues. It may vary from the most minimal symptoms 
to sudden pulmonary edema (abnormal accumulation of 
fluid in the lungs) or to a rapidly lethal shocklike state. 
Chronic states of varying severity may last years. The 
symptoms are related predominantly to secondary man- 
ifestations resulting from retention of fluid and vascular 
congestion throughout the body, rather than to the direct 
effect of lessened blood flow. In most instances, failure 
results from a diseased heart, though on occasion the bur- 

den of other systemic diseases may exceed the capacity of 
the previously adequate heart and produce the condition. 
A physiological characteristic of the normal heart is its 

ability to meet the fluctuating demands of the body for 
blood flow. The diseased heart may no longer be able 
to respond in this way. This failure may be the result 
of severe and acute damage, such as an acute myocar- 
dial infarction, or of chronic and lesser impairment, such 
as scarring of a valve in the course of a long-standing 
rheumatic heart disease. 
The possible causes of the underlying heart disease are 

numerous. One is coronary heart disease that has resulted 
in profound myocardial damage. Other common causes 
are rheumatic valvular disease, hypertensive vascular dis- 
ease with involvement of the heart, or one of the mul- 
titudinous but less common types of primary disease of 
the myocardium. Regardless of the cause, the common 
denominator leading to heart failure is altered function 
of the heart muscle, with lessened ability to pump blood. 
In many sophisticated studies, clear-cut disturbances in 
the mechanics of heart muscle contraction have been 
demonstrated. 
The presence of cardiac failure becomes apparent largely 

by signs and symptoms not directly related to the heart. 
With early and untreated heart failure, the person usually 
has a normal salt and water intake, but his ability to 
regulate and promptly excrete excess sodium and water is 
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impaired. The nature of this impairment is not entirely 
clear. Salt and water accumulate in the body as extra- 
cellular fluid that manifests itself as clinically detectable 
edema. If the person is active and in the upright position, 
the fluid may gather particularly about the ankles and legs. 
If he is in bed, it may accumulate in the back, overlying 
the sacrum. In heart failure, there may also be low blood 
sodium levels. 
Left ventricular failure. The pulmonary circuit (the 

blood vessels in the lungs) usually becomes congested in 
heart failure, because heart diseases most frequently affect 
the left ventricle in one way or another. If disease impedes 
the left ventricle’s pumping of blood into the systemic 
circulation, the left side of the heart is unable to receive 
the normal flow of oxygenated blood from the lungs; 
consequently there is back pressure, and blood accumu- 

lates in the lung’s blood vessels. If this congestion of the 
pulmonary vessels occurs, it lessens the amount of space 
available in the lungs for air and tends to stiffen the lungs. 
Finally, pulmonary capillary pressure may reach the point 
at which fluid flows into the tissues outside the vessels, 
a condition called pulmonary edema. These phenomena 
account for the frequency of difficulty in breathing, in- 
ability to breathe except in an upright position, attacks of 
respiratory distress without apparent cause during sleep at 
night (paroxysmal nocturnal dyspnea), and other respira- 
tory symptoms in congestive heart failure. 
Pulmonary edema. Acute pulmonary edema developing 

in the course of heart failure may be severe, occasion- 
ally even fatal. It occurs particularly in such situations as 
arterial hypertension and aortic valve disease. Peripheral 
edema may or may not be present. This combination of 
events is often called left heart failure. 
Right heart failure. In heart disease affecting primarily 

the right side of the heart, such as cor pulmonale or 

disease of the tricuspid valve, between the right atrium 
and right ventricle, the effect on respiration may be less, 
and there is greater evidence of edema, congestion of the 
liver, and high pressure in the veins. Although actually the 
circulation as a whole is failing, those factors that produce 
manifestations in the lungs are not prominent. 
Incipient heart failure. A person affected rarely speaks 

of symptoms that can be directly related to the inadequacy 
of cardiac output. In severe and chronic heart failure, there 
may be a general deterioration of the body with a form 
of general ill health and malnutrition that simulates that 
seen in cancer. There is rarely evidence that blood flow 
is insufficient to provide adequate tissue function except 
in the shock state that occurs in acute and severe heart 
failure, in which there is acute inadequacy of flow to some 
critical tissues. Although heart failure may occur in certain 
circumstances, such as severe anemia, in which there is a 
high cardiac output, in general, heart failure occurs when 
the cardiac output is reduced from the normal value for 
the particular person. The inadequacy of the heart may 
not be constant but may occur, especially in early heart 
failure, only under the stress of exercise. 
Persons in the early stages of heart failure may have no 

circulatory impairment, though the heart may be dilated 
or enlarged. Such persons may eventually be unable to 
respond to stressful situations that demand a high cardiac 
output. Difficulty in breathing may occur during exertion, 
but usually edema is not present. 
Mild to moderate congestive heart failure. The person 

with mild to moderate congestive heart failure may have 
a heart that has an adequate pumping function for the de- 
mands at rest but that is unable to meet circulatory needs 
under stress. Such a person may experience difficulty in 
breathing during exertion and other early manifestations 
of heart failure, and these symptoms may even be present 
to a limited degree at rest. In those situations affecting 
primarily the left ventricle, episodes of paroxysmal noc- 
turnal dyspnea indicating temporary inadequacy of the 
left ventricle may be present. There may be mild edema 
of the ankles at the end of the day. The manifestations are 
not severe or grossly disabling. As the condition becomes 
more severe, increasing frequency of difficulty in breathing 
(dyspnea) and greater amounts of edema may be present. 
Severe congestive heart failure. Heart failure may be- 

come totally disabling, with severe respiratory distress and 
inability to lie flat and to exercise. Gross edema including 
abnormal amounts of fluid in the abdomen (ascites) and 
in the chest cavity (hydrothorax) is present. When such 
circumstances are prolonged, general body deterioration 
may develop, with various secondary effects, such as ap- 
petite loss or diarrhea. 
Cardiogenic shock. A degree of heart failure from mild 

to severe may occur after acute and severe cardiac dam- 
age, such as an acute myocardial infarction. In some 

instances, this condition may progress to a shocklike state, 
with such classic manifestations as low blood pressure, a 
rapid, thready (thin) pulse, and pallor, a condition known 
as cardiogenic shock. It may or may not be accompanied 
by respiratory symptoms or evidence of edema. No edema 
from congestion in the peripheral vessels develops if the 
condition is of short duration, but acute pulmonary edema 
may be experienced. (J.V.W./M.F.O.) 

SURGICAL TREATMENT OF THE HEART 

Cardiopulmonary bypass. Cardiopulmonary bypass 
serves as a temporary substitute for a patient’s heart and 
lungs during the course of open-heart surgery. The pa- 
tient’s blood is pumped through a heart-lung machine for 
artificial introduction of oxygen and removal of carbon 
dioxide. Before its first successful application to operations 
on the human heart in the early 1950s, all heart opera- 
tions had to be done either by the sense of touch or with 
the heart open to view but with the patient’s whole body 
held to a subnormal temperature (hypothermia). The lat- 
ter procedure was feasible only for very brief periods (less 
than five minutes). 

The first heart-lung machine (pump oxygenator) resem- 
bled only slightly the complicated apparatus currently used 
for correction of cardiac defects. With this machine the 
blood bypasses the heart and lungs so that the surgeon has 
an unobstructed view of the operative field. Cardiopul- 
monary bypass is accomplished by use of large drainage 
tubes (catheters) inserted in the superior and inferior venae 
cavae, the large veins that return the blood from the sys- 
temic circulation to the right upper chamber of the heart. 
The deoxygenated blood returning to the heart from the 
upper and lower portions of the body enters these tubes 
and by gravity drainage flows into a collecting reservoir 
on the heart-lung machine. Blood then flows into an oxy- 
genator, the lung component of the machine, where it is 
exposed to an oxygen-containing gas mixture or oxygen 
alone. In this manner, oxygen is introduced into the blood 
and carbon dioxide is removed in sufficient quantities to 
make the blood leaving the oxygenator similar to that 
normally returning to the heart from the lungs. 
From the oxygenator, blood is pumped back to the body 

and returned to the arterial tree through a cannula (small 
tube) introduced in a major systemic artery, such as the 
femoral (groin) artery. Oxygenated blood then flows to 
the vital organs, such as the brain, kidneys, and liver. 
Meanwhile, the heart may be opened and the corrective 
operation performed. This procedure permits a surgeon to 
operate on the heart for many hours, if necessary. 
The assemblage and sterilization of the components of the 

heart-lung machine are essential considerations because 
the blood comes in contact with the apparatus outside 
of the body. Heart-lung machines have totally disposable 
tubing and plastic bubble oxygenators. Cardiopulmonary 
bypass is now more often carried out by using cardioplegic 
solutions designed to provide the heart with the necessary 
minimal nutrient and electrolyte requirements. Blood is 
also needed, and administration of an anticoagulant (hep- 
arin) prevents clotting of the blood while it is circulating 
in the heart-lung machine. 
Congenital cardiac defects. Most congenital cardiac de- 

fects can be repaired surgically. Operations are of two 
general types: those that can be performed without a heart- 
lung machine, such as surgeries for patent ductus arterio- 
sus and coarctation of the aorta; and those, such as intra- 
cardiac abnormalities, that require a heart-lung machine. 
Persistent (patent) ductus arteriosus. The ductus arte- 

riosus is the channel in utero between the pulmonary 
artery and the first segment of the descending thoracic 
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aorta. Before birth, blood flows from the nght ventricle 
into the pulmonary artery and across the ductus arteriosus 
to the descending aorta. The ductus shunts blood away 
from the lungs because oxygen—carbon dioxide exchange 
begins only at the time of birth. Normally functional clo- 
sure of the ductus arteriosus is completed within the first 
few days after birth, although complete anatomic closure 
may not occur for several months. If it remains open, 
excessive levels of blood may flow through the lungs. 
Ligation of the ductus arteriosus performed by Robert E. 
Gross in Boston in 1938 was the first successful operation 
for congenital heart disease and initiated the modern era 
of cardiac surgery for congenital cardiovascular lesions. 
Coarctation of the aorta. Coarctation of the aorta, which 

is a constriction of the aorta, usually in the same region 
as the ductus arteriosus, is one of the most common con- 
genital cardiac defects. It was first successfully repaired by 
Clarence Crafoord in Sweden in 1944. In older children 
and adolescents the narrowed area is repaired by cutting 
out the constriction and stitching the two normal ends 
together. In infants, a modified operation is used in which 
the left subclavian artery (the artery that supplies the left 
arm) is tied, divided, and used as a flap to repair the 
narrowed aortic area. With this procedure the stricture 
has less of a tendency to redevelop at that site. In adults it 
often may be necessary to bridge the narrowed area with a 
graft tube, which is attached to the aorta above and below 
the narrowed segment; the blood is thus able to bypass the 
constricted area to reach the organs below the defect. 
Pulmonary valve stenosis. The most common congeni- 

tal defect of the valves in children is a narrowing of the 
pulmonary valve (the valve opening to the pulmonary 
artery). The valve cusps in this condition are not well 
formed and, as a result, the valve cannot open normally. 

The valve cusps are thickened, and the size of the orifice 
varies in diameter from one millimetre to about two-thirds 
of that of the circumference of the pulmonary artery. As a 
result blood flow from the right ventricle into the lungs is 
obstructed. Mild stenosis is usually compatible with nor- 
mal activities and normal life, but moderate and severe 

stenosis may result in clear symptoms. 
The surgical procedure used to correct this condition is 

usually performed on cardiopulmonary bypass, with the 
valve approached through the pulmonary artery and cut 
in three places to create a valve with three cusps. An alter- 
native approach to surgery is the use of a special balloon 
catheter, which is passed from the femoral vein (the vein 
in the groin) into the right side of the heart and positioned 
across the pulmonary valve. A balloon at the tip of the 
catheter is then inflated to enlarge the valve orifice. 
Aortic valve stenosis. Although mild aortic valve steno- 

sis is manageable in children, deterioration may occur 
with growth. Severe aortic stenosis in infancy and child- 
hood may be associated with either sudden death or heart 
failure. The usual basis for the stenosis is fusion of the 
valve, which is usually bicuspid rather than tricuspid. The 
valve is often both obstructed and incompetent (allowing 
blood to leak back from the aorta into the left ventri- 
cle). Patients with more than a trivial degree of aortic 
stenosis usually should not take part in competitive sports 
such as swimming or football. In moderate to severe de- 
grees of aortic stenosis, surgery usually is necessary and 
is performed using cardiopulmonary bypass. The aorta 
is opened just above the valve, and the surgeon incises 
the valve sufficiently to convert severe stenosis to a mild 
or moderate degree of obstruction. In older patients the 
valve is often thickened and calcified, and it may need to 
be replaced. 
Atrial and ventricular septal defects. If atrial and ven- 

tricular septal defects require surgical closure, the patient’s 
circulation must be supported by the heart-lung machine. 
Atrial septal defects are usually repaired by sewing the 
tissue on either side of the defect together, although very 
large defects may require a patch of material to close the 
opening. Because of the frequency of spontaneous natural 
closure, small ventricular septal defects are observed for 
a period of time before the decision is made to perform 
surgery. Large ventricular septal defects are usually closed 
by a patch. 

Circulation and Circulatory Systems 

Cyanotic cardiovascular abnormalities. The first at- 
tempt to treat “blue babies” affected with cyanotic abnor- 
malities was performed by the American physicians Alfred 
Blalock and Helen B. Taussig in 1944. This procedure 
transformed the outlook for cyanotic children and for 
the first time made survival possible. In the early 1950s, 
heart-lung cardiac surgery and procedures definitive for 
repair were developed. Surgical treatment of the tetralogy 
of Fallot has been an important model for developments 
in more complex forms of cardiac surgery, and long-term 
results have been excellent. Most, but not all, forms of 

cyanotic congenital heart disease can now be repaired, and 
palliative surgery may produce considerable benefits for 
those in whom definitive treatment is not possible. 
Acquired heart defects. Valvular disease. Destroyed 

heart valves can be replaced with artificial valves (pros- 
theses) made of stainless steel, Dacron, or other special 
materials. The heart-lung machine is used during these 
operations, in which one, two, or even three cardiac valves 
may be removed and replaced with the appropriate arti- 
ficial valve. The use of both homograft valves (obtained 
from human beings after death) and heterograft valves (se- 
cured from animals) is widespread. One of the advantages 
of both types is the absence of clotting, which occurs oc- 
casionally with the use of artificial valves. Most homograft 
and heterograft valves have a durability of 10-15 years. 
There is a risk of endocarditis with all types of values. 
Chronic constrictive pericarditis. Chronic constrictive 

pericarditis can affect the surface of the heart and the sac 
(pericardium) surrounding it. The pericardium becomes 
thickened and fibrotic, and over a period of time con- 
stricts the heart so that the normal filling of the ventricles 
during the resting phase of the cardiac cycle is limited. 
This condition in turn reduces the output of the heart 
and eventually affects all the organ systems, including the 
brain, liver, and kidneys. Treatment is surgical removal of 
the thickened pericardium around the heart, which per- 
mits normal filling and expansion of the ventricles and 
restores adequate cardiac output to the vital organs. 
Cardiac pacemakers. The normal rhythm of the heart 

is generated by spontaneous electrical activity in cells in 
an area of the heart called the sinoatrial node. The elec- 
trical activity is usually at a rate of about 70 beats per 
minute at rest and is transmitted to the pumping cham- 
bers of the heart, the atria, and the ventricles through 
a specialized conducting system. The electrical activity 
causes contraction of the heart muscle, which results in a 
detectable pulse at the wrist and elsewhere. Disease of the 
sinus node (sick sinus syndrome) or the conducting system 
(heart block) can cause an abnormally slow rhythm of the 
heart; because blood supply to the brain is inadequate, 
severe disease can cause loss of consciousness. This occurs 
if there is no heartbeat for about six seconds. 
A pacemaker is a device that artificially stimulates the 

heart when the abnormal electrical activity is absent. A 
pacemaker comprises a pulse generator connected to the 
heart by wire or electrode. The pulse generator has a 
battery power source and electronic circuitry that can gen- 
erate an artificial stimulus at a predetermined rate. It can 
also detect normal activity of the heart so that the artificial 
stimulus is only discharged when the natural activity is 
absent. In this way the pacemaker functions on demand, 
inserting an artificial beat as required. 
The pulse generator is usually placed under the skin over 

the right or left chest and has enough power to last several 
years. The electrode is passed from the pulse generator 
along a vein and is connected to either the atrium or 
ventricle, depending on whether the underlying problem 
is sick sinus syndrome or heart block. In many models 
the performance of the pacemaker can be altered by using 
radio frequency signals to alter its programmed settings. 
Some pacemakers may last up to 15 years and can be 

reused; the most common lifetime is seven years. 
Heart arrest. Cessation of the heartbeat, in addition to 

occurring in heart block, may occur in numerous other 
circumstances and require emergency treatment. Until the 
early 1960s, when the heart stopped (cardiac arrest) the 
chest was opened, frequently with a penknife or any other 
available instrument, and the heart was massaged with 
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the hands until beating resumed. Closed cardiac massage 
now is commonly used, whereby pressure is applied to the 

breastbone (sternum) directly over the heart. The sternum 
is compressed intermittently about 60 times a minute 
while the lungs are expanded with oxygen. Persons may be 
kept alive with normal blood pressure and circulation for 
hours by this method. With an adequate airway or when 
mouth-to-mouth breathing is used, closed cardiac massage 

is so effective that many laymen are trained in its use for 
emergency support of circulation. 
Heart wounds. Heart wounds are caused by blunt or 

penetrating instruments. Rapid deceleration, often expe- 

rienced in automobile accidents, is a common cause of 
injury to the heart muscle, resulting in bruising and even 

disruption of a valve or the ventricular septum. Both bul- 
let and stab wounds account for many patients treated in 
the emergency clinics of major hospitals. Prompt diagno- 
sis and effective surgical treatment, usually consisting of 
control of bleeding by sewing the heart muscle at the point 

of entry of the foreign object, have resulted in a high rate 
of successful treatment. 

Coronary arterial disease. Operations have been de- 
vised to bring a new blood supply into the heart when the 
coronary arteries become narrowed by atherosclerosis. A 
commonly used technique is to use a vein removed from 
the leg as a bypass around the diseased portion (Figure 
23). The vein is attached to the aorta above as it leaves 
the left ventricle. The other end of the vein is then su- 
tured directly to any one of the coronary arteries. Large 
quantities of blood can be delivered to the heart’ mus- 
cle by this direct form of myocardial revascularization. 
Implantation of an artery below the breastbone (internal 
mammary artery) into a coronary artery beyond the block 
is increasingly used. 

Figure 23: Restoration of blood supply to heart 
muscle. The vessels shown in white are venous 
grafts leading from the aorta to coronary vessels. 

Carbon dioxide endarectomy is also performed. In this 
operation, carbon dioxide, which in the bloodstream is 
readily absorbed and does not cause blockage of the small 
vessels, is injected directly into the obstructed coronary 
artery. The gas tends to loosen the inner atheromatous 
core from the outer adventitial wall of the artery. The 
atheromatous core is then totally removed, and blood flow 
is restored through the artery. The heart-lung machine is 
used to support the circulation during most operations on 
the coronary arteries. 
Angioplasty. The development of catheters with strong 

inflatable balloons constructed toward their end and along 
the line of the catheter has greatly changed cardiac surgery. 
The balloons can be inflated by compressed air at dif- 
ferent controlled pressures. They are used for dilation of 
a partly obstructed coronary artery (percutaneous trans- 

luminal coronary angioplasty, or PTCA), with restoration 
of blood flow to the heart muscle, and of a severely ob- 

structed heart valve, particularly the aortic valve, relieving 
the pressure on the left ventricle. 

The procedure generally requires no anesthetic and, using 
specialized radiological imaging techniques, is sometimes 
done on an outpatient basis. Several coronary arteries may 
be dilated in this way, with flattening of the atheroma- 
tous material against and into the arterial wall. Although 
there are operative risks, such as emboli and tearing, the 
results are excellent and the technique may be repeated, 
if necessary. 
Heart transplantation. If the heart muscle has been 

damaged beyond surgical repair, heart transplantation 
may be performed. The diseased heart is removed and 
the donor’s heart is sewn in position. This procedure 
is particularly useful in advanced cardiomyopathy. Half 
of all heart transplant patients survive five years after 
the surgery. Heart-lung transplants are used for some in- 
tractable cardiopulmonary diseases, such as cystic fibrosis. 
The success rates of both of these operations has grown. 
Artificial heart. Many scientists are directing their ef- 

forts toward development of an artificial heart. The heart- 
lung machine effectively supports the circulation for a few 
hours; if it is used for longer periods, the blood is dam- 
aged by the pumping and oxygenation. Current research is 
directed toward development of pumps and oxygenators 
that can be used for partial or total support of the circula- 
tion for long periods without damage to the blood. 

Partial cardiac assistors have been used successfully to 
aid the heart after operation until it has had sufficient 
time to recover. One of these is the left ventricular bypass 
pump. It reduces the work load of the heart because blood 
is removed from the left atrium of the heart and pumped 
back to the body through the axillary artery. No oxygen- 
ator is required because the lungs are not bypassed. 

(M.E.DeB./E.B.D./M.F.O.) 

DISEASES OF THE ARTERIES 

There are many types of arterial disease. Some are gener- 
alized and affect arteries through the body, though often 
there is variation in the degree they are affected. Others 
are localized. These diseases are frequently divided into 
those that result in arterial occlusion (blockage) and those 
that are nonocclusive in their manifestations. 
Occlusive disease. Arteriosclerosis. The various types 

of arteriosclerosis are by far the most common occlusive 
diseases of the arterial system and a major cause of death 
in one form or another. Atherosclerosis of the coronary 
arteries has already been discussed. Arteriosclerotic lesions 
of the cerebral vessels may lead to formation of blood 
clots and stroke. 
Medial (MOnckeberg’s) arteriosclerosis is the condition 

affecting the media (middle coat) of the main arteries. 
There are deposits of calcium salts in the media, but 
in general the channel (lumen) is not blocked. This dis- 
ease is quite common and may contribute to the other 
major form of widespread arteriosclerosis, atherosclerosis 
obliterans, in which there is complete obliteration of the 
vessel channel. 
The classic symptom of arteriosclerosis affecting the legs 

is called intermittent claudication (intermittent lameness), 
which results from inadequate blood flow to the muscles 
involved in walking. In such individuals a cramplike dis- 
comfort associated with a limp occurs in the calf of the 
leg on exercise and is relieved by rest. The vascular disease 
may lead to changes in the extremities caused by reduced 
blood supply. These may be manifested as ulcerated areas 
and eventually gangrene, and most frequently involve the 
lower extremities. The lack of adequate blood flow renders 
the extremities susceptible to infection, and, therefore, 
the manifestations of reduced blood supply (ischemia) are 
frequently combined with those of infection. There is no 
specific therapy available. 
Thromboangiitis obliterans (Buerger’s disease). Throm- 

boangiitis obliterans is a disease of an inflammatory na- 
ture, poorly understood, that involves the arteries of the 
extremities, though other vessels, including those of the 
heart, may be involved. It is thought to be a disease of 
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hypersensitivity, and the persons who are afflicted with it 
are often heavy cigarette smokers. It almost exclusively af- 
fects men of any race between the ages of 17 and 45 years. 
The symptoms are similar to those of arteriosclerosis of 
the peripheral vessels, with intermittent claudication, later 
pain during periods of rest, and eventually gangrene. An 
inflammation of the veins, phlebitis, occurs in almost 50 
percent of those affected. 
Polyarteritis nodosa. Polyarteritis nodosa, also called 

periarteritis nodosa, is an uncommon disease of unknown 
cause; hypersensitivity may play an important role. It is 
more common in males and may occur at any age. Small 
arteries and veins in various parts of the body are affected, 
producing effects as a result of occlusion or bleeding or a 
combination of the two. The course may be rapid, involv- 
ing only weeks or months, or it may be highly prolonged. 
The involvement of the blood vessels may affect blood 
flow to the skin, the gastrointestinal tract, the kidneys, and 
the heart. There may be associated symptoms of arthritis, 
and involvement of almost all organs has been noted. 
There is an associated fever in most instances, an increase 
in the number of leukocytes in the blood, and evidence 
of inflammation. No recognized specific mode of therapy 

is available. 
Arteritis. Arteritis is an inflammation in localized seg- 

ments of arteries. One particularly notable type is cranial 
arteritis (temporal arteritis), a disease of variable duration 
and unknown cause that is accompanied by fever and 
involves the temporal and occasionally other arteries of 
the skull. In general, older persons are affected. Excision 
of the involved artery may be carried out, but the general 
symptoms may remain. 
Ergotism. Ergotism results from the excessive ingestion 

of ergot (a fungus that grows on rye and other cereals) 
and its derivatives. There is evidence of lack of blood flow 
and eventual gangrene in the small peripheral arteries, 
particularly in the legs, the nose, and the ears. Treatment 
includes use of measures to improve the circulation. 
Arterial thrombosis. Arterial thrombosis, the formation 

of blood clots in arteries, occurs commonly in diseased 
vessels. 
Frostbite. Frostbite may occur after exposure to sub- 

freezing temperature momentarily or to less severe temper- 
ature for a longer period. It occurs more readily if blood 
vessels are diseased. Several degrees of frostbite produce 
thrombosis of the arteries and arterioles and also may 
involve veins. Symptoms may vary from a mild stage of 
reddening to gangrene and eventual loss of the extremity. 
Arterial embolism. An embolus, a foreign or abnormal 

particle circulating in the blood, may block a vessel too 
small to permit further passage. The sources of emboli 
include blood clots from the chambers of the diseased or 
abnormally functioning heart. Mural thrombosis on the 
infarcted ventricular wall or clots in the atrium in atrial 
fibrillation are common sources. Fat emboli may occur 
after fracture of bones and discharge of fatty marrow. Air 
emboli may be suspected after major injury, especially 
when large veins are opened during accidents or during 
vascular surgery of the neck or chest cavity. Bacterial 
emboli occur in bacterial endocarditis and occasionally in 
other infections. Cancers may produce minute emboli of 
tumour cells. Fungus growth or foreign materials, such 
as fragments of bullets, may become emboli. These em- 
boli may cause transient local symptoms from diminished 
blood flow and may result in death of tissue. Treatment 
may include anticoagulant therapy and surgical removal 
of the clot. 
Nonocclusive disease. Arteriovenous fistula. A penetrat- 

ing injury such as that caused by a bullet or a sharp 
instrument may result in an opening between an artery 
and its immediately adjacent vein (an arteriovenous fis- 
tula). Large amounts of blood may be shunted from the 
artery to the vein. Arteriovenous fistulas are particularly 
common in wartime as a result of shell fragments and 
other types of injury involving the arms and legs. They 
may also occur as a complication of surgery. Others are 
congenital in origin. 
The physician may hear a loud murmur caused by the 

turbulent flow of blood from the artery to the vein. En- 
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largement of the heart and all of the manifestations of 
congestive heart failure may occur if the amount of blood 
shunted is large. In the area around the site of the ar- 
teriovenous fistula, the blood vessels become dilated and 
bacterial infection of the artery lining may develop. A 
cure can usually be achieved by surgery, though in some 
situations the remaining arterial flow may be impaired. 
A special kind of arteriovenous fistula occurs from the 

pulmonary artery to the pulmonary vein. Here the situa- 

tion is complicated by the fact that unoxygenated venous 
blood is being shunted into a vessel normally containing 
oxygenated blood. Cyanosis results and produces a stimu- 
lation for formation of red blood cells, leading to a form 

of secondary polycythemia, abnormally high red-blood- 
cell level. Arteriovenous fistulas are treated by surgery. 
Physical injuries. Physical injuries to arteries may lead 

to damage of the vascular wall, with consequent formation 
of blood clots and blockage. On other occasions, a form 
of inflammation may develop that may lead to rupture 
and may be the source of emboli in the peripheral ar- 
teries. Sudden disastrous external stress such as in severe 
automobile accidents, airplane crashes, and underwater 
explosions may cause death through rupture of the major 
arteries, such as the aorta, rupture of the heart valves, or 

rupture of the heart itself. 
Radiation injuries. X ray, radium, and other radioac- 

tive substances in large dosages have marked effects on 
the vascular system. Initial reactions are inflammatory, 
and secondary changes caused by scarring and retractions 
may occur, which in turn lead to vascular occlusion (ob- 
struction). The effects may be progressive for a period 
of years and are, at times, complicated by the develop- 
ment of cancer. 
Functional disease. Vasoconstriction. Raynaud’s phe- 

nomenon is said to occur when the extremities, including 
occasionally even the ears, nose, or cheeks, become pale, 

cyanotic, and numb under the influence of cold or emo- 
tion. Pain is also present at times. On cessation of the 
stimulus redness develops and there is a tingling or burning 
sensation lasting some minutes. This sequence of events 
is apparently caused by the excessive constriction of the 
small arteries and arterioles of the fingers upon stimuli that 
ordinarily cause only a minor degree of vasoconstriction 
(constriction of blood vessels). Raynaud’s disease, which 
is initially manifested by this phenomenon, is a disease in 
which there is spasmodic contraction of the blood vessels, 
usually beginning in early adulthood and affecting women 
about three times as often as men. The limb involvement 
is usually symmetrical (on both sides) and may lead to 
gangrene. Attacks may subside after return to a warm 
environment or release from tension. 
The symptoms associated with Raynaud’s disease may 

occur in people without other evidence of organic disease, 
especially in cold and moist climates. It may result from 
the operation of pneumatic hammers or may occur in 
individuals with various disorders such as a cervical rib, 
a supernumerary (extra) rib arising from a neck vertebra. 
It may appear as a complication of arteriosclerosis and 
thromboangiitis obliterans. Various substances, such as 

nicotine, arsenic, ergot, and lead, have occasionally been 
blamed. Therapy includes treatment of the primary con- 
dition and avoidance of the precipitating cause. 
Acrocyanosis is a similar condition, characterized by 

episodes of coldness and cyanosis of the hands and feet. 
It is often associated with profuse sweating and, at times, 
with local edema. It is a form of local sensitivity to 
cold and is frequently seen in mentally or emotionally 
disturbed people or in those with neurocirculatory asthe- 
nia (a symptom-complex in which there is breathlessness, 
giddiness, and a sense of fatigue, pain in the chest over 
the heart, and palpitation, a fast and forcible heartbeat of 
which the affected person is conscious). Reassurance and 
avoidance of cold help to eliminate attacks. 
Vasodilation. Erythermalgia (erythromelalgia) is an un- 

common condition in which the extremities, especially 
the palms of the hands and the soles of the feet, are red, 
hot, painful, and often somewhat swollen. Dilation of the 

blood vessels (vasodilation) is the underlying factor. The 
condition is relieved by elevation of the extremity and 
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cooling. Usually it occurs in middle and later life and is 

chronic in the primary form; it may occur as a secondary 
manifestation of underlying vascular disease. It may also 

occur as a manifestation of an abnormally high red-blood- 
cell level and, occasionally, as the result of injury or a 
variety of other disorders. 

DISEASES OF THE VEINS 

Organic disease. In thrombophlebitis there is thrombo- 
sis (clot formation) in the veins and a variable amount of 
inflammatory reaction in the vessel wall. In some instances, 
the inflammatory reaction is predominant and thrombo- 
sis is secondary. In other instances, thrombosis appears 

before reaction in the vein wall. Embolization—breaking 
loose of a blood clot—is most likely to occur during this 
period, though it may occur at any stage of the disease. 

A form of the disease in which little or no inflammatory 
reaction or pain develops is called phlebothrombosis. 
Thrombophlebitis most frequently involves the veins of 

the legs. It may occur without apparent cause and tends 
to recur. At times, it occurs as a result of local injury, 
either from a penetrating wound or from an external 
blow without a break in the skin. It may occur as a re- 
sult of severe muscular effort or strain and in the course 
of infectious diseases, thromboangiitis obliterans, and a 
wide range of underlying diseases. Thrombophlebitis may 
develop in various parts of the body if there is cancer, 
especially cancer of the pancreas. The presence of varicose 
veins in the legs causes a tendency to the development of 
thrombophlebitis. Treatment includes bed rest and anti- 
coagulant therapy. 

Pulmonary embolism may occur in bedridden persons 
as a result of a clot from a thrombophlebitic lesion, or it 
may occur in an apparently healthy individual. If the em- 
bolus is small, it may not have any effect on the systemic 
circulation. With larger pulmonary emboli, there may be 
massive bleeding from the lungs and the development of 
a large area of pulmonary infarction, resulting in sudden 
death. Getting up and walking soon after an operation or 
after congestive heart failure is the best method for avoid- 
ing pulmonary embolism. Anticoagulant therapy is useful 
both as prevention and as therapy after the condition has 
developed. Surgical removal of a massive pulmonary clot 
has, on rare occasions, been spectacularly successful. 

Varicose veins are permanently tortuous (twisted) and en- 
larged. The medium and large veins, especially in the legs, 
are most likely to be affected. The condition may occur 
without obvious cause or as a result of postural changes, 
occupation, congenital anomaly, or localized causes of in- 
creased venous pressure. The veins may be near the surface 
and easily seen or they may be hidden and unrecognized. 
Without complication, they rarely cause symptoms, but 
they may become the site of thrombophlebitis with in- 
flammatory changes and the production of emboli in the 
peripheral circulation. The veins may rupture on occa- 
sion, with bleeding into the surrounding tissues. Varicose 
veins may occur around the rectum and anus, producing 
hemorrhoids. If they occur within the scrotal sac in the 
region of the testes, they are called varicocele. In all forms 
of varicose veins, the walls of the veins become hardened, 
and a certain amount of inflammation develops through 
the years. Dilated veins in the legs may be supported 
by appropriate elastic-type stockings or bandages, or they 
may be treated by surgery. 
Functional disease. Direct mechanical injury or an in- 

fection or other disease process in the neighbouring tissues 
may produce spasms in the veins (venospasms). Local 
venospasm is usually of relatively minor significance be- 
cause of the adequacy of alternate pathways for the blood. 
If venospasm is widespread, however, involving an entire 
extremity, or the veins in the lungs, it may impair blood 
flow and therefore be of greater significance. 

DISEASES OF THE CAPILLARIES 

The capillaries are the smallest blood vessels. Through 
their thin walls oxygen and nutrients pass to the tissue 
cells, in exchange for carbon dioxide and other products 
of cellular activity. Despite the small size and thin walls of 
the capillaries, the blood pressures may be quite high as, 

for instance, in the legs of a person in a motionless, up- 
right position. In certain disease states, there is increased 
fragility of the capillary wall, with resultant hemorrhages 
into the tissues. These hemorrhages are referred to as 
petechiae when small or, if large, may become a large 
area of discolouration of the skin. Vitamin C deficiency 

and a variety of blood disorders may be associated with 
increased capillary fragility. Small petechial hemorrhages 
occur in bacterial endocarditis and certain other infec- 
tious processes. In some instances, petechiae are caused 

by minute emboli; in others, they appear to be directly 
related to capillary fragility itself. Treatment is of the un- 
derlying disorder. 
The capillaries are freely permeable to water and small 

molecules but ordinarily are not highly permeable to pro- 
teins and other materials. In some pathological situations, 
such as in certain allergic states (e.g., hives) or because 

of local injury as in burns, there may be local areas of 
permeability, with escape of fluid high in protein into 
the surrounding tissues. If the disease affects the entire 
body, a significant amount of plasma (the blood minus 
its cells) leaks into the nonvascular spaces, with resultant 
loss in blood volume. Again, treatment is of the underly- 
ing disorder. 

HEMODYNAMIC DISORDERS 

Hypertension. Hypertensive heart disease has been dis- 
cussed above. 

Hypotension. Moderate hypotension (low blood pres- 
sure) may occur in persons who are weak and enfeebled 
but more often does not represent a diseased state. Indeed, 
life insurance figures demonstrate that the life expectancy 
of people with such a condition is greater than average. 
Hypotension of a severe degree may develop in heart fail- 
ure, after hemorrhage, in overwhelming infections, and in 

a variety of circumstances that lead to the development of 
the clinical picture of shock. In shock, the circulation is 
inadequate, blood pressure is low, heart rate is rapid, and 
irreversible tissue damage from insufficient blood supply 
may occur if the condition is not terminated (see below 
Physiological shock). Transient hypotension may occur as 
a normal reaction in certain forms of syncope but is not 
necessarily associated with organic disease. 
Syncope. Syncope is the sudden loss of consciousness 

associated with a transient disorganization of circulatory 
function, as differentiated from other brief losses of con- 
sciousness associated with abnormal central nervous sys- 
tem activities, as in certain forms of epilepsy. 
The most common kind of syncope is ordinary fainting. 

Some individuals are more susceptible than others. Blood 
loss, exhaustion, the presence of other illness, and psycho- 
logical factors may contribute to a tendency to faint. An 
affected person is usually in the upright position, becomes 
weak, pale, and sweaty, and may have nausea. The heart 
rate at this time is usually relatively rapid, but with the 
abrupt onset of syncope the heart rate falls often to below 
the normal level and the person collapses as if dead. There 
is usually a rapid recovery without complications. 
Syncope may be related to a transient cessation of circu- 

latory activity due to heart block. Other forms of syncope 
occur as a result of lowered blood pressure upon assump- 
tion of an upright position, a condition often called or- 
thostatic hypotension. In some individuals, disease of the 
autonomic nervous system prevents appropriate postural 
adjustments for the upright stance. The disorder may be 
caused by vascular or central nervous system involvement 
of the autonomic system. In other instances, postural 
hypotension may occur as a result of inadequate blood 
volume, of taking various drugs that affect the nervous 
control of the circulation, and from a wide variety of 
other causes. Transient hypotension also may result from 
hypersensitivity of the carotid sinus. (J.V.W./M.F.O.) 

PHYSIOLOGICAL SHOCK 

Physiological shock may be defined as acute progressive 
circulatory failure in which the tissues receive an inade- 
quate supply of blood and its components (such as nu- 
trients and oxygen) and an inadequate removal of wastes. 
The result is cell damage and, eventually, cell death. This 
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definition is derived from the one constant feature of 
physiological shock, the failure of adequate blood flow 
through the capillaries, the smallest of the blood vessels. 
Shock may be so severe as to impair organ function or 
create a state of blood flow deficiency that grows progres- 
sively more dangerous. 
All, or some, of the following features may be present: a 

raised pulse rate, each pulse being diminished in strength, 
or “thready”; diminished arterial blood pressure; a cold, 

sweaty skin; rapid, deep respirations (breathing called air 
hunger in this context); mental confusion; dilated pupils; 
a dry mouth; and diminished flow of urine. 
Many classifications of various types of shock have been 

developed, the most popular being one that relates the 
state to its cause; e.g., hemorrhage (bleeding) or sepsis 
(invasion by pus-forming organisms). This classification 
has the advantage of possessing diagnostic and therapeu- 
tic implications, but unfortunately the cause of shock is 
often uncertain. Alternatively, the state may be called 
hypovolemic if it is associated with a reduction in blood 
volume or normovolemic if no blood-volume diminution 
has occurred. Shock can also be subdivided into “warm 
hypotension,” if the sufferer has lowered blood pressure 
and warm dry skin, and “cold hypotension,” if the skin is 
cold. 
Shock due to inadequate blood volume. Hemorrhage is 

the most common cause of shock. In the “average man” 
(weighing 70 kilograms, or about 154 pounds) the blood 
volume is about five litres (about 5.3 quarts), and the 
loss of any part of this will initiate certain cardiovascular 
reflexes. Hemorrhage results in a diminished return of ve- 
nous blood to the heart, the output of which therefore falls, 
causing a lowering of the arterial blood pressure. When 
this occurs pressure receptors (baroreceptors) in the aorta 
and carotid arteries will initiate remedial reflexes either 
through the autonomic (nonvoluntary) nervous system by 
direct neural transmission or by epinephrine (adrenaline) 
secretion into the blood from the adrenal gland. 
The reflexes consist of an increase in the rate and power 

of the heartbeat, increasing its output; a constriction of 
arterioles leading to nonessential capillary beds (notably 
the skin and some viscera); and a constriction of the 
veins, diminishing the large proportion of the blood vol- 
ume normally contained therein. By these means arterial 
blood pressure will tend to be maintained, thus preserving 
blood flow to the vital areas such as the brain and the 
myocardium. After continued acute blood loss of 20-30 
percent of the blood volume, the compensatory mecha- 
nism will begin to fail, the blood pressure will begin to 
fall, and shock will ensue. 
Increased sympathetic (autonomic) nervous activity thus 

accounts for the fast pulse rate, pallor, and coldness of the 
skin in shock and, in addition, is the cause of increased 
sweating and dilation of the pupils of the eyes. Air hunger 
and mental confusion are caused by the inadequate car- 
riage of oxygen, and decreased urine flow stems from a 
decrease in the renal (kidney) blood flow, which, if severe, 
can lead to kidney failure. If acute blood loss continues 
beyond about 50 percent, the inadequacy of flow through 
vital circulations will lead to death. Loss of whole blood is 
not necessary for the blood volume to be low, for plasma 
loss through burnt areas of the skin, dehydration following 
inadequate intake of fluid, or exceptional fluid loss can 
lead to contraction of the blood volume to levels capable 
of causing shock. 
When it is possible to anticipate blood loss, and to 

measure it accurately—e.g., during an operation—losses 
may be immediately replaced before significant volume 
depletion can occur. More often, however, hemorrhage is 
unexpected; it may not be possible to measure the amount 
of blood lost. If shock occurs in an otherwise healthy 
person it generally is replaced by transfusion into a vein. 
But since a preliminary matching between recipient serum 
and donor cells must be carried out, and cannot be done 
in less than 20 minutes, other fluid is usually given in- 
travenously during the delay. This fluid, such as plasma 
or a solution of the carbohydrate dextran, must contain 
molecules large enough that they do not diffuse through 
the vessel walls. Since the main loss from burns is plasma 
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and electrolytes, these require replacement in proportion 
to the area of the burn and the size of the patient. 
Shock due to inadequate cardiac output. Sudden inter- 

ference with the blood supply to the heart muscle, as by 
a thrombosis in a coronary artery, causes damage to the 
muscle with resultant diminution in its contractile force. 
The output of the heart falls; if the decline is severe, a fall 
in blood pressure stimulates the baroreceptors and, in the 
way just described, cardiogenic shock results. This occurs 
uncommonly after myocardial infarction. But low heart 
output alone may not account for the shock, for in chronic 
heart failure the cardiac output may be low without such 
a response in the peripheral circulation. 
Shock due to increased circulatory capacity. If 

widespread dilation of the veins or of the capillary beds 
occurs, the blood volume is no longer sufficient to fill the 
larger space and shock ensues. 
Bacteremic shock. Infection anywhere in the body may 

spread to the circulation, and the presence of organisms in 
the bloodstream—bacteremia—may lead to shock. Bac- 
teria are conveniently divided into “gram-positive” and 
“sram-negative” groups according to their reaction to a 
special staining method called Gram’s stain. 
Gram-negative bacteremia is the more common and 

more lethal type of bacteremic shock. It is frequently 
caused by Escherichia coli, Proteus, Pseudomonas, or 
Klebsiella organisms; the first of these normally inhabits 
the intestine. The clinical picture of gram-negative bac- 
teremia is much like that of hemorrhage, although no 
blood has been lost. This type of shock typically causes a 
rapid, thready pulse; a cold, sweaty skin; and low blood 
pressure. A fever may occur, in addition to the local signs 
of the associated infection. The cause of the type of reac- 
tion is uncertain. The response to bacteremia from gram- 
positive organisms such as Staphylococcus and Streptococ- 
cus is different. Widespread dilation of the blood vessels 
results in a warm, dry skin and a full volume pulse in 

spite of lowered blood pressure. 
In both types of bacteremia the condition may be exacer- 

bated by contraction in blood volume. This follows fluid 
loss, e.g., that lost in the peritoneal cavity in peritonitis— 
inflammation of the peritoneum, the membrane that lines 
the abdominal cavity; in the tissues in streptococcal infec- 
tion; or through the intestine in enteritis (inflammation of 
the intestine). 
Exceeded in frequency only by cardiogenic and hemor- 

rhagic shock, bacteremic shock is most often caused by 
gram-negative organisms. There are three aspects of treat- 
ment: collections of pus are drained as soon as possible; 
the circulatory volume is increased to compensate for en- 
largement of the vascular bed; and appropriate antibiotics 

are administered. 
Anaphylactic shock. Anaphylactic shock is discussed in 

detail in the article IMMUNITY. An anaphylactic reaction 
is the direct result of the entrance of a specific foreign 
material into the bloodstream of a person whose body 
has become sensitized against it as a result of previous 
exposure and subsequent formation of antibodies. Dur- 
ing an anaphylactic reaction, lung bronchi constrict in- 
tensely, narrowing the airways and interfering seriously 
with respiration; blood pressure may fall precipitously be- 
cause of the release of substances (serotonin, histamine, 
and bradykinin) that cause dilation of the arterioles and 
venules and an increase in the capillary-wall permeability. 
Thus the circulatory capacity is increased, and fluid is lost 
into the tissues. 
The essence of treatment of anaphylactic shock is the 

injection of epinephrine, a powerful stimulatory drug also 
found naturally in the body, whose effects include an 
increase in the heart rate and constriction of the blood 
vessels, followed by an antihistamine, to counteract the 
reaction to the foreign substance, and a bronchodilator, to 

ease breathing. 
Psychogenic shock. Psychogenic shock causes fainting, 

probably by initiating dilation of the blood vessels that 
perfuse the muscles. In this type of shock, blood pressure 
falls, the skin becomes cold and sweaty, and the pulse 
rate increases. A decrease in the amount of blood that is 
supplied to the brain leads to light-headedness and loss of 
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consciousness. A person who is suffering from psychogenic 
shock should be placed flat or even with the head slightly 
lower than the rest of the body in order to restore a good 
flow of blood to the brain and to bring about recovery 
from the fainting. 
Drugs and shock. Most anesthetic drugs—nitrous oxide 

is a notable exception—have a profound effect on the 
circulation, They are able to decrease the contractility of 
the heart muscle as well as increase the circulatory capac- 
ity by dilating the blood vessels. In addition, the normal 
postural circulatory reflexes are lost, so that pooling of 
blood in the legs is liable to occur if the affected person 
is tilted to a head-up position. This is of particular im- 
portance after surgery; if a person is made to sit up too 
soon, it can lead to low blood pressure and an insufh- 
cient flow of blood to the brain. Overdosage of certain 
drugs, notably barbiturates, narcotics, and tranquilizers, 

blocks normal circulatory reflexes and causes dilation of 
the blood vessels, leading to a fall in blood pressure that 
often is accompanied by a slow, full-volume pulse. 
A blood pressure that is dangerously low may be raised 

to safer levels by affecting the activity of the offending 
drug in one of many different ways. A therapeutic ap- 
proach might entail, for instance, decreasing the dosage 
of the drug (such as an anesthetic agent), speeding up its 
elimination from the body, or administering a substance 
that is able to constrict the blood vessels. The choice of 
approach depends on the individual circumstance. 
Neurogenic shock. The maintenance of the tone of the 

blood vessels by the autonomic nervous system may be 
affected by severance of one of these nerves or by its 
interruption of the flow of nervous impulses. Thus, spinal 
anesthesia—injection of an anesthetic into the space sur- 
rounding the spinal cord—or severance of the spinal cord 
results in a fall in blood pressure because of dilation of 
the blood vessels in the lower portion of the body and a 
resultant diminution of venous return to the heart. 
Neurogenic shock does not usually require specific ther- 

apy; indeed, spinal anesthetics may be given with a view to 
producing a low blood pressure so as to diminish bleeding 
during an operation. If blood pressure becomes critically 
low, the legs are sometimes elevated and a vasoconstrictor 
administered. 

Endocrine causes of shock. The endocrines play a vi- 
tal role in the regulation of normal metabolic processes 
through the actions of their hormones. It is not surprising 
therefore that a malfunction in an endocrine gland or 
in its hormones has an effect on circulation. Inadequate 
secretion by the adrenal cortex, the outer substance of 
the adrenal gland, leads to shock both by the diminution 
of myocardial efficiency and by a decrease in the blood 
volume. Functional disorders of the pituitary, the adrenal 
medulla (the inner substance of the adrenal gland), the 
thyroid, and the parathyroids can all lead to circulatory 
upset and shock. 

Refractory and irreversible shock. The terms refractory 
shock and irreversible shock are widely used by physicians 
and other medical workers to refer to types of shock that 
present particularly difficult problems. The term refrac- 
tory shock is applied when in spite of apparently adequate 
therapy the shock state continues. Commonly the treat- 
ment proves later to have been inadequate, in which case 
the shock was not true refractory shock. This often oc- 
curs following a major injury in which there is internal 
bleeding, leading to underestimation of true blood loss 
and therefore to inadequate transfusion. In certain cases, 
however, even if the therapy actually is appropriate, the 
shock state persists; if patients in such cases respond to 
further special treatment, then this is true physiological 
refractory shock. 
In severe or prolonged shock states the myocardial blood 

supply is diminished sufficiently to damage the heart’s 
pumping action temporarily or permanently. Also, nox- 
ious products of inadequately perfused tissues may circu- 
late and affect the heart muscle. 
While the flow of blood through major vessels is under 

the control of the nerves, circulation through the capillary 
beds is of a more primitive type and is under the influence 
of local metabolic products. In shock, arteriolar constric- 

tion causes inadequate flow through the tissues and local 
waste products increase. These cause dilation of the cap- 

illary sphincters and opening of the whole capillary bed, 
which thus contains an increased proportion of the blood 
volume. The capillaries become further engorged with 
slowly flowing blood, and fluid leaks through the vessel 
walls into the tissues. Thus the body is further deprived of 
circulating blood volume. 
Widespread clotting of the blood can occur during cap- 

illary stagnation. This leads to severe damage to the cells 
unsupplied by flowing blood. Later, when the clot is dis- 
solved under the influence of enzymes that dissolve the 
fibrin of the clots, the flow through these areas carries 

toxic metabolic products to vital organs such as the heart, 
kidneys, or liver, and the ensuing damage leads to irre- 
versibility of shock. 
Identification of the causes of shock. Several causes of 

shock may be present in any given instance. For example, 
in peritonitis—inflammation of the lining membrane of 
the abdominal cavity—bacteria enter the bloodstream as 
a result of the infection, and fluid loss into the peritoneal 
cavity leads to a low blood volume. In pancreatitis, in- 
flammation of the pancreas, the cause of shock may be 
threefold: bleeding and escape of fluid into the tissues may 
lead to diminished blood volume; there may be increased 
release of the vasodilator bradykinin, leading to increased 
circulatory capacity; and bacteremia, the presence of bac- 
teria in the bloodstream, may exist. In severe infection 
with Streptococcus organisms, there may be bacteremia, a 
low blood volume from loss of fluids into the tissues, and 
toxic damage to the heart muscle. 
Hemorrhage may present no difficulties in recognition, 

since losses of blood from the intestine or from wounds 
and fractures usually have particular features. The bleed- 
ing, however, may not be evident if it occurs in the chest 
or abdomen after trauma or if the blood fails to drain 
from deep-seated operative wounds. When bacteremia oc- 
curs there is often an obvious source of infection, such 

as peritonitis, pneumonia, or urinary tract infection, but 
such loci of infection may be small or deep-seated, so that 
final proof of cause has to be determined from culture 
of the blood. Ps 
Cardiogenic shock usually occurs only along with typical 

features of coronary thrombosis—severe central chest pain 
perhaps radiating to the arm or neck and showing typical 
changes on an electrocardiogram (ECG). But myocardial 
infarction, the death of a section of heart muscle, can 
occur without causing any signs; it may happen while a 
person is under anesthesia, for example, and it does not 
always produce typical changes in the ECG at first. Fur- 
thermore, low blood pressure from any cause can result in 
ECG changes, further obscuring the cause of shock. 
Prognosis. During the course of treatment, some indi- 

cation of the outlook may be had. from measurement of 
the lactic acid in the blood. The higher its level, the greater 
is the chance of irreversibility. The outlook may also de- 
pend on the cause of shock and the speed and vigour with 
which it is treated. At one end of the scale the mortal- 
ity of immediately treated shock following hemorrhage is 
small, while at the other severe cardiogenic shock carries 
a mortality rate of about 80 percent. In septic shock the 
mortality is about 50 percent. (W.G.Pr./Ed.) 
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Circus 
n its modern sense the word circus refers to an enter- 

[airmen composed primarily of trained animal acts 
and exhibitions of human skill and daring. The word 

has the same root as circle and circumference and there- 
fore also recalls the distinctive environment in which such 
entertainment is presented—the ring, a circular perfor- 
mance area usually bounded by a short fence (or “curb”) 
and surrounded by tiers of seats for spectators, which 
may itself be enclosed in a circular building or tent. But 
variations exist, and any attempt at a strict, all-inclusive 
definition would reduce the term’s application to a partic- 
ular nationality, generation, or proprietorship. Some cir- 
cuses dispense with trained animals, for example; others, 
particularly in the United States, exhibit simultaneously 
in three or more rings, with the building or tent then tak- 
ing on a rectangular or elliptical shape. At various times 
circuses have offered supplementary attractions such as 
street parades, menageries, sideshows or “museum” de- 
partments, and pantomimes and theatrical presentations. 
A number of circuses, especially in Europe, have been 
stationary, occupying permanent, often elegant buildings 
in the larger cities. Others have traveled extensively—orig- 

inally by horse and wagon, then by railroad, boat, motor 
vehicle, or even airplane—exhibiting in tents or, occasion- 
ally, theatres and, more recently, in huge enclosed sports 
arenas. A few organizations, such as Ringling Bros. and 
Barnum & Bailey, can point to a history extending back 
a century or more; other circuses, such as those sponsored 
by fraternal organizations (e.g., the Shriners), may exist for 
less than a single season. Some shows have traditionally 
emphasized spectacular elements such as gorgeous cos- 
tumes, floats and pageant wagons, numbers set on water 
or ice, or perhaps a theme running through part or all of 
the program. Others have been built around the talents 
of outstanding individual artists such as the 19th-century 
American clown Dan Rice or the sensational German 
animal trainer Gunther Gebel-Williams. Through all the 
above, however, there runs a common thread: the ring, 
by which spectators readily recognize the entertainment 
known as “circus.” 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, section 622. 
This article is divided into the following sections: 
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ORIGINS OF THE CIRCUS 

Contrary to popular opinion, the circus is of compara- 
tively recent origin, having little in common with ancient 
Roman circuses and amphitheatres. The former were in 
fact racecourses, whereas the great oval amphitheatres 
were most often devoted to gladiatorial combats, the 
slaughter of animals, mock naval battles, and spectacular 
pantomimes. Certainly many numbers associated with the 
circus were known to ancient peoples. Acrobatics and 
juggling are probably as old as mankind itself: the Greeks 
saw ropedancers perform; the Romans made a specialty 
of training animals, including elephants, which were also 
supposedly taught to walk ropes; and clowns are found in 
nearly every period and civilization, both as characters in 
farces and as individual performers. Until the mid-18th 
century, however, there were no attempts to organize such 
acts into a distinct entertainment, although in the mean- 
time they had continued to be exhibited by individuals 
and small troupes of performers who wandered through 
Europe, Asia, and Africa. They appeared wherever groups 
of people gathered: in nobles’ halls, at community cele- 
brations, and at marketplaces. King Alfred the Great of 
England (reigned 871-899) was entertained by a wild beast 
show; William the Conqueror (king of England 1066-87) 
brought performing troupes of ropedancers, tumblers, and 
contortionists from France to England. Itinerant players 
trained bears, monkeys, horses, dogs, and other animals 
and brought them to fairs. Fairs played an important 
role in developing trade throughout Europe from the 7th 
century onward. By the late medieval period, however, 
as more regular channels of marketing were standardized, 
they tended to become less a place for trading than for 
entertainment, featuring many of the performers, animals, 
and other characteristics later associated with the circus. 
The modern circus came into being in England in 1768 

The big top 423 
Winter quarters 423 

Variations on the circus theme 423 
Wild West shows 423 
Carnivals 423 

The state of the art 423 
Early 20th-century changes 423 
Preservation of the past 424 
Contemporary developments 

Bibliography 424 
424 

when Philip Astley (1742-1814), a former sergeant major 
turned trick rider, found that if he galloped in a circle 
while standing on his horse’s back, centrifugal force helped 
him to keep his balance. In doing so he traced the first 
ring. Astley soon engaged a clown (“Mr. Merryman”), 
musicians, and other performers for his establishment, 
roofed over his ring, and added a stage for dramatic per- 
formances. Astley himself always referred to his building, 
which was located on the Lambeth side of London’s West- 
minster Bridge, as an “amphitheatre” or “riding school.” 
The term “circus” was first employed in 1782 when a rival 
horseman and former employee named Charles Hughes 
opened the Royal Circus a few hundred yards south of 
Astley’s Amphitheatre. 
Circumstances were favourable for the development of 

the circus. During the second half of the 18th century the 
fairs were going into decline, and some of their main at- 
tractions were banned. Many showmen, looking for a new 
outlet, found it in the circus, as did ropedancers, acrobats, 
jugglers, and others whose performances were based on 
dexterity, agility, and strength and who discovered that 
their performances were better appreciated in the ring. 
In 1772 Astley went to France to present his “daring feats 

of horsemanship” before the king and the French court, 
and he found that there, too, many showmen were ready 
to forsake the fairgrounds. Ten years later he returned to 
Paris and opened an amphitheatre. When hostilities be- 
tween Britain and France developed after the outbreak of 
the French Revolution, he leased it to Antonio Franconi 
(1737-1836), a member of a noble Venetian family, who 
had been forced into exile after a fatal duel. He became 
first a showman and later a trick rider, but it was as 
a director that he excelled. Franconi joined forces with 
Astley and, in Astley’s absence, continued on his own. 
His sons, Laurent and Henri, together with their wives 
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and children, continued in his footsteps, and the Franconi 
family is generally credited with being the founders of the 
French circus. They are reputed to have standardized the 
diameter of the ring at 13 metres (approximately 42 feet), 
a size that is still recognized in most circuses. 
In 1782 Astley traveled as far as Belgrade, visiting Brus- 

sels and Vienna on the way, and during his life he built at 

least 19 permanent circuses. It was Hughes, however, who 
introduced the circus to Russia. He added a company of 
trick riders to the stud of horses he had been commis- 
sioned to deliver to Catherine the Great in 1793, and he 
was rewarded with a private circus in the royal palace in 
St. Petersburg. The Russian circus was further developed 
by a Frenchman, Jacques Tourniaire (1772-1829). 
In 1793 John Bill Ricketts, a rider who had previously 

performed in Britain, opened circuses in Philadelphia and 
New York City, the first seen in the New World. At the 
same time Benito Guerre was presenting his feats of horse- 
manship in Spain, and a cut on a contemporary handbill 
shows a rider leaping through a paper hoop—a scene that 
still epitomizes this form of entertainment. By the turn of 
the century the circus had spread throughout Europe and 
was firmly established in America. Performances were still 
given mostly in permanent or semipermanent buildings 
of flimsy construction. The greatest hazard was fire, from 
which Astley and Ricketts suffered particularly: Astley’s 
Amphitheatre burned down three times in the first 62 
years of its history, and Ricketts lost his circuses in both 
New York City and Philadelphia as a result of fires. 
From the time of its origin in England the circus was of- 

ten coupled with the theatre. At Astley’s, the Royal Circus, 
and elsewhere a proscenium arch and large scenic stage 
were set behind the ring. Equestrian drama, with plots 
based on famous battles and sieges and with the horses 
and other artists participating at full gallop, became all the 
rage. In France this genre of entertainment was eventually 
exiled to regular theatres, but in England it continued 
to flourish in permanent and tenting circuses throughout 

the 19th century. Shakespeare’s Richard IIIT and Macbeth, 
and even Verdi’s opera // trovatore, were performed on 
horseback at Astley’s during this period. Astley’s, however, 
never became as fashionable as the permanent circuses on 
the Continent. The most exclusive club in Paris kept its 
own private box at the Cirque d’Eté, and in St. Petersburg 
the stables were regularly scented for the benefit of aristo- 
cratic visitors. 
Circus families became prominent during the 19th cen- 

tury. From one generation to another, members of a 
family would be trained from earliest childhood in the 
skills and discipline necessary to achieve perfection either 
in one specialty or in a group of related specialties. For 
example, the Cristiani family of Italy was known chiefly 
for its expert riders, but some members excelled in the 
skills of tumbling, ballet, and acrobatics. Circus families 
often intermarried. The Cooke family, which traveled 
from Scotland to New York City in the early 1800s, was 
an equestrian group that intermarried with the Coles and 
the Ortons, both well-known American circus families. As 
a circus family expanded, branches were established in 

numerous areas and members often went from one branch 
to another. The Cristiani family established branches else- 
where in Europe and the United States. Toward the end 
of the 19th century the Russian circus was dominated by 
an Italian circus family, the Cinisellis, which, like many 
others, made its name outside its own country. 
At the beginning of the 20th century the circus was still 

spreading to many other countries. The British circus fam- 
ily of Harmston settled in East Asia, and for years their 
only rival was the Russian circus, Isako. The Boswells 
left England for South Africa, where they met competi- 
tion from the German Pagel. Frank Brown, whose father 
had been a clown at Astley’s, toured South America for 
many seasons. In Australia the circus prospered under 
the Wirths. The Lobes, from Budapest, made Persia their 
tenting ground, and the Sidolis settled in Romania. 

CIRCUS ATTRACTIONS 

Equestrian acts. From its origin under Astley, the circus 
has retained performing horses and riders as a fundamen- 

Circus 

tal feature. Most great riders have been champions of the 
art of bareback riding, performing acrobatic and gymnastic 
feats on the bare backs of loping horses. James Robinson, 
a mid-19th-century American, was one such mder. He 
was billed as “the One Great and Only Hero and Bare- 
back Horseman and Gold Champion-Belted Emperor of 
All Equestrians.” Horses that perform free of rider, reins, 
or harness, directed solely by visual or oral command, 

are called liberty horses. The Barnum & Bailey Circus, 
the most famous name in the American circus, in 1897 
presented the largest troupe of liberty horses, 70 perform- 
ing simultaneously in one ring. The traditional finale of 
the larger tent shows was the Great Roman Hippodrome 
Races, composed of novelty races, steeplechase, and the 
ancient arts of chariot racing and Roman standing riding. 
Another type of riding, extremely popular in the 19th 

century before the purely acrobatic style supplanted it, 
was scenic riding, in which the equestrian, appropriately 
costumed, acted out a pantomime on horseback. The 
greatest exponent of this artistic mode of riding was the 
Englishman Andrew Ducrow (1793-1842), who also man- 
aged Astley’s during the last two decades of his life. One 
of his creations, “The Courier of St. Petersburg,” is still 

Keystone 

D. Kossmeyer, in Bertram Mills Circus, London, performing 
an equestrian act reminiscent of feats originated by 
Andrew Ducrow. 

seen in the circus. In this act a rider straddles two can- 
tering horses while other horses, bearing the flags of those 
countries that a courier would traverse on his journey 
to Russia, pass between his legs. Besides other solo acts, 
which were copied by equestrians throughout the world, 
Ducrow invented several duets and ensemble numbers. In 
“The Tyrolean Shepherd and Swiss Milkmaid,” for ex- 

ample, he was joined by his wife, Louisa Woolford, and, 
while standing on the backs of their circling horses, the 
two performed the pursuit and wooing of the fair peasant, 
complete with a lovers’ quarrel and reconciliation scene, 

followed by an exquisite pas de deux. 
Equestrian acts of the 20th century can be divided into 

three main groups: voltige, in which a rider vaults onto 
and off a horse’s back; trick riding, in which the standing 
rider performs somersaults and pirouettes or forms human 
pyramids with other riders on one or more horses; and 
high school, a spectacular form of dressage in which a 
horse executes complex maneuvers in response to imper- 
ceptible commands communicated through slight shiftings 
in the rider’s weight, pressure exerted by the knees and 
legs, or the handling of the reins. The Schumann fam- 
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ily, for many years directors of the permanent circus in 
Copenhagen, excelled in high school and also exhibited 
many fine liberty-horse acts. 
Wild animal acts. The introduction of wild animals to 

the circus dates from about 1831, when the French trainer 
Henn Martin (1793-1882) performed with his lions, boa 
constrictors, elephant, and other animals at the Cirque 
Olympique in Paris. He was soon followed by the Amer- 

ican trainer Isaac A. Van Amburgh (1801-65), reputedly 
the first man to stick his head into a lion’s mouth, who in 
1838 took his act to England and so fascinated the young 
Queen Victoria that she commissioned the artist Edwin 

Landseer to paint a portrait of the brawny American 
with his “big cats.” In addition to exhibiting at circuses, 
both Martin and Van Amburgh frequently appeared on 
the boards of regular theatres, where they and their ani- 
mals were featured in melodramas with such titles as The 
Lions of Mysore and The Brute Tamer of Pompeii. Other 
dramas performed in theatres and circuses about this time 
featured elephants and bears in starring roles. 
Until the late 20th century there was a marked differ- 

ence between European and American styles of presenting 
wild animal acts. Van Amburgh customarily beat his ani- 
mals into submission, and the belief that the trainer must 
demonstrate physical superiority over his “pupils” was 
held by many of his successors. The master of this style in 
the 20th century was the American Clyde Beatty (1903- 
65), who subjugated as many as 40 “black-maned African 
lions and Royal Bengal tigers” at one time. 

By courtesy of Circus World Museum, Baraboo, Wis 
and Ringling Bros. and Barnum & Bailey Circus 
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Clyde Beatty training lions, c. 1932. 

In the European style of presentation, as developed by 
the Hagenbecks in Germany about the end of the 19th 
century and now followed by most American trainers as 
well, the trainer endeavours to prove his mastery and skill 
by presenting his jungle charges in the role of obedient, 
even playful, pets. The wild character of the animals, how- 
ever, is revealed just often enough to remind the spectator 
that what he sees is indeed the result of skillful training. 
Elephants are considered by many to be the very hallmark 

of the circus. Their awesome size makes their adaptability 
to humans a curious paradox. From single specimens ex- 
hibited at Astley’s in the early 19th century, the number 
of performing elephants, especially in American three-ring 
circuses, has sometimes run as high as 50 or more. Despite 
their pleasant-looking appearance and ability to learn a 
surprising variety of feats, these seemingly docile beasts 
are among the most dangerous of circus animals. 
Countless other species of wild animals have been trained 

to perform in the circus ring, including polar bears, gi- 
raffes, hippopotamuses, and rhinoceroses. The members 
of the Knie family of Switzerland are celebrated for their 
expertise in the handling of such exotic animals. 
Acts of skill. In 1859 the invention of the flying trapeze 

by the French acrobat J. Léotard (1838-70), and Charles 

The Bubnovs, aerial gymnasts from the Moscow Circus. 
Novosti Press Agency 

Blondin’s crossings of Niagara Falls on a tightrope in 
the same year, rekindled the public interest in the work 
of the aerial gymnast and acrobat. Although the trapeze 
had never been seen before, ropedancing can be traced to 
ancient Greece. By the turn of the century, acrobats had 
had an extensive influence, although they never usurped 
the supreme position of the horse. 
The human performer offers not the mystery of the ex- 

otic circus animal but the realization that a fellow human 
being, of the same substance as the spectator, can achieve 
astonishing discipline and mastery. The circus audience 
identifies itself with the performer as hé or she attempts 
a feat of daring or skill. Completion of such feats as 
a double somersault to a four-high human pyramid fills 
the crowd with satisfaction and relief. A misstep on the 
tightwire seems to elicit greater distress in the spectators 
than in the performer. And the circus performance is 
not on film or tape but live: there can be no retake to 
erase an error. With evidence of human weaknesses and 
failures so prevalent everywhere, the circus is unusual in 
showing people at their best in physical achievement and 
skilled coordination. This realization comes to mind, for 
example, at the sight of the Wallendas, a family of high- 
wire artists originally from Germany, balancing three-high 
on bicycles on the high wire. For Americans it may have 
come from seeing petite Lillian Leitzel, born in Bohemia 
of a German circus family, who could pivot a hundred 
times on her shoulder socket in a maneuver called the 
“plange”; she spun from a rope like a pinwheel. Again, 
its source may have been the skill of Australian-born Con 
Colleano, “the Toreador of the Tight Wire,” whose dance 
on the wire to a Spanish cadence thrilled American audi- 
ences for decades; or perhaps it was the grace and perfect 
timing of the Mexican trapeze artist Tito Gaona, who— 
even blindfolded—flawlessly performed the triple somer- 
sault from bar to catcher. 
Traditionally, certain nationalities tend to dominate spe- 

cific areas of circus performance. Just as bareback riding 
long remained an English specialty and wild animal train- 
ing a specialty of Germans and Americans, acrobatics and 
tumbling remain the realm of eastern Europeans. Asians 
excel in juggling and balancing acts and Mexicans in the 
flying trapeze. Although there are frequent exceptions to 
these tendencies, especially in recent years, these and other 
traits are identifiable. Such traditions may be related to the 
existence of circus families, whose specialties are passed 
on for several generations. To many people, such a life 
would appear to be a nomadic existence, without either 
the comforts of a permanent residence or the security of 
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permanent employment. On the other hand, to experience 
circus life is to see apparent disadvantages become sources 
of strength. The appeal of a traveling life is strong to 
many, as is the bond that is built between show people in 
Overcoming common hardships. 
Clowns. When the human capacity for amazement, 

thrill, and suspense approaches its limits, the circus un- 

leashes its clowns to freshen the atmosphere, lighten the 
emotional load, and recondition the spectator’s mind for 
the next turn. By tradition, there are several varieties 
of clowns, from the elegantly costumed whiteface clown, 
favoured in many European circuses, who appears rather 
severe and domineering; to the happy-go-lucky grotesque 
variety, whose exaggerated makeup and costumes are 
more outrageous and less predictable; to the woebegone, 

down-and-out “tramp” character, as popularized above all 
by the American Emmett Kelly. In 19th-century one-ring 
circuses it was usual for clowns to entertain audiences 
with songs and long monologues, in which they sometimes 
offered words of wisdom on politics and current events or 
quoted Shakespeare. More recently, especially in Russian 
circuses, a number of clowns have attempted to strike 
out in new directions, abandoning traditional costumes 
and makeup and developing more natural characters. The 
great Russian clown Oleg Popov became well known not 
only in the Soviet Union but also in Europe and America 
through his tours with the Moscow Circus. Wearing a 
minimum of makeup, he appeared in the ring with little 
to set him apart from the others except a slightly un- 
conventional wardrobe. Like other great comedians of the 
world, his mere appearance brought anticipatory laughter 
from the audience. Popov impersonated a rube character 
who is forever trying to mimic the legitimate performers. 
Frequently he almost succeeded, but only after sufficient 
bungling to make his performance a comedy. Actually, in 
areas such as balancing on the slack wire and juggling, he 
demonstrated professional abilities. 
Supporting attractions. Band music. Behind it all is the 

circus band, setting the pace and mood and cuing the 
acts. The composition of circus music has, over the years, 

become an art of its own. Playing such characteristic 
forms as the march, the gallop, the fox-trot, the tango, 
or various national airs, the circus band maintains the 
tempo of each event. It signals the change of emphasis 
among the simultaneous presentations as one event after 
another is highlighted, maintaining the seemingly perpet- 
ual flow of music. 
The menagerie. Exotic animals such as camels and lions, 

brought to America by enterprising ship captains and sold 
to showmen, had been shown in the colonies in the 18th 
century. About 1815 Hackaliah Bailey, of Somers, N.Y., 

By courtesy of Circus World Museum, Baraboo, Wis., and Ringling Bros. and Barnum & Bailey Circus 
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toured New England with his elephant, “Old Bet,” whose 

success inspired Bailey’s farmer-neighbours to set out with 
menageries of their own. In a very short time, there were 
noteworthy traveling collections of wild animals, such as 
the Zoological Institute of June, Titus & Angevine and 
Van Amburgh’s Menagerie, which also set up permanent 
establishments in the larger cities. Similar developments 
occurred in England, leading to such famous traveling 
shows as Wombwell’s Menagerie. Subsequently, circuses 
and menageries were combined. By the time American 
circuses achieved their massive character in the 1870s, 

the menagerie was a major feature, and it remained so 
through the 1940s. The circus menagerie was exhibited in 
a separate tent, and audiences passed through here before 
going into the main performance. The beautifully carved 
wagons that held the wild-animal cages lined the perime- 
ter of the tent. The elephants were chained in position, 
and the “lead stock,” including uncaged animals such as 
camels, llamas, bison, and zebras, were picketed together. 

The larger circuses had extensive collections, including 
rhinoceroses and giraffes in their own portable corrals. 
The sideshow. In 1871, after he had already achieved 

success through his famous New York museum, P.T. Bar- 
num entered into a partnership with William C. Coup and 
the former clown Dan Castello to found “P.T. Barnum’s 
Museum, Menagerie, and Circus.” It offered several at- 
tractions borrowed from his earlier museum, from which 
evolved another major feature of American circuses— 
the sideshow, or annex. Typically this included human 
“abnormalities,” such as fat ladies, giants and midgets, 
“armless wonders,” and four-legged girls; illusions and ma- 

gicians; automatons and curious inventions; and various 
works of art, among them Hiram Powers’ titillating nude 
statue “The Greek Slave.” Housed in its own tent, the 
sideshow typically was fronted by giant banners or panels 
illustrating the marvels inside. A unique and vital element 
of the sideshow was the barker, whose foghorn voice and 
unceasing patter attracted the public to the show. 

COMMERCIAL AND TECHNICAL ASPECTS 

From 1840 onward, circus combines and amalgamations 
became widespread in the United States, and partner- 
ships were made and broken with bewildering frequency. 
In 1907, following the death of Barnum’s final partner, 
James A. Bailey, the Ringling brothers, who had started 
out in the 1880s, bought Barnum & Bailey Circus and 
continued to run it as a separate show, finally combining 
it with their own circus in 1919 to form the concern that 
still flourishes as Ringling Bros. and Barnum & Bailey. In 
1929 the Ringlings bought the American Circus Corpo- 
ration, a syndicate comprising five circuses, with a view 

| / 

Elephants in three-ring performance from Ringling Bros. and Barnum & Bailey Circus, 1970. 
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A 16-camel team in a Ringling Bros. Circus parade, 1911. 

By courtesy of Circus World Museum, Baraboo, Wis., and Ringling Bros. and Barnum & Bailey Circus 

to ensuring their supremacy in the field. Such attempts 
at monopolies were never the case in Europe, however, 
where families tended to split up rather than combine, 
so that more than one circus may bear the name Pinder, 
Fossett, Ginnett, or Sanger. 
The mid-19th century was a period of great technical 

development in the United States. Spencer Q. Stokes in- 
vented the derricklike apparatus for training trick riders, 
which still goes by the name of the American Riding Ma- 
chine. At one time his circus traveled by riverboat, though 
he did not give performances on a showboat as did “Dr.” 
Gilbert Spaulding (1811-80). This former chemist from 
Albany, N.Y., is said to have invented quarter poles (which 
support the canvas roof of the big top between the central 
king poles and the side poles) and was also one of the first 
circus proprietors to experiment with railroad transport. 
The circus train. Before 1872 most itinerating circuses 
moved from town to town by horse and wagon, a form 
of transport that necessarily limited their size and the dis- 
tances they could cover in a given season. In the spring of 
that year, Barnum and his partners loaded their show onto 
65 railroad cars, thereby giving birth to the age of the giant 
railroad circuses. Barnum’s own “Greatest Show on Earth” 
eventually traveled on three separate trains, going distances 
of 100 miles or more in a single night; and in the 20th cen- 
tury Ringling Bros. and Barnum & Bailey once crisscrossed 
the country aboard four trains comprising 107 70-foot cars. 
Railroads were more frequently used in the United States 

than in any other country. In Europe rail transport for 
circuses was never very popular, and, although a few at- 
tempts at traveling by rail were made, it was not until the 
second quarter of the 20th century that rail travel came 
into regular use by any European show. In Latin America 
and East Asia it was used, when available, after 1900. 
William C. Coup introduced the end loading of circus 
trains, in which the gaps between flatcars were bridged 
by iron plates and each wagon, fully loaded, was pushed 
down the length of the train to its assigned place. A model 
of logistic efficiency, circus methods led the way to the cre- 
ation of the modern system of rail-truck freight handling. 
The parade. The free circus street parade evolved in 

the United States as a triumphal entry into town by each 
overland circus caravan. By the 1840s it was recognizable 
as a parade with bandwagons and trappings. It was the 
English, however, who created the finest and most or- 
nately carved circus parade wagons. In 1865 Seth Howes 
imported to the United States several English wagons, 

which prompted an upsurge of interest in circus parades. 
These processions, which wound their way through the 
town back to the circus field (“lot” in the United States, 
“tober” in Britain), were a great feature of British tenting 
circuses, particularly that of “Lord” George Sanger (1825- 
1911), who also owned Astley’s Amphitheatre from 1871 
until it was demolished in 1893. (Once Sanger even tacked 
his parade onto the end of a military escort accompanying 
Queen Victoria across London.) 
In the United States the circus parade avas the climax of a 

highly systematized publicity campaign to arouse interest 
in the circus during its brief appearance at any one place. 
The first steps were taken by the general agent of the 

circus, who made arrangements for a city license, show- 
grounds, railroad routing, and other details. The impact 
of organized publicity hit the community when the first 
advance car arrived in town two or three weeks before 
show day. In larger shows as many as four advance adver- 
tising cars involving 60 to 80 men were used. A concen- 
trated mass publicity campaign then unfolded. Billposters, 
lithographers, and banner men plastered the town and its 
environs with tens of thousands of square feet of “paper.” 
The programmer recruited youngsters to scatter thousands 
of printed heralds, multi-paged couriers, handbills, and 

“rat sheets” (used to disparage other circuses when they 
happened to be in the same vicinity at the same time). 
Press agents turned the power of the press to the purposes 
of the circus. Other agents attended to such matters as 
water, food, fuel, feed, and preparations for showgrounds 
and railroad crossing. 
On circus day itself the train arrived with its stockcars, 

perhaps with animals probing outside openings, and a 
long line of flatcars loaded with red baggage wagons, pole 
wagons, bandwagons, tableaus, chariots, the steam boiler 
wagon, and canvas-covered wild-animal cages. In a large 
circus there would be several trains. The initial train would 
be the “flying squadron” bearing the cook house, horse 
tents, menagerie, and steam calliope, having departed 
while the crowds were still watching the last performance 
in the previous town. At intervals would follow the “canvas 
train” and “lumber train” bearing construction materials 
in the order they would be needed. Wagons were pulled 
by baggage horse teams to the showgrounds, directed by 
arrows chalked on posts and trees by an advance man. 
The showgrounds became a scene of organized confu- 

sion: acres of canvas and a forest of poles were assembled 
before swarms of curious people—affectionately called 

Heralds, 
handbills, 
and “rat 
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“lot lice” by showmen. Then “parade call” was trumpeted, 
and performers, musicians, animal attendants, wardrobe 

crews, drivers, and brakemen assembled for the grand free 
street parade that was usually scheduled for 11:00 Am. Fol- 
lowing the bugle brigade heralding the grand event, there 
was a long procession of horses, flag bearers, bands on 
magnificent wagons, allegorical tableaus, clowns, knights 
in armour, beautiful ladies on steeds, Roman chariots, 
chimes, bells, a band organ, cage after cage of wild animals 

(some open to view and others closed to prompt curiosity), 
cowboys, Indians, and a long line of highly caparisoned 
elephants shuffling along trunk-to-tail. The traditional fi- 
nale to the circus parade was the Pied Piper of the circus, 
the steam calliope: 32 steam whistles, keyboard operated, 
powered by coal fire and boiler, hissing steam and smoke, 
and blasting out such favourites as “Go Tell Aunt Rhodie” 
and “The Sidewalks of New York.” Under steam pressure 
of from 80 to 100 pounds per square inch, its tones carried 
four miles against a breeze. After two shows daily and 
the teardown, which took place at night, the wagons and 
teams followed flares to the train, where they rolled back 
onto the flatcars to disappear into the night. 

The big top. The origin of the circus tent is believed 
to have occurred in 1825 on the itinerating show of the 
American J. Purdy Brown. At first tents were very small, 
housing one ring and a few hundred seats. In their heyday, 
however, after circuses had begun to exhibit simultaneous- 

ly in two (1872) and then three (1881) rings, the great 
American tented circuses played under what could be 
called canvas coliseums. The big top of the Ringling Bros. 
and Barnum & Bailey Circus covered the equivalent of a 
hectare, or more than two acres; supported by several cen- 
tre poles that rose 65 feet (nearly 20 metres), it sheltered 
from 10,000 to 12,000 people. From portable bleachers, 
crowds could watch as many as seven rings and “stages” 
(platforms set between and at the ends of the three rings) 
at the same time, in addition to the aerial acts above. 
A typical big top of standard American circuses such as 
Hagenbeck—Wallace or Cole Bros. would be somewhat 
smaller, housing about 5,000 seats. European and British 
circuses generally retained the one-ring format, although 
their programs were often of the highest calibre and their 
tents might also seat as many as 5,000 spectators. In order 
to maintain the one-ring design while expanding the area 
beneath the tent, the European tent was designed with the 
four centre poles forming a square instead of a single-file 
line as with American big tops. 
Just as some European circuses, such as Italy’s Circo 

Americano, attempted to emulate the American pattern 
and exhibited simultaneously in three rings, in the sec- 
ond half of the 20th century there was increasing interest 
among American showmen in adopting, or reverting to, 
the more intimate, less confusing one-ring format. The Big 
Apple Circus of New York City, one of the most elegant 
shows ever seen in the United States, performed in a single 
ring inside a tent that seated only about 1,600 spectators. 
Winter quarters. In the United States and to some 

extent in Europe, circuses annually retired to winter quar- 
ters to refurbish for another season. Among the cities 
that became identified as winter-quarters towns were 
Peru, Ind., which sheltered Hagenbeck—Wallace and other 
shows; Baraboo, Wis., the winter home for the circus of 
the Ringling Bros. and their cousins the Gollmar Bros.; 
and Bridgeport, Conn., which for nearly 50 years served 
as headquarters for Barnum’s “Greatest Show on Earth,” 
until the Ringlings moved the operations of the combined 
show to Sarasota, Fla., in 1927. 

VARIATIONS ON THE CIRCUS THEME 

Wild West shows. Wild West shows, which were some- 
times attached to circuses, emphasized displays and events 
of America’s old West. A Wild West show usually pre- 
sented its exhibition in a large open field surrounded 
by bleachers protected by a canvas canopy. Typically, 
such shows featured American Indian ceremonies; cow- 
boys who engaged in broncobusting, roughriding, roping, 
and sharpshooting; and dramatic representations of life on 
the frontier and Indian attacks on wagon trains or stage- 
coaches, whose occupants were saved by the timely arrival 
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of the U.S. cavalry. Although Barnum had added such an 
exhibition to his circus as early as 1876, the credit for es- 
tablishing the Wild West show as a separate entertainment 
goes to the former cavalry scout William F. “Buffalo Bill” 
Cody (1846-1917) and his partner W.F. “Doc” Carver, 
who launched their own Wild West & Congress of Rough 
Riders of the World in 1883. Pawnee Bill’s Wild West and 
Miller Bros. 101 Ranch Real Wild West were prominent 
competitors of Buffalo Bill over the years. The famous 
riflewoman Annie Oakley, “Little Miss Sure-Shot,” gained 
her fame as a star of Wild West shows. Many film stars 
were associated with them, too, including Tom Mix and 

Will Rogers. The last Wild West show was Colonel Tim 
McCoy’s Wild West of 1938. 
Carnivals. The public sometimes confuses circuses with 

carnivals, but they are quite different, even though both 
are traveling amusements. Instead of presenting a unified 
performance in one large enclosure, a carnival presents a 
midway lined with independent tented sideshows, conces- 
sions, special attractions, and rides or thrill events in which 

the patrons are participants, not spectators. Carnivals usu- 
ally stay a full week or longer in any one location. In 
their modern American form, carnivals originated around 
the end of the 19th century when such mdes as the Ferris 
wheel and steam-operated merry-go-round (carousel) be- 
came popular. Carnivals became standard features of state 
and county fairs in the United States. 

THE STATE OF THE ART 

Early 20th-century changes. Circuses in Europe began 
to encounter economic difficulties in the period after 
World War I, when foreign travel was inhibited by pass- 
port formalities, customs duties, quarantine restrictions, 
and currency regulations. For large companies with much 
equipment the difficulties were particularly acute. In order 
to evade inflation and crisis at home, one German circus 
toured South America in 1923 and 1934. 
In the 1920s the circus in Britain declined. It was spec- 

tacularly revived by Bertram Mills, a coach builder, who 
introduced the greatest international circus stars to the 
British public at Olympia, London, and ran the only tent- 
ing circus to travel by rail in England. 
Meanwhile, in the United States the circus was also en- 

countering difficulties. During the Great Depression the 
Ringling empire collapsed; and the federal government, 
in order to give employment to out-of-work performers, 
organized a Works Progress Administration Circus—the 
only example of a state-run circus ever seen in the United 
States. In 1944 a disastrous fire in the Ringling big top, 
which took 168 lives and left hundreds of other spectators 
burned and injured, added to the woes of American circus 

proprietors. By the 1950s, faced with stiff competition from 
motion pictures and especially television, American cir- 
cuses were generally declining; and in 1956 John Ringling 
North, citing economic and labour problems, announced 
that the “Greatest Show on Earth” would abandon its big 
top and in the future perform only in permanent exhibi- 
tion halls and sports arenas. For many this announcement 
signaled the imminent demise of the circus. 
By then, too, the spectacular street parade had long 

since disappeared, and most other American circuses were 
smaller and again traveling by road. The era of the truck 
show or motorized circus had dawned in the United 
States in 1918 with the short-lived Great United States 
Motorized Circus. Motor transport proved successful in 
the 1920s for Downie Bros. Circus, Seils-Sterling Circus, 
and some others. At first there was a tendency within the 
profession to belittle circuses transported by truck, but the 
1930s produced several outstanding shows that moved by 
motor transport, including one owned by Tom Mix. Mo- 
torization enabled the canvas-tent circus to survive and 
continues to do so, only Ringling Bros. still moving the 
bulk of its show by rail. 
Circuses never entirely discontinued the use of indoor 

facilities for their exhibitions. Especially in Europe, cir- 
cuses continued to perform in buildings throughout the 
heyday of the canvas shows—at the Circus Schumann in 
Copenhagen, for example, and at the venerable Cirque 
d’Hiver in Paris, which dates from 1852. Even the greatest 
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tent shows opened their seasons in metropolitan buildings, 
enabling them to extend their performances into the win- 

ter months. Such was the case with the annual opening of 
Bertram Mills Circus at Olympia in London, Ringling 
Bros. Circus at Chicago’s Coliseum, and Barnum & Bailey 
at Madison Square Garden in New York City. In Russia 

and certain other areas of the former Soviet Union, the cir- 
cus was regarded as an art form and received lavish state 
support. Nearly every city of any size boasts a permanent 

circus building. The New Moscow Circus possesses two ad- 
ditional rings, for water and ice shows, that can be sepa- 

rately raised by a mechanism from below to replace the 
circus ring as occasion demands. Most major American 
and western European circuses continue to tour under can- 
vas, however, and, even in Russia and eastern Europe, tent 

circuses are by no means uncommon. 
Preservation of the past. During the 20th century, sev- 

eral schools around the world were established to train stu- 
dents in the art of circus skills. In Russia a professional 

school for the training of circus artists has been associated 
with the Moscow Circus since 1929. After four years of rig- 

orous course work, graduates are assigned to the nearly 100 
circuses that perform throughout the country. In 1985 the 

French Ministry of Culture and Communication opened a 
professional school for artists, the High School of Circus 
Arts (l’Ecole Supérieure des Arts du Cirque), at Chalons- 
sur-Marne. The National Circus School of Montreal is the 
only private school in North America to offer training in a 
wide range of circus arts, although there are a number of 

schools and universities in the United States that provide 
instruction in specific aspects of the circus. One of the best 
known of these was the Ringling organization’s “Clown 
College,” located in Venice, Fla., which was established in 

1968 and closed in 1997. Other American institutions with 
programs devoted to the circus include Florida State Uni- 
versity at Tallahassee, whose Flying High Circus (begun in 
1947) draws performers exclusively from the student body; 

Circus Smirkus in Greensboro, Vt., which enrolls children 
from around the world to collaborate with professional cir- 
cus coaches; the Gamma Phi Circus of Illinois State Uni- 
versity at Normal, which was established in 1929 and is the 

oldest college circus program in the country; and the Uni- 
versity of Virginia at Charlottesville, which offers the only 
college-accredited courses on circus history. 
The presence of these schools reflects a growing interest 

in preserving the colourful past of the circus. Pursuing this 

goal are collectors and historians throughout the world, as 
well as associations, including the Circus Fans Association 
(England and the United States), the Club du Cirque 
(France), the Society of Friends of the Circus (Germany 
and Austria), the Circus Historical Society, the Circus 
Model Builders Association, the Windjammers, the Rin- 
gling Museum of the Circus, and the International Clown 
Hall of Fame (all in the United States). At Baraboo, Wis., 
the extensive Circus World Museum is operated by the 
State Historical Society. Each July a train of authentic cir- 
cus railroad cars transports more than 80 restored circus 
parade wagons from Baraboo to Milwaukee, where they 
are joined by hundreds of privately owned baggage horses 
for a parade through the streets of the city. At Bridgeport, 
Conn., the Barnum Museum features exhibits related to 
the circus and the life of Barnum. Most major European 
collections of circus materials remain in private hands, al- 
though there are important holdings available to re- 
searchers at such institutions as the British Library in 
London, the library and museum of the Paris Opéra, and 
the Museum of Circus Art attached to the circus in St. Pe- 
tersburg, Russia. 
Contemporary developments. For all its emphasis on tra- 

dition and discipline, the circus has always been a dynam- 
ic, growing institution. This was evident in late 20th-cen- 
tury circuses such as Canada’s Cirque du Soleil (founded 

1984). These companies employed no animals in their per- 
formances and instead integrated acrobatics and feats of 
daring into shows built around a single theme or story line. 
Performances also incorporated contemporary music and 
lighting effects and were seen on proscenium stages rather 
than in circus rings. 
The circus also became an increasingly global form of en- 

tertainment during the latter half of the 20th century. Par- 
ticularly notable were the circuses of Africa, India, Spain, 
Brazil, and Mexico, many of which were characterized by 
acrobatic and athletic exhibitions with traditions rooted in 
religion and folklore. The circuses of China, which thrived 
after receiving government funding beginning in 1949, 
were especially renowned for unique acts emphasizing bal- 
ance and coordination, such as the “Peacock Bicycle,” 
which featured a human pyramid of 17 people atop a sin- 

gle bicycle. By 2000 there were more than 250 circus 
troupes in China, many of which performed throughout 
the world. 
Various international circuses may each reflect a distinct 

national flavour, but all circuses bridge cultural bound- 
aries, as the circus itself is essentially a nonverbal enter- 
tainment. One might term the circus the most democratic 
of entertainments, because, no matter what the spectator’s 
age or level of sophistication, there is always something in- 
teresting and amusing. For these and other reasons, the cir- 
cus remains preeminently a “live” entertainment, whose 
pleasures and nuances can never be fully captured on film 

or television. It is an institution that continues to endure 
at the turn of the 21st century, thrilling people of all na- 
tions. (R.L.P/A.D.H.C./A.H.Sa./Ed.) 
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Citi 
he name city is given to certain urban communities 
by virtue of some legal or conventional distinction. 
It also refers to a particular type of community, 

the urban community, and its generic culture, often called 

“urbanism.” In legal terms, in the United States, for ex- 
ample, a city is an urban area incorporated by special or 
general act of a state legislature. Its charter of incorporation 
prescribes the extent of municipal powers and the frame 
of local government, subject to constitutional limitation 
and amendment. In common usage, however, the name is 
applied to almost every American urban centre, whether 
legally a city or not, and without much regard to actual 
size or importance. In Australia and Canada, city is a term 
applied to the larger units of municipal government under 
state and provincial authority respectively. New Zealand 
has followed British precedent since the abolition of the 
provinces in 1876; the more populous towns are called 
boroughs under the Municipal Corporations Act of 1933 
and earlier legislation. In the United Kingdom itself, city 
is merely an official style accorded towns either in their 
historical identity as episcopal sees or as the beneficiaries 
honoris causa of a special act of the crown (the first town 
so distinguished was Birmingham in 1889). Except for the 
ancient City of London (an area of about 677 acres in 
central London under the jurisdiction of the lord mayor), 
the title has no significance in local government in the 
United Kingdom. In all the other countries of the world, 

the definition of city similarly follows local tradition or 
preference. 
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Cities 

City government is almost everywhere the creation of 
higher political authority, state or national. Some Eu- 
ropean countries have adopted general municipal codes 
which permit centralized administrative control over sub- 
ordinate areas through a hierarchy of departmental prefects 
and local mayors. Socialist countries also employ a hierar- 
chical system of local councils that correspond to, and are 
under the authority of, governing bodies at higher levels 
of government. In English-speaking countries, devolution 
of powers to the cities occurs through legislative acts that 
delegate limited self-government to local corporations. 
As a type of community, the city may be regarded as 

a relatively permanent concentration of population, to- 
gether with its diverse habitations, social arrangements, 
and supporting activities, occupying a more or less discrete 
site, and having a cultural importance that differentiates it 
from other types of human settlement and association. In 
its elementary functions and rudimentary characteristics, 
however, a city is not clearly distinguishable from a town or 
even a large village. Mere size of population, surface area, 
or density of settlement are not in themselves sufficient 
criteria of distinction, while many of their social correlates 
(division of labour, nonagricultural activity, central-place 
functions, and creativity) characterize in varying degree all 
urban communities from the small country town to the 
giant metropolis. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, sections 524 and 542. 
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The history of cities 

INITIAL REQUIREMENTS FOR URBAN DEVELOPMENT 

It was no accident that the earliest of man’s fixed set- 
tlements are found in the rich subtropical valleys of the 
Nile, the Tigris, the Euphrates, the Indus, and the Yellow 

rivers or in such well-watered islands as Crete. Such areas 
provided favourable environmental factors making town 
living relatively easy: climate and soil favourable to plant 
and animal life, an adequate water supply, ready materials 
for providing shelter, and easy access to other peoples. 
Although man with ingenuity has been able to utilize 
almost any environment for town living, environments 
favourable to the production of food and shelter and ease 
and comfort of living clearly possessed advantages for the 
beginnings of urban life. 
A distinguished historian, Ralph E. Turner, has suggested 

that various preurban developments made possible the 
technology and organization permitting city life. These 
included psychological elements such as recognition of 
“in-group” versus “out-group” interests; the notion of a 
universe, even if mysterious, that could be controlled; and 
belief in the existence of a soul. The in-group and out- 

group differentiation provided a basis for respect for the 
rights of others and for life, property, and family values. 
The notion that man could control the world in which 
he lived was of great importance, even if the methods of 
control were primitively based on magic and religion. The 
belief in a soul helped make life on Earth more acceptable, 
even if hard, for life became then only an incident in a 
long journey. 
Preurban developments that paved the way for urban 

life also included such factors as traditionalism, a power 
structure, and a form of economic as well as social 
organization. Traditionalism lay in the acceptance and 
transmission of what had worked in the life of the group 
and was therefore “right” and to be retained. Some form 
of power structure involving subordination was necessary, 
for leadership was a vital element in urban living in that 
it was essential to the performance of such vital functions 
as sustenance, religious practices, social life, and defense. 
Also prerequisite to group life were new economic and 
social institutions and groupings such as property, work, 
the family, a system for distribution of commodities and 
services, record keeping, police for internal security, and 
armed forces for defense. 
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New value orientations and ideologies may also have 
affected the course of urbanization, though their impor- 
tance is still highly. conjectural. There are those who 
have felt that urbanization depended on a new outlook; 
it meant that people had become more rationalistic (and 
less mystical); it meant that, for purposes of building, they 
were more willing and able to defer immediate for more 
desirable later gratification; it meant more emphasis on 
achievement and success as distinguished from status and 
prestige; it meant a cosmopolitan as distinguished from 
a parochial outlook; and it meant that relations between 

people were more ordered, impersonal, and utilitarian, 

rather than only personal and sentimental. 

EARLY CITIES 

Ancient world. About 10,000 years ago in the Neolithic 
Period, man achieved relatively fixed settlement, but for 
perhaps 5,000 years such living was confined to the 
semipermanent peasant village—semipermanent because, 
when the soil had been exhausted by the relatively primi- 
tive methods of cultivation, the entire village was usually 
compelled to pick up and move to another location. Even 
when the village prospered in one place and the population 
grew relatively large, the village usually had to split in two, 
so that all cultivators would have ready access to the soil. 
The evolution of the Neolithic village into a city took at 

least 1,500 years—in the Old World from 5000 to 3500 
Bc. The technological developments making it possible 
for man to live in urban places were, at first, mainly 
advances in agriculture. Neolithic man’s domestication of 
plants and animals eventually led to improved methods 
of cultivation and stock breeding and the proliferation of 
the crafts, which in turn eventually produced a surplus 
and freed some of the population to work as artisans, 
craftsmen, and service workers. 
As human settlements increased in size, by reason of the 

technological advances in irrigation and cultivation, the 
need for improving the circulation of goods and people 
became ever more acute. Pre-Neolithic man leading a no- 
madic existence in his never-ending search for food moved 
largely by foot and carried his essential goods with the help 
of his wife and children. Neolithic man, upon achieving 
the domestication of animals, used them for transporta- 
tion as well as for food and hides. Then came the use of 
draft animals in combination with a sledge equipped with 
runners for carrying heavier loads. The major technolog- 
ical achievement in the early history of transportation, 
however, was obviously the invention of the wheel, used 
first in the Tigris-—Euphrates Valley about 3500 Bc and 
constructed first with solid materials and only later with 
hubs, spokes, and rims. Wheels, to be used efficiently, 
required roads, and thus came road building, an art most 
highly developed in ancient times by the Romans. Par- 
allel improvements were made in water transport—with 
rafts, dugouts, the Egyptian reed float, eventually wooden 
boats, and of course canals used for both navigation and 
irrigation. (Ed.) 
By 3500 Bc urban populations were distinguished by 

literacy, technological progress (notably in metals), social 
controls, political organization, and emotional focus (for- 
malized in religious-legal codes and symbolized in tem- 
ples and walls). Such places, dated by historical means, 
existed on the Sumerian coast at Ur and in the Indus 
Valley at Mohenjo-daro during the 3rd millennium and, 
before 2000 Bc, had also appeared in the Nile and Wei- 
ho valleys. Cities proliferated along overland trade routes 
from Turkestan to the Caspian and then to the Persian 
Gulf and eastern Mediterranean. Their economic base in 
agriculture (supplemented by trade) and their political- 
religious institutions made for an unprecedented degree of 
occupational specialization and social stratification. From 
central vantage points, cities already gave some coherence 
and direction to life and society in their hinterlands. 
The growth of cities, however, was by no means the 

inevitable outcome of a succession from primitive life to 
civilization. As S. Piggott pointed out in “Role of the 
City in Ancient Civilizations” (in Metropolis in Modern 
Life, ed. by E.M. Fisher [1955]), an alternative and, in 
some ways, inimical type of community had arisen in the 

steppe-lands of Asia based upon, animal husbandry: the 

nomadic encampment. Like their urban contemporaries, 
the nomads were no longer “primitive” men. In addition 
to pastoralism, they had developed great oral traditions, 
abstract art styles, and numerous crafts, albeit no formal 
architecture. Led by warrior chiefs, these self-sustaining 
migratory peoples encroached upon the settled agricul- 

tural-trading areas to the south. 
During the 2nd millennium the Indus civilization was 

engulfed by an onslaught of Aryan nomads, while other 
peoples, using horses and chariots, penetrated the ur- 
ban heartland from Mesopotamia to Egypt. In these cir- 
cumstances of prolonged upheaval, survival required the 
perfection of warlike arts and predatory supply systems, 
which transformed the urban communities into paramil- 
itary states—e.g., the Hittite, Egyptian, and Mycenaean 
empires. Citizenship, though still a ceremonial service, 
was increasingly associated with the bearing of arms. Af- 
ter 1200 Bc even the city-empires (a city-camp hybrid) 
lapsed into chaos and disorder until the lifting of the 
Hellenic “dark ages” during the 8th century Bc and the 
transplanting of the syncretic city-state beyond the eastern 
Mediterranean by Phoenicians and Greeks. 
Autonomous and dependent cities. The heterogeneous 

peoples that created the Greco-Roman world inherited a 
technological and nonmaterial culture from southwestern 
Asia which helped mollify barbarism and nourish the 
growth of cities. Their trading colonies, from the Crimea to 
Cadiz, eventually brought the entire Mediterranean within 
the orbit of civilization. It was in the Greek city-state, or 
polis, however, that the city idea reached its peak. Orig- 
inally a devout association of patriarchal clans, the polis 
came to be a small self-governing community of citizens 
in contrast to the Asian empires and nomadic hordes. For 
citizens, at least, the city and its laws constituted a moral 

order symbolized in magnificent buildings and public as- 
semblies. It was, in Aristotle’s phrase, “a common life for 

a noble end.” 
When the old exclusive citizenship was relaxed and as 

new commercial wealth surpassed that of the older landed 
citizenry, social strife at home and rivalry abroad gradu- 
ally weakened the common life of the cty-republics. The 
creativity and variety of the polis gave way before the 
unifying forces of king-worship and empire epitomized by 
Alexander the Great and his successors. To be sure, many 
new cities were planted between the Nile and the Indus 
through which the amenities and forms of city-culture 
were carried back to the east, but the city itself ceased to 

be an autonomous body politic and became a dependent 
member of a larger political-ideological whole. 
The Romans, who fell heirs to the Hellenistic world, 

transplanted the city into the technologically backward 
areas beyond the Alps inhabited by pastoral-agricultural 
Celtic and Germanic peoples. But, if Rome brought order 
to civilization and carried both to barbarians along the 
frontier, it made of the city a means to empire (a centre 
for military pacification and bureaucratic control) rather 
than an end in itself. The enjoyment of the imperial 
Roman peace entailed the acceptance of the status of 
municipium—a dignified but subordinate rank. Initiatives 
passed to the centre; and, in the east, the culture of pro- 
vincial cities became imitative, their politics trivial. They 
contributed little to the larger economic life beyond the 
needs of their social elites and the payment of taxes; they 

tapped the surpluses created by local agriculture and trade 
in rents and tribute. As Roman citizenship became more 
universal and formal, the idea of public duty gave way 
to private ambition. Municipal functions atrophied; and, 
except for their fiscal duties, it was in a passive role that 
the city survived into the Byzantine era. 

MEDIEVAL AND EARLY MODERN ERA 

Medieval cities: from fortress to emporium. In Latin 
Europe neither political nor religious reforms could sus- 
tain the Roman regime. The breakdown of public admin- 
istration and the breach of the frontier led to a revival of 
parochial outlook and allegiance, but their focus was not 
upon the city. Community life now centred on the fortress 
(burgum) or castle (castellum); the term city (Civitas) was 
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attached to the precincts of the episcopal throne, as in 
Merovingian Gaul. 

Early medieval society was a creation of camp and coun- 
tryside to meet the local imperatives of sustenance and 
defense. With Germanic variations on late Roman forms, 

communities were restructured into functional estates, 
each of which owned formal obligations, immunities, and 
jurisdictions. What remained of the city was compre- 
hended in this feudal-manorial order, and the distinction 
between town and country was largely obscured when 
secular and ecclesiastical lords ruled over the surrounding 
counties (comté, Grafschafi) as the vassals of mock em- 
perors or barbarian kings. Social ethos and organization 
enforced submission to the common good of earthly sur- 
vival and heavenly reward; the true city, civitas Dei, was 

not of this world. The attenuation of city life in most 
of northern and western Europe was accompanied by 
provincial separatism, economic isolation, and religious 
otherworldliness. Not before the cessation of attacks by 
Magyars, Norsemen, and Saracens did urban communities 
again experience sustained growth. 

Recovery after the 10th century was not confined to 
the city or to any one part of Europe. The initiatives of 

monastic orders, seigneurs, or lords of the manor, and 

merchants alike fostered a new era of increased tillage, 
enlarged manufacture, money economy, the growth of 
rural population, and the founding of “new towns,” as 
distinguished from those “Roman” cities that had survived 
from the period of Germanic and other encroachments. 
In almost all the medieval towns the role of the merchant 
was central: his needs and aspirations had a catalytic effect 
and, largely as a consequence of mercantile enterprise in 
the long-distance staple trade, cities were to flourish once 
more. Under commercial stimulus, feudal obligations were 
relaxed and European society was made over anew by the 
city and the marketplace in pursuit of self-government 
and economic gain. 

Before the year 1000 contacts with rich Byzantine and 
Islamic areas in the Levant had revitalized the mercantile 
power in Venice, which commanded the profitable route 
to the Holy Land during the Crusades. Meanwhile, mer- 
chant communities had attached themselves to the more 
accessible castle towns and diocesan centres in northern 
Italy and on the main travelled routes to the Rhineland 
and Champagne. They later appeared along the rivers of 
Flanders and northern France and on the west-east road 
from Cologne to Magdeburg. 

It was no coincidence that the 12th and 13th centuries, 
which saw the founding of more new towns than any time 
between the fall of Rome and the Industrial Revolution, 
also witnessed a singular upsurge toward civic autonomy. 
Throughout western Europe, towns acquired various kinds 
of municipal institutions loosely grouped together under 
the designation “commune.” Broadly speaking, the his- 
tory of the medieval towns is that of the merchant elites 
seeking to free their communities from lordly jurisdiction 
and to secure their government to themselves. Wherever 
monarchical power was strong, they had to be content with 
a municipal status, but elsewhere they created city-states. 
Taking advantage of renewed conflict between popes and 
emperors, they allied with local nobility to establish com- 
munal self-government in the largest cities of Lombardy, 
Tuscany, and Liguria. In Germany the city councils some- 
times usurped the rights of higher clergy and nobility; 
Freiburg im Breisgau obtained its exemplary charter of 
liberties in 1120. The movement spread to Liibeck and 
later to the net of Hanse towns on the Baltic and North 
seas, touching even the Christian “colonial” towns east 
of the Elbe-Saale rivers. In the 13th century the “Great 
Towns” of Bruges, Ghent, and Ypres, creditors of the 
counts of Flanders, virtually governed the entire province. 
In France, revolutionary uprisings, directed against nobil- 
ity and clergy, sometimes established free communes, but 

most communities were perforce content with a franchise 
from their sovereign more limited than those enjoyed by 
English boroughs under the Norman Conquest. Finally, 
the corporate freedom of the towns brought emancipation 
to individuals. When bishops in the older German cities 
treated newcomers as serfs, the emperor Henry V affirmed 

Cities 

the principle Stadtluft macht frei (“City air brings free- 
dom”) in charters for Speyer (or Spires) and Worms: “new 
towns” founded on the lands of lay and clerical lords of- 
fered freedom and land to settlers who took up residence 
for more than “a year and a day.” In France the villes 
neuves, or “new towns” (e.g., Lorris), and bastides (e.g., 
Montauban) likewise conferred rights on servile persons. 
In the 14th century, the urban movement subsided as 

Europe entered on a period of political anarchy and eco- 
nomic decline that did not much abate before the 16th 
century. At a time when local specialization and interre- 
gional exchange required more liberal trade policies, craft 
protectionism and corporate particularism in the cities 
tended to hobble the course of economic growth. The 
artisan and labouring classes, moreover, now challenged 
the oligarchical rule of the wealthy burghers and gentry, 
disrupted local government, and ultimately destroyed the 
basis of civic autonomy: prolonged social warfare led to 
“popular” despotisms and fiscal bankruptcy. Visitations 
of plague, fanatical crusades against heresy, and Turkish 
encroachments on the routes to Asia worsened conditions 
in town and country alike. Europe turned inward upon 
itself; and, except for a few large centres, activity in the 
marketplace was depressed: the cities surrendered their 

liberties and their population. These centuries of decline 
were relieved only by the slow process of individual eman- 
cipation and the cultural efflorescence of the Renaissance, 
which laid the intellectual basis for the great age of geo- 
graphical and scientific discovery exemplified in the new 
technologies of gunpowder, mining, printing, and navi- 
gation. Not before the triumph of princely government, 
in fact, did political allegiance, economic interests, and 
spiritual authority again become centred in a viable unit 
of organization, the absolutist nation-state. 

The city and the nation-state. The virtue of absolutism 
in the early modern period lay in its ability to utilize the 
new technologies. Through the centralization of power, 
economy, and belief it brought order and progress to 
Europe and provided a framework in which individual 
energies could once more be channeled to a common end. 
While the nation stripped the cities of their remaining 
pretensions to political and economic independence (sym- 
bolized in their walls and tariff barriers), it created larger 
systems of interdependence in which territorial division 
of labour could operate. Though new mercantilist policies 
built up national wealth, they did not necessarily foster 
the growth of cities. All too often the wealth of nations 
was dissipated in war. Much of the income produced in 
town and country went to bolster the monarch’s power 
and advertise his fame; the splendour of court life and the 
baroque glory of palaces and churches were paid for by 
merchant enterprise and the toil of peasants and crafts- 
men. Only in colonial areas, notably the Americas, did 
the age of expansion see the planting of many new Cities, 
and it is significant that the capitals and ports of the colo- 
nizing nations experienced their most rapid growth during 
these years. Under absolutist regimes, a few large political 
and commercial centres grew at the expense of smaller 
outlying communities and the rural hinterlands. 
By the 18th century, the mercantile classes were increas- 

ingly disenchanted with monarchical rule. They resented 
their lack of political influence and assured prestige. They 
objected to outmoded regulations that hindered their ef- 
forts to link commercial operations with the systematic 
improvement of production. Eventually, they would unite 
with other dissident groups to curb the excesses of abso- 
lutism, erase the vestiges of feudalism, and secure a larger 
voice in the shaping of public policy. In northwestern 
Europe, where these liberal movements went furthest, the 

city populations and their bourgeois elites played a critical 
role out of all proportion to their numbers. Elsewhere, 
as in Germany, the bourgeois were more reconciled to 
existing regimes or, as in northern Italy, had assumed a 
passive if not wholly parasitical role. 
With the exceptions of Great Britain and the Nether- 

lands, however, the proportion of national populations 
resident in urban areas nowhere exceeded 10 percent. As 
late as 1800 only 3 percent of world population lived in 
towns of more than 5,000 inhabitants. No more than 45 
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cities had populations over 100,000, and of these fewer 
than half were situated in Europe. Asia had almost two- 
thirds of the world’s large-city population, and cities such 
as Peking, Canton, and Edo (now Tokyo) were larger than 

ancient Rome or medieval Constantinople at their peaks. 
Clearly, the mere presence of large cities or merchant elites 
anywhere in the world did not ensure the development 
of a dynamic social economy: the decisive factor was 
industrialism. 

INDUSTRIALIZATION AND THE MODERN WORLD 

Before 1800, innovations in agricultural and manufac- 
turing techniques had permitted a singular concentration 
of productive activity close to the sources of mechanical 
power—water and coal. A corresponding movement of 
population was accelerated by the perfection of the steam 
engine and the superiority of the factory over preindustrial 
business organization. From the standpoint of economy, 
therefore, the localization of differentiated but function- 
ally integrated work processes near sources of fuel was the 
mainspring of industrial urbanism. Under conditions of 
belt-and-pulley power transmission, urban concentration 
was a means of (1) minimizing the costs of overcoming 
frictions in transport and communications and (2) maxi- 
mizing internal economies of scale and external economies 
of agglomeration. Although the intellectual and social pre- 
requisites for industrialization were not uniquely present 
in any one nation, an unusual confluence of commercial, 
geographic, and technological factors in Britain led to far- 
reaching changes in such strategic activities as textiles, 
transport, and iron. Britain became “the workshop of the 
world” and London its “head office.” Differentiation went 
so far that the cotton, woollen, and iron districts became 
more specialized and productive, each proceeding within 
its own cycle of technical and organizational change. By 
the mid-19th century, similar if less comprehensive indus- 

trial organization was evident in parts of France, the Low 

Countries, and the northeastern United States. 

The concentration of the manufacturing labour force 
in “mill towns” and “coke towns” gradually undermined 
traditional social structures and relations. Age-old prob- 
lems of public order, health, housing, utilities, education, 
and morals were aggravated by the influx of newcomers 
from the countryside. High rural birth rates combined 
with the industrialization of agriculture to release not only 
the country’s foods and fibres but its children as well. 
Though the lowering of mortality in the 19th century 
was later offset by declines in fertility, the population 
of the more industrialized nations boomed into the 20th 
century, and the greater part of the increment migrated 
to the larger towns. The outcome was rural depopulation 
and the urbanization of society. Local institutions, often 
of medieval origin, were unable to cope with conditions 
that exaggerated poverty, disrupted family life, and com- 
plicated personal adjustment. Piecemeal reforms did little 
to improve the new milieu because, in the last analysis, 

the “city problem” arose not so much from the lack of 
public authority as from an unwillingness to pay the costs 
of social planning and improvement. Generations of ur- 
banites experienced a continuing disorganization of their 
lives and work before the rising productivity of machines 
and increasing popular pressures on government could 
arrest the worst effects of this profound transformation. 
Slowly and painfully, the city’s population adapted to its 
norms and enjoyed its satisfaction. New economic and 
cultural opportunities in the city evidently compensated 
for its congestion and strain. 
In the century after 1850, world population doubled, 

and the proportion living in cities of more than 5,000 
inhabitants rose from less than 7 percent to almost 30 
percent. Between 1900 and 1950 the population living in 
large cities (100,000 plus) rose by 250 percent, the rate of 
increase in Asia being three times that of Europe and the 
United States. Nevertheless, the pattern of industrial ur- 

banization (an overwhelmingly nonagricultural economy 
organized in a hierarchical system of different-sized cities 
ranging from one or more metropolitan centres at the top 
to a broad base of smaller-sized cities underneath) was 
still largely confined to the economically advanced areas: 

Europe, North America, Japan, and to a lesser extent Aus- 
tralasia. Meanwhile, industrial urbanism had entered its 
metropolitan phase. The widespread use of cheap electric 
power, the advent of rapid transit and communications, 
new building materials, the automobile, and rising levels 
of per capita personal income had led to some relax- 
ation of urban concentration. City dwellers began moving 
out from older downtown areas to suburbs and satellite 
communities where conditions were thought to be less 
wearing on nerves and bodies. Rising central-area land 
values, traffic congestion, increased taxation, and fester- 
ing slums reinforced the exodus. At the city’s core the 
composition of the resident population came to include 
growing proportions of the aged, minority groups, and 

the very poor. 

In the reshaping of the 20th-century city, advantages for 
residence and consumption probably played a more deci- 
sive role than advantages for production. Thus, while its 
advantages for manufacturers have diminished, the city 
remains the only feasible locus for the mass of specialized 
service activity that forms so large a part of the modern 
economy: the city offers maximum access to people. The 
spread of the city, however, has further weakened the 
vitality of local government: the difficulty of defining ap- 
propriate administrative boundaries has been added to the 
older problems of powers and finance. The task is to find 
viable forms of government for vast metropolitan districts, 
sometimes identified as conurbations, which sprawl across 
the countryside without unity or identity. (E.E.La./Ed.) 

Urban planning 

Urban planning and redevelopment is aimed at fulfilling 
social and economic objectives that go beyond the physical 
form and arrangement of buildings, streets, parks, utilities, 

and other parts of the urban environment. Urban planning 
takes effect largely through the operations of government 
and requires the application of specialized techniques of 
survey, analysis, forecasting, and design. It may thus be 
described as a social movement, as a governmental func- 
tion, or as a technical profession. Each aspect has its 

own concepts, history, and theories. Together they fuse 
into the effort of modern society to shape and improve 
the environment within which increasing proportions of 
humanity spend their lives: the city. 

THE DEVELOPMENT OF URBAN PLANNING 

Early history. There are examples from the earliest 
times of efforts to plan city development. Evidence of 
planning appears repeatedly in the ruins of cities in China, 
India, Egypt, Asia Minor, the Mediterranean world, and 
South and Central America. There are many signs: or- 
derly street systems that are rectangular and sometimes 
radial; divisions of a city into specialized functional quar- 
ters; development of commanding central sites for palaces, 
temples, and what would now be called civic buildings; 
and advanced systems of fortifications, water supply, and 
drainage. Most of the evidence is in smaller cities, built in 
comparatively short periods as colonies. Often the central 
cities of ancient states grew to substantial size before they 
achieved governments capable of imposing controls. In 
Rome, for example, the evidence points to no planning 
prior to late applications of remedial measures. 
For several centuries during the Middle Ages, there was 

little building of cities in Europe. There is conflicting 
opinion on the quality of the towns that grew up as centres 
of church or feudal authority, of marketing or trade. They 
were generally irregular in layout, with low standards of 
sanitation. Initially, they were probably uncongested, pro- 
viding ready access to the countryside and having house 
gardens and open spaces used for markets and fairs or 
grazing livestock. But, as the urban population grew, the 
constriction caused by walls and fortifications led to over- 
crowding and to the building of houses wherever they 
could be fitted in. It was customary to allocate certain 
quarters of the cities to different nationalities, classes, or 
trades, as in cities of East Asia in the present day. As these 
groups expanded, congestion was intensified. 
The physical form of medieval and Renaissance towns 
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and cities followed the pattern of the village, spreading 
along a street, a crossroad, in circular patterns or in 
irregular shapes—though rectangular patterns tended to 
characterize some of the newer towns. Most streets were 
little more than footpaths—more a medium for commu- 
nication than for transportation—and even in major cities 
paving was not introduced until 1184 in Paris, 1235 in 
Florence, and 1300 in Liibeck. As the population of the 
city grew, walls were often expanded, but few cities at 
the time exceeded a mile in length. Sometimes sites were 
changed, as in Lubeck, and many new cities emerged with 
increasing population—frequently about one day’s walk 
apart. Towns ranged in population from several hundred 
to perhaps 40,000 (London in the 14th century). Paris and 
Venice were exceptions, reaching 100,000. 

Housing varied from elaborate merchant houses to crude 
huts and stone enclosures. Dwellings were usually two to 
three stories high, aligned in rows, and often with rear 
gardens or inner courts formed by solid blocks. Win- 
dows were small apertures with shutters, at first, and 

later covered with oiled cloth, paper, and glass. Heating 
improved from the open hearth to the fireplace and chim- 
ney. Rooms varied from the single room for the poor to 
differentiated rooms for specialized use by the wealthy. 
Space generally was at a premium. Privacy was rare and 
sanitation primitive. 

During the Renaissance, however, there were conscious 
attempts to plan features, such as logistically practical 
circulation patterns and encircling fortifications, which 
forced overbuilding as population grew. As late as the 
1860s, the radial boulevards in Paris had military as well 
as aesthetic purposes. The grand plan, however, probably 
had as its prime objective the glorification of a ruler or a 
state. From the 16th to the end of the 18th century, many 

small cities and parts of large cities were laid out and built 
with monumental splendour. The result may have pleased 
and inspired the citizens, but it rarely contributed to the 
health or comfort of their homes or to the efficiency of 
manufacturing, distribution, or marketing. 
The planning concepts of the European Renaissance 

were transplanted to the New World. In particular, Pierre 
YEnfant’s plan for Washington, D.C. (1791), illustrated 
the strength and weakness of these concepts; it was a plan 

ably designed to achieve monumentality and grandeur in 
the siting of public buildings but was in no way con- 
cerned with the efficiency of residential, commercial, or 

industrial development. More prophetic of the layout of 
U.S. cities was the rigid, gridiron plan of Philadelphia, 
designed by William Penn (1682), with a layout of streets 
and lots (plots) adaptable to rapid changes in land use but 
wasteful of land and inefficient for traffic. The gridiron 
plan travelled westward with the pioneers, since it was the 

simplest method of dividing surveyed territory. Its special 
advantage was that a new city could be planned in the 
eastern offices of land companies and lots sold without 
buyer or seller ever seeing the site. 

The New England town also influenced later settlement 
patterns in the United States. The central commons, ini- 
tially a cattle pasture, provided a focus of community life 
and a site for meetinghouse, tavern, smithy, and shops. It 
became the central square in county seats from the Al- 
leghenies to the Pacific and remained the focus of urban 
activity. Also from the New England town came the tradi- 
tion of the freestanding, single-family house. Set well back 
from the street and shaded by trees, it had an ornamental 
front yard and a working backyard and became the norm 
of American residential development. This was in contrast 
to the European town house, with its party wall and tiny 
fenced backyard. 
19th century. In both Europe and the United States, 

the surge of industry during the 19th century was accom- 
panied by rapid population growth, unfettered individual 
enterprise, great speculative profits, and remarkable lapses 
of community responsibility. During this era, sprawling, 
giant metropolitan cities developed, offering wealth and 
adventure, variety and change. Their slums, congestion, 
disorder, and ugliness, however, provoked a reaction in 
which housing reform was the first demand. Industrial 
slums in European and American cities were unbeliev- 

Cities 

ably congested, overbuilt, unsanitary, and unpleasant. The 
early regulatory laws set standards that improved upon 
the slums of the time but seemed a century later to be 
impossibly low. Progress was very slow, for the rent-paying 
ability of slum dwellers did not make it profitable to invest 
in better housing for them. Housing improvement as an 
objective, however, recurred continually. Early significant 
improvements in public health resulted from engineering 
improvements in water supply and sewerage, which were 
essential to the later growth of urban populations. 
Toward the end of the 19th century, another effort to 

improve the urban environment emerged from the recog- 
nition of the need for recreation. Parks were developed to 
provide visual relief and places for healthful play or re- 
laxation. Later, playgrounds were carved out in congested 
areas, and facilities for games and sports were established 
not only for children but also for adults, whose workdays 
gradually shortened. 

Concern for the appearance of the city had long been 
manifest in Europe, in the imperial tradition of court and 
palace and in the central plazas and great buildings of 
church and state. In Paris, Georges-Eugéne, Baron Hauss- 
man, became the greatest of the planners on a grand scale, 
advocating straight arterial boulevards, advantageous vis- 
tas, and a symmetry of squares and radiating roads. The 
resurgence of this European tradition had a counterpart 
in the “city beautiful” movement in the United States fol- 
lowing Chicago’s World Columbian Exposition of 1893. 
This movement expressed itself widely in civic centres and 
boulevards, contrasting with and in protest against the 
surrounding disorder and ugliness. 
20th century. Early in the 20th century, during the 

sprawling growth of industrial cities, factories invaded res- 
idential areas, tenements crowded in among small houses, 

and skyscrapers overshadowed other buildings. To pre- 
serve property values and achieve economy and efficiency 
in the structure and arrangement of the city, the need was 
felt to sort out incompatible activities, to set some limits 
upon height and density, and to protect established areas 
from despoilment. Zoning (see below) was the result. 
As transportation evolved from foot and horse to street 

railway, underground railway or subway, elevated rail- 
road, and automobile, the new vehicles made possible 

tremendous urban territorial expansion. Workers were 
able to live far from their jobs, and complex systems of 

communications developed. The new vehicles also rapidly 
congested the streets in the older parts of cities. By threat- 
ening strangulation, they dramatized the need to establish 
orderly circulation systems of new kinds. 
Metropolitan growth so intensified these and other dif- 

ficulties that the people living in cities—who for the 
first time outnumbered the rural population in many 
countries—began to demand an attack upon all of these 
problems. In response, city planning by midcentury aimed 
not at any single problem but at the improvement of all 
aspects of the urban physical environment through unified 
planning of the whole metropolitan area. This introduced 
issues of national planning and in many countries brought 
city planning into the field of planning the nation’s eco- 
nomic and social resources as a whole. 
Goals of modern urban planning. The ultimate goals 

had always been social, even during the period when city 
plans themselves related only to physical change. They 
had been and continued to be deeply involved with inter- 
mediate economic objectives. The expression of the goals 
was, of course, coloured by the culture of the society seek- 
ing them. Of increasing weight was the goal of equality of 
opportunity and the redress of the grievances of disadvan- 
taged minorities. Within this value system the physically 
oriented urban planning of the first half of the 20th cen- 
tury had evolved a set of environmental objectives that 
continued to be valid: (1) the orderly arrangement of parts 
of the city—residential, business, industrial—so that each 
part could perform its functions with minimum cost and 
conflict; (2) an efficient system of circulation within the 
city and to the outside world, using to the maximum ad- 
vantage all modes of transportation; (3) the development 
of each part of the city to optimum standards, in terms 
of lot size, sunlight, and green space in residential areas, 
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and parking and building spacing in business areas; (4) the 
provision of safe, sanitary, and comfortable housing in a 
variety of dwelling types to meet the needs of all families; 
(5) the provision of recreation, schools, and other com- 

munity services of adequate size, location, and quality; (6) 

the provision of adequate and economical water supply, 
sewerage, utilities, and public services. 
Even these superficially clear objectives, however, were 

not fully operational. They involve such terms as “ade- 
quate” and “high standard,” which are relative rather than 
absolute, and change with new insights from experience 
or research (medical, psychological, social) and with new 

technological achievements. Inherent in the concept of city 
planning was the recognition that an ideal is not a fixed 
objective but will itself change, that the ideal city can be 
striven toward but never achieved. This turned the focus 
of planning away from the “master plan” and toward a 

stress upon the process and the directions of change. 

PLANNING AND GOVERNMENT 

As a normal and identifiable function of government, city 
planning for the physical environment has been recog- 
nized in Europe and the United States since the early 

years of the 20th century. The year 1909 was a milestone. 
It saw the passage of Britain’s first town planning act and, 
in the United States, the first national conference on city 
planning, the publication of Daniel Burnham’s plan for 

Chicago, and the appointment of Chicago’s Plan Commis- 
sion (the first official planning agency in the U.S. was in 
Hartford, Connecticut, in 1907). Germany, Sweden, and 

other European countries also developed planning admin- 
istration and law at this time. 
City planning as a government function involves the 

coordination of all governmental activities that bear upon 
community growth and change, especially those that in- 
fluence private development, so that they all work toward 
comprehensive objectives. The place of the city-planning 
function in the structure of urban government has de- 
veloped in different ways in different countries. On the 
continent of Europe, where municipal administration was 
strongly centralized, city planning became the sphere of 
an executive department with substantial authority. In 
Great Britain, the local planning authority was a local 
legislative body (the county or county borough in England 
and Wales, the county or burgh in Scotland), advised 
by a planning committee of local councillors and with a 
planning department to act in an executive and advisory 
capacity. In the United States, with its tradition of tripar- 
tite government, it was recognized that decisions of im- 
portance to community development were made both by 
the executive branch (mayor) and the legislative (council). 
Rather than impinge on the authority of either, planning 
was allotted to a separate commission, advisory to both, 
with no authority beyond the right to be consulted before 
any action affecting the plan was taken. 
Zoning and subdivision controls. Zoning, the regulation 

of the use of land and buildings, the density of popula- 
tion, and the height, bulk, and spacing of structures, was 
the principal means of putting into effect a comprehen- 
sive scheme for land use. It is generally dated from the 
adoption of New York City’s first comprehensive ordi- 
nance in 1916. Though zoning was used in Great Britain 
and other European countries, it was developed furthest 
in the United States. The first ordinances were simple 
regulations, intended to protect existing property values 
and preserve light and air. As planning itself broadened 
its objectives and evolved its techniques during the 1930s, 
zoning developed into a more precise and sensitive tool. 
Parallel to the evolution of zoning in the United States 

was the development of subdivision controls—subjecting 
the initial laying out of vacant land to public regulation. 
It was realized, after bitter experience with suburban land 
speculations in the 1920s, that the interest of the owner 
and developer of raw land is sometimes temporary and 
purely financial, while the urban community must live 
with the results for generations afterward. Subdivision reg- 
ulations in many United States cities specified that new 
streets conform to the overall city plan and that new lots 
be properly laid out for building sites. Some required the 

developer to give the land needed for streets, playgrounds, 
and school sites and to pay all or most of the cost of 
development of these facilities. 
Zoning and subdivision control offered adequate con- 

trols over the growth of new parts of cities, where they 
were used by enlightened legislative bodies. It was real- 
ized, however, that they were insufficient to correct past 
mistakes and especially to bring about the rebuilding of 
the obsolete parts of cities. 
Large-scale planning. All over the Western world, in 

the first half of the 20th century, new towns were built, 
constituting a very small part of the total or urban growth 

but serving as experiments and as examples of what could 
be done. This was largely the product of England’s garden- 
city movement, which proposed preplanned new cities, 
on land held by the community and limited to 30,000 

population, complete with business services and employ- 
ment centres and surrounded by permanent greenbelts of 
rural land. The initial experimental cities were undertaken 
in England by private initiative, motivated by a spirit of 
reform; Letchworth was started in the early 1900s and 
Welwyn Garden City in the 1920s. 
The concept had substantial influence in the United 

States. Kingsport, Tennessee, was a new city built by in- 
dustrial interests. Some of the design ideas were used in 
suburban real-estate developments, outstanding being that 
of Radburn, New Jersey, which pioneered the super-block 
scheme as the “town for the motor age.” U.S. examples, 
however, omitted the community-ownership feature, and 
almost all omitted employment centres, balanced income 
groups, and effective greenbelts. The federal government 
undertook a few large-scale housing developments for im- 
migrant industrial workers during World Wars I and II, 
as make-work projects during the depression of the 1930s, 
and as examples of sound urban design. During the 1960s 
a number of private-enterprise developments at the scale 
of new cities were undertaken, primarily integral to ex- 
panding metropolitan areas rather than as truly indepen- 
dent cities. Notable were Reston, Virginia, and Columbia, 

Maryland, both near Washington, D.C., and the Irvine 

Ranch area near Los Angeles. 

Also during the 1930s a number of European countries, 
especially France, The Netherlands, Germany, and the 
Soviet Union, undertook the building of new towns as 

governmental enterprises. Most of them (except in the So- 
viet Union) were residential suburbs rather than complete 
urban units. During the period following World War II, 
many European countries made strides in the regulation 
of new growth and in planned rebuilding of bomb-torn 
city centres. 
After World War II, Great Britain embarked on a bold 

program. It reorganized the planning districts of the coun- 
try; established sweeping new powers over private land 
use, almost nationalizing the right to develop undeveloped 
land; and undertook to build new towns to receive pop- 
ulation and industry from congested great cities, which 
were planned for building at lower densities. By 1960, 
15 new towns were under way, but the national program 
had suffered reverses. At first, economic exigencies inter- 

fered with the relocation of industry suggested by long- 
range environmental planning, and some of the controls 
over private land development, which appeared to impede 
investment and construction, had to be relaxed. Most of 
the new towns, nevertheless, had become centres of rapid 
industrial and population expansion and constituted im- 
portant new work in city plan effectuation. 
By the early 1970s urban redevelopment and renewal 

in the United States had achieved some major successes 
in revitalizing the economy of central-city areas. Such 
programs were bitterly criticized, however, for displacing 
low-income families and for disregarding the network of 
social relationships that had meant more to these fami- 
lies than the squalor and danger of their physical shelter. 
Among the new programs evolved after the establishment 
of a new cabinet-level Department of Housing and Urban 
Development was the Model Cities program. This was an 
experiment, in several dozen U.S. cities, in attacking the 
problems of major blighted areas with massive federal fi- 
nancial aid. It included programs of physical improvement 
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coordinated with social and economic upgrading through 
job training, school improvement, encouragement of eco- 
nomic enterprise, and a complete panoply of self-help and 
outside-help measures aimed at reducing poverty and all 
of its adverse concomitants. 

Planning jurisdictions. Where a single municipal gov- 
ernment included all of an urban area, tools for physical 
planning and effectuation seemed, in the second half of the 
20th century, to be approaching adequacy. This condition, 
however, was exceptional. In Europe and the Americas, 
the metropolitan area was the typical urban form, com- 
posed of many independent municipalities, with overlap- 
ping jurisdictions of counties, school districts, and special 
authorities. During this period, European countries were 
groping toward solutions of the metropolitan planning 
and development problem, with some progress in Great 
Britain, Scandinavia, the Federal Republic of Germany, 
and The Netherlands. In the 1950s a limited metropolitan 
government was established for Toronto, Ontario, with 
planning as an integral function. As late as the early 1970s 
metropolitan planning efforts in the United States were 
still largely ineffective. Planning agencies had little voice 
in the decisions of not only the separate cities and sub- 
urbs but also larger public agencies, such as state highway 
departments, sewer and water supply authorities, and port 

and airport authorities. The U.S. planning movement had 
not yet evolved the governmental machinery for reconcil- 
ing in a democratic way the conflicting interests of all of 
the constituents of a metropolitan area. 
In Asia, the emerging industrial economies of the post- 

World War II period produced cities following many 
of the patterns of the West. These rapidly developing 
countries, however, are still preoccupied with political 
and economic problems and have made little progress in 
establishing an environmental planning function in city 
or metropolitan government effective enough to prevent 
the mistakes made earlier in Western cities. There are a 
few outstanding examples of planned new cities in such 
widely scattered places as India, Israel, and South America. 
There are also signs of increasing concern in Puerto Rico, 
India, Indonesia, and elsewhere for regional development 
programs. (Ed.) 

Modern city government 

A city cannot operate without a government of some 
kind. There are, indeed, no known examples of a city 
without government, however far back one goes in his- 
tory. In some European countries cities were for centuries 
virtually independent political entities. Although the city- 
states of ancient Greece are the most famous illustration 
of this phenomenon, local government in such countries 
as England, France, Italy, Spain, and Germany is much 
older than national government. In the modern world, 
however, cities are contained within the boundaries of 
national states, and city government forms part of a much 
larger and more complex constitutional regime. 
City government invariably reflects the general charac- 

teristics of this national regime. When political democracy 
exists at the national level, as in most of the Western 

world and Japan today, cities enjoy a substantial degree of 
local autonomy and have democratic systems of govern- 
ment. When the regime is authoritarian, central control is 
likely to diminish or extinguish local self-government and 
to suppress democratic forms. Similarly, a country that 
prefers to concentrate power and responsibility in a single 
individual—or, conversely, in a committee—is likely to 
display this preference in its cities no less than in its cen- 
tral government. 

BASIC CHARACTERISTICS OF CITY GOVERNMENT 

Jurisdictions of cities. Hitherto, the jurisdiction of city 
governments has been limited to the built-up urban area 
although there are exceptions to this, as, for example, in 
Brazil and South Africa. A clear distinction between the 
city and the surrounding countryside no longer exists. The 
built-up central area extends without any sharp dividing 
line to the suburbs, then to the farther fringe composed of 
housing estates and villages for commuters, interspersed 
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with small produce farms, recreational areas, industrial 

estates, and so forth, all of which may form a single area 
of interrelated activities. An army of commuters daily in- 
vades the main city, and at the close of the day they retreat 
to their homes in the suburbs or beyond. They and their 
families use the city for such purposes as recreation, trade, 
shopping, professional services, and higher or technical 
education. The city depends for its economic health on 
their services and their purchasing power. But commuters 
also have to be provided with costly daytime services such 
as police and fire protection, water supply, sewage, pub- 
lic health, highways, and public transport, although those 
who live outside the city limits usually contribute little or 
nothing to the municipal revenue. 
Urban technology and the patterns of behaviour of con- 

temporary life have made it difficult or impossible for 
municipalities to cope with the mounting problems of 
the city region, and particularly those of the metropoli- 
tan areas, unless drastic changes of structure and scope 
are carried out. 
City services. Certain functions must be performed in 

every city. Law and order must be maintained; there must 
be some regulation of building to ensure a minimum of 
safety and to ensure that houses or workshops are not 
constructed on public land or in improper places; there 

must be regular methods of preventing, controlling, and 
extinguishing fires; and there must be regulations and ex- 
ecutive action to protect the health of the citizens. The 

services now provided by city governments are different 
in nature and wider in scope than in the past. General- 
ization is impossible, but the most widespread functions 
today are the environmental and personal health services, 

including clinics and hospitals; primary, secondary, and 
further education; water supply, sewage, refuse collection 
and disposal; construction, maintenance, and lighting of 
streets; public housing; welfare services for the old, des- 
titute, physically and mentally handicapped, orphans and 
abandoned children, unemployed and disabled workers, 
and other categories needing help; cemeteries and crema- 
toriums; markets and abattoirs. The traditional services 
have been transformed beyond recognition. 
Many cities have had museums and art galleries for a 

century or more. Today such institutions are often part of 
extensive programs for recreation and culture sponsored 
by the municipality. Public parks and playgrounds are 
not a new feature of city life, but they too have become 
part of the comprehensive programs of outdoor recreation 
organized by the municipality. 
A group of public-utility services comprising the supply 

of gas, electricity, water, and public transport are fre- 
quently provided by the city government itself, by a public 
corporation closely connected with it, or by a commercial 
company operating under a concession granted by the 
municipality. In some countries, municipal enterprise in 
the public utility field has been supplanted by larger re- 
gional or national schemes. 

A city council inevitably takes an interest in the eco- 
nomic well-being of the city that it governs. Every city 
government wishes to assist industry and promote trade, 
but there are great differences in the role assigned to local 
authorities in this respect in different countries. In the 
former Communist regimes of eastern Europe, nearly the 
whole of local trade and much local industry was directly 
or indirectly under. the control of the city government. On 
the other hand, in the United States a city government 
can control local industry only by means of zoning regula- 
tions, restrictions imposed under public health legislation, 
and so forth. In any case, municipal governments can do 
much to assist industry and commerce by good planning 
and physical development, by providing for trade fairs and 
exhibition centres, and by designing and developing roads, 
public housing, schools, and other municipal services to 
meet the needs of employers and employees. 

The attraction of tourists also has become an almost uni- 
versal goal of every city that has the slightest pretension 
to be of interest to visitors, and here too the municipality 
can do much to attract tourists by providing not only 
publicity and information but also convenient and agree- 
able facilities. 
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TYPES OF CITY GOVERNMENT 

There are today three principal types of municipal sys- 
tems of government: (1) the decentralized system found in 

federal constitutions; (2) the decentralized system found 
in unitary constitutions; and (3) the supervisory system 
found under the “Napoleonic,” or French-type, adminis- 
tration. A fourth type, the integrated system, was found in 
eastern Europe until the collapse of Communism. 
Decentralized city government in federal systems. In 

federal constitutions, local government tends to fall within 
the jurisdiction of the state or provincial government 
rather than of the national government. This is the posi- 
tion in the United States, and it accounts for the great di- 
versity of municipal organization existing in that country. 
United States. The mayor-and-council form is the tra- 

ditional type of city government in the United States. It 
prevails in a majority of American cities whether large or 
small. The relations between the mayor and the council 
are by no means uniform, but in general the borough or 
city council, which was the dominant partner in colonial 
days, has lost power as the role of the mayor has expanded. 
Bicameral councils have disappeared. 
In the weak-mayor form, the council retains a good deal 

of administrative power that it exercises through com- 
mittees. The mayor has few administrative powers but 
possesses a number of legislative and judicial functions. 
Many of the municipal officers in such cities are directly 
elected. In the past the result was often a lack of or- 
ganized leadership because power and responsibility were 
too widely diffused. The only person able to coordinate 
the fragmented authority of these several parts of the city 
government was the party boss. It has been truly remarked 
that the price paid for his services was high (in graft) even 
though his product was of low quality. 
It is against this background that the rise of the strong- 

mayor system is to be seen—a system that now exists in 
most of the larger American cities and many of the smaller 
ones. In this type, the mayor presides over the council 
and usually has the right to veto its ordinary legislative 
acts. The veto may be absolute, or it may be a suspensory 
veto that can be overcome if the measure in question is 
again passed by the council by a specified majority. The 
mayor usually prepares the budget for submission to the 
council; convenes special sessions of the council to con- 
sider particular questions; appoints and dismisses heads of 
departments and can give them instructions or directions; 
appoints the chairmen and members of boards or com- 
missions; and decides or participates in the appointment 
of other city employees, such as policemen, firemen, and 
clerks, though patronage of this kind may be restricted by 
a civil service commission. 
In the commission form the council is replaced by a small 

body of elected commissioners who decide general policies 
of municipal administration in addition to performing the 
usual functions of a council. Each of the commissioners 
also serves as head of one or more departments. The com- 
mission may also appoint various boards and committees 
to work with it in such spheres as health, libraries, and 
recreation. A member of the commission is chosen to be 
mayor either by the citizens or by his fellow commission- 
ers. He is not the chief executive but only primus inter 
pares (“first among equals”). He seldom has a veto power 
and is distinguished from the other commissioners only 
on ceremonial occasions. 
The commission pattern of city government has never 

made great inroads on the mayor-and-council form. It 
exists in fewer than 10 percent of American municipalities 
at the present time and is now on the decline. Its lack of 
success is due to the divided authority among the elected 
commissioners and its inability to concentrate responsibil- 
ity in a single officer. 

A more serious challenge to the traditional form of 
city government came from the city-manager system. The 
most recently developed and the most rapidly spreading, it 
is derived from the method of organizing business corpo- 
rations that was in favour in the first quarter of the 20th 
century; a general manager was entrusted with operating 
activities by a board of directors to whom he was respon- 
sible. When the concept was applied to city government, 

there emerged a small council numbering from three to 
nine members, all elected at large. The council passes 

ordinances, adopts the budget, decides rates of taxation, 
and engages the manager. The mayor (if there is one) has 
a role that is chiefly ceremonial. The city manager is the 
real chief executive; his position is generally set out in the 
city charter, which states that the council shall not inter- 
fere with his administrative functions. He has a duty to 

provide the council with whatever information they need 
to determine matters of policy. 
In addition to the municipal government, there are in 

most American cities a considerable number of ad hoc 
boards and commissions possessing varying degrees of in- 
dependence. The school board is invariably separate from 
the rest of the city administration, and there are usually 
many other independent boards. Some of them can ap- 
point and dismiss their own staff. The mayor may have the 
power to appoint the chairmen and members, but there- 

after his power to direct or influence them may become 
slight or even negligible. A widespread characteristic of all 
forms of American city government is the fragmentation 
of authority caused by such devices. 
State governments in the United States exercise many 

different kinds of supervision and control over the cities 
within their jurisdiction. The structure of local govern- 
ment is determined by state law, and every municipality 
Owes its corporate status and machinery of self-govern- 
ment to the state. 
Germany. The primary unit of local government in the 

Federal Republic of Germany is the commune or munici- 
pality (Gemeinde). It may be either rural (Landgemeinde) 
or urban (Stadt). Above the municipality is the Kreis, 
which corresponds to a district or county containing vil- 
lages, hamlets, and small towns; it is an upper tier of local 
self-government that exercises supervisory powers and also 
provides services. There are nearly 400 Kreise. Some 120 
towns with more than 50,000 inhabitants, however, are 
independent of this Kreis (kreisfreie Stddte, or Kreis-free 
towns). Above the Kreis is the province or administra- 
tive district (Regierungsbezirk) of the state (Land), though 
the Regierungsbezirk does not exist in the smaller states 
such as the Saarland, Schleswig-Holstein, Mecklenburg- 
Vorpommern, Brandenburg, and Thyringia. The three 
great cities of Bremen, Hamburg, and Berlin rank as states 
as well as municipalities; they are subdivided into circuits 
(Bezirke) with their own elected assemblies. 
The legal status of communes is based on municipal 

constitution laws of their respective states (Lander) and on 
the state constitutions. The federal constitution guarantees 
the communes the right to regulate on their own all the 
affairs of the local community within the legal limits and 
requires that the representative organs of the municipali- 
ties shall be elected by universal, direct, free, equal, and 
secret ballot. A constitutional amendment of 1993 allows 
residents from EC countries to vote or to be elected. The 
elected council is the supreme organ in the municipality, 
and chief executives must be chosen by either the citizens 
or the council. 

The structure of local government varies among the 
different states, related to historical traditions and post- 
World War II allied influence. In Bavaria and Baden- 
Wiurttemberg, the burgomaster (Biirgermeister) and deputy 
burgomasters, who form the executive organ, are di- 
rectly elected by the citizens. In North Rhine-Westphalia 
and Lower Saxony, the burgomaster retains only politi- 
cal functions, his former administrative functions having 
been transferred to a city director (Stadtdirektor) or chief 
executive officer. The Buirgermeisterverfassung prevails in 
Rhineland-Palatinate, in the Saarland, and in a number of 
villages in Schleswig-Holstein. It entails a functional dis- 
tinction between the respective powers of the council and 
the mayor. The Magistratsverfassung obtains in Hesse, 
in the larger towns of Rhineland-Palatinate, in Schleswig- 
Holstein, and in Bremerhaven. The council elects the 
burgomaster to serve as its chairman and as the head of 
the administration. Whatever the form of the executive 
organ, it must prepare and carry out the resolutions, poli- 
cies, and administrative decisions of the council. Only in 
urgent matters or emergencies can the executive decide in 
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place of the council, although the burgomaster can veto 
the council’s decisions when it is in violation of the law. 
Decentralized city government in unitary systems. Great 

Britain. The Local Government Act of 1972 created a 
two-tier system of counties and districts. Both counties 
and districts have independent, locally elected councils 
that perform separate functions: county authorities are 
generally responsible for large-scale services, while district 
authorities are generally responsible for more local ones. 
In certain heavily populated areas, counties and districts 
are designated metropolitan counties and districts, and 
provision of certain large-scale services falls upon these 
more powerful metropolitan district authorities. 
In Britain, as elsewhere, central control has grown during 

the 20th century. Each department of the national gov- 
ernment uses its own methods, but typical among them 
are the approval (or rejection) of schemes submitted by 
local authorities for town planning, education, and high- 
ways; approval of the appointment or qualifications of 
chief officers; and approval of slum clearance schemes 
and purchases of land. They also hear appeals by citizens 
dissatisfied with certain decisions of local authorities, and 
they inspect the police forces and the schools administered 
by local authorities. The overriding feature of central-lo- 
cal relations is the fact that local authorities have become 
increasingly dependent on central grants for their revenue. 
Their only source of tax revenue consists of a council tax 
paid by each household. The result is that central grants 
are larger than income from local taxes. Unless local 
authorities are given additional sources of fiscal revenue, 
they are unlikely to achieve a position of greater indepen- 
dence—despite strong movements for the reform of local 
controls and for a reduction in central control. 
Japan. After World War II, a radical reform of local 

government took place directed toward the creation of po- 
litical democracy in Japan. The new constitution provided 
that local authorities should be organized and operated 
in accordance with the principle of local autonomy, that 
both the chief executives and the local assemblies should 
be directly elected by popular vote, and that local au- 
thorities should have the right to manage their property 
and affairs and to make their own regulations within the 
law. A Local Autonomy Law passed in 1947 prescribed in 
detail the organization and functions. of local government. 
Legislation followed on finance and the public service. 
The municipalities consist of cities (shi), towns (machi), 

and villages (mura). All have the same structure and legal 
status but differ in powers. A city must have a population 
of not less than 50,000 (formerly 30,000), of which at 
least 60 percent must engage in commerce and industry; 
and it must possess civic halls, a sewage system, libraries, 
and other public amenities. In 1953 a compulsory amal- 
gamation of local government units reduced the number 
of towns and villages from 9,610 to 2,915, while the num- 
ber of cities was increased to 556. These figures have not 
changed significantly since. 
The separation of powers is applied in municipalities of 

all types. The mayor is directly elected by the voters and 
so too is the assembly, of which he is not a member; the 
only exceptions are the special wards in which the mayors 
are appointed by the ward council with the concurrence 
of the metropolitan governor. The assembly passes the 
budget, enacts bylaws, approves the accounts, decides the 
local taxes, disposes of property, and can demand reports 
or carry out investigations. The mayor controls the entire 
administration, except certain functions that have been 

entrusted to separate administrative boards. These include 
education boards, election administrative commissions 
to manage both national and local elections, audit and 
inspection commissions, civil service commissions, and 
police boards. 

The mayor has the right to convene the council and to 
place bylaws before it. He is the ceremonial head of the 
city as well as its chief executive. He is also entrusted with 
certain duties on behalf of the central government, such 
as the maintenance of national roads and the census. 
The control over the cities exercised by the central gov- 

ernment is considerable. The Ministry of Autonomy is the 
department mainly concerned with local government, but 
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the ministries of Finance, Education, Construction, and 
Transport exercise varying degrees of control over local 
authorities. One of the unresolved problems in Japan is 
the reluctance of central departments to coordinate their 
activities, and this often leads to serious inconsistencies 
and conflicts of policy. 
The Napoleonic supervisory system. France. Until the 

administrative reforms of 1982, the system of local gov- 
ernment in France was derived mainly from the French 
Revolution and the Napoleonic era, when the basic or- 
ganization was a highly centralized administrative state 
in which the communes were local units of the central 
government. Historically this French pattern has had far- 
reaching influence in Europe, Africa, and Asia. 
The French system had two tiers of authorities. In each 

of the communes (which comprise municipal units of all 
sizes, from tiny villages to large cities), there was an elected 
council and a mayor (aire), appointed by the councillors 
from among their own members. In each of the regional 
départements into which France is divided, there was a 
prefect (préfet) who was appointed by and responsible to 
the central government and who was assisted by an elected 
departmental council. The separation of powers was ap- 
plied at both levels, and the mayor and the prefect were 
executive officers, whereas the councils were deliberative 
and legislative bodies. 
The mayor was the responsible head of the municipal- 

ity. He represented the local community. He presided at 
council meetings and carried out its decisions. He pre- 
pared the budget and submitted it to the council for its 
consideration. He initiated proposals for new measures or 
policies and approved all expenditures. In the large towns, 
the mayor had the help of several assistant mayors; he 
could delegate particular tasks to one or more of them, 
and he also could delegate functions to a councillor. In 
the larger municipalities, the mayor appointed a secre- 
tary-general who was answerable to him for the day-to- 
day administration, thus leaving the mayor free to devote 
himself to political leadership and policy making. Mayors 
were not infrequently among the leading national figures 
in French politics. 
A city government was legally authorized to deal with 

all matters of local interest, but the extent to which it 

did so depended on the attitude of the council and its 
mayor, the resources at its disposal, and the degree of 
control exercised by higher authority. The prefect was the 
supervisory agent who possessed the authority of all the 
national ministries, including even those that had their 
Own specialists working in the field. When the mayor was 
carrying out his duties as an agent of the state, the prefect 
was his hierarchical superior and could amend or set aside 
his decisions. 
Administration at the departmental level was altered 

dramatically under a law passed on March 2, 1982. De- 
centralization policies were implemented that transferred 
administrative and financial powers from the appointed 
departmental prefects to the presidents of the locally 
elected departmental councils. While the departmental 
councils are still deliberative and legislative bodies, the 
presidents of the councils are now the chief executives 
of the départements, responsible for, among other things, 
budgetary matters and provision of services. The prefects 
were renamed Commissioners of the Republic and now 
act as representatives of the central government, oversee- 
ing the local administrative bodies and maintaining public 
law and order. Mayors, who are representatives of the 
communes and also agents of the central government, 
and elected councils are still the governing bodies of the 
communes. 
More than 80 percent of the communes have popula- 

tions of less than 1,000. Because units of this size cannot 
hope to provide the services demanded by advanced na- 
tions today, they are permitted under French law to form 
joint associations for common tasks, or to merge and con- 
stitute a new municipality, or to establish a syndicat, or 
corporate body, with its own budget to carry out partic- 
ular functions. Although these devices have been used in 
cities of medium size, they have not solved the problems 
of the metropolitan areas. Under a law enacted in 1966, 
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metropolitan authorities must be established in the great 
urban concentrations of Lyon, Lille-Roubaix Tourcoing, 
Bordeaux, and Strasbourg; similar action is permitted in 
any other concentrated area of 50,000 or more inhabi- 

tants. Under this law, each constituent municipality con- 
tinues to be responsible for administering and developing 
a wide range of services concerning its own area; but the 
metropolitan authority undertakes a number of functions 
of interest to the metropolis as a whole. These relate to 

such matters as town planning and the public services 
involving roads, water, sanitation, housing, industrial es- 
tates, transport, secondary schools, and the like. Also in- 
cluded are public investments for assisting the arts, sports, 
hospitals, and other social and educational facilities. The 
governing body of the metropolitan authority is a council 
of between 50 and 90 members, who are representatives 
of the local authorities. 
Latin America. The tendency in Latin-American 

countries is to adopt the basic principles of the supervi- 
sory system. This involves appointing central government 
officers of the prefectoral type who exercise control over 

local authorities. 
Despite this general trend, there are large differences 

in the degree of local autonomy existing in the various 
countries of Latin America. In Argentina, for example, 
under a succession of military governments, the former 
elected city councils were supplanted by advisory commit- 
tees appointed from above. Democratic rule was returned 

to the country in 1983, however, when general elections 
were held, and a civilian government assumed power. 

In Ecuador the municipalities have elected councils and 
indirectly elected mayors who undertake local government 
functions. They are supervised by the centrally appointed 
“political chief” of the municipality (jefe politico); his 
immediate superior is the provincial governor, who is ap- 
pointed by the president of the republic. The jefe politico 
supervises the city council and reports any illegal or ir- 
regular acts to the provincial governor; he also performs 
a number of state functions in the municipality. The 
provincial governor is charged with maintaining public 
order and upholding the law and constitution and is also 
responsible for developing the education, health, welfare, 

and cultural services and the public works projects. 
Chile generally had elected municipal councils that ap- 

pointed their own mayors, but in the large cities of 
Santiago, Valparaiso, Vifia del Mar, and Concepcion the 
mayors were appointed and removable by the president. 
At each level of administration—provincial, departmen- 
tal, municipal, and district—there was a representative of 
the president assisted by a small elected council. This fol- 
lowed the essential principle of the French system. During 
the military government that was in power from 1973 to 
1989, officials appointed by the president were in charge 
of administration at the various levels. 
Even more subordinate to the central government are the 

cities in countries where the mayor is appointed by either 
the president or the prefect on his behalf. This occurs in 
such countries as Bolivia and Colombia. The municipali- 
ties have elected councils, but their functions are mainly 
advisory. A high degree of local autonomy exists in Mex- 
ico, where both mayors and councils are elected. 
The integrated system. The now-defunct Soviet Union, 

which provided the model for the integrated system of 
city government, was from its beginning based on local 
“soviets” (elected councils). These were set up by the 
Communist Party in every province, district, city, town, 
or village throughout the land. The soviets were responsi- 
ble not only for managing the affairs of their own areas 
but also for electing the soviet of the next higher level of 
government. Thus, the entire hierarchy of councils except 
those at the lowest level was based on indirect election. 
For this reason, the Soviet Union was originally described 
as a state of soviets. When direct election was introduced 
at all levels in 1936 this ceased to be a correct description, 
but the local soviets remained organs of local government. 
The regime, however, retained a feature of great impor- 

tance known as “democratic centralism.” This means that 
each local authority was responsible to and had to carry 
out the directions of the corresponding organ at the next 

higher level of government. Although some policies could 
originate locally, they had to be submitted to the next 
higher soviet for approval or, if of sufficient importance, 
to even higher soviets. This hierarchical and integrated 
structure explains why every soviet was considered a local 

organ of the state. 
A city soviet elected an executive committee (ispol/kom), 

which in turn appointed a presidium, the principal ex- 
ecutive organ. The presidium formulated operational and 
financial policies and directed the conduct of the city’s 
services, whereas the full executive committee confined 
itself mainly to confirming the actions of the presidium. 
The executive committee was also responsible for prepar- 
ing the agenda for the soviet, seeing that its decisions 
were carried out, ensuring that directions from above were 
obeyed, and giving advice or help to deputies and their 
committees. The president was the most important public 
figure in the municipality; he supervised personnel policy, 
convened meetings of the executive committee, saw that 
complaints and petitions from citizens came to the exec- 
utive committee, allocated functions to the administrative 
departments, and generally supervised the work of the city 
government. He was likely to be held personally responsi- 
ble if things went wrong or if plans were not fulfilled. 
The city soviet wielded comparatively little power. Its 

short sessions, large membership, and crowded agenda 
precluded detailed discussion of problems. The deputies 
nevertheless formed a vital link between the citizens and 
the city government; and, moreover, the city soviets did 
have standing commissions composed of deputies and in- 
terested citizens called activists who were prepared to take 
an interest in a particular service such as housing or pub- 
lic health. In a large city, there might be as many as 15 
of these commissions inspecting and reporting grievances 
or defects to the soviet, including alleged improper or 
criminal actions on the part of officials. About 2,500,000 
activists were engaged in this work of the commissions. 
This attempt to achieve mass participation in the conduct 
of local government was a special feature of the soviet 
system. It existed side by side with a high degree of cen- 
tral control. 
A city government in the Soviet Union had in theory an 

almost unlimited jurisdiction. It administered the services 
for which municipal authorities were responsible in most 
developed countries, but in addition it was engaged in 
retail distribution, local industry of many kinds, public 
utilities, and many other kinds of municipal enterprises. It 
controlled the entire construction industry and employed 
all of the architects. A city soviet even controlled many as- 
pects of industrial enterprises that were not directly subor- 
dinate to it. This extensive range of functions was liable to 
restriction, expansion, or direction by the soviet organs at 
the next higher level of government or by the Communist 
Party apparatus. With increasing knowledge, professional 
skill, and experience, however, the governments of the 
larger cities had been accorded a correspondingly greater 
degree of discretion in dealing with municipal affairs. 
Cities with a population exceeding 100,000 might have a 

lower tier of wards or rayon soviets. They were, in most 
respects, replicas of the main city government except that 
their executive committees did not appoint presidia; they 
also had fewer administrative departments. A rayon soviet 
shared many functions with the main city government. It 
could run the local shops, schools, clinics, and even hospi- 
tals. It had its own planning organ and its own budget, but 
its plans had to be approved by the city government, and 
the expenditure and revenues of the rayon were embodied 
in the budget of the main city. 
The problem of reorganizing local government in 

metropolitan areas to adjust it to changes in the distri- 
bution of population, the location of employment, and 
patterns of commuting had been solved more easily in the 
Soviet Union than in Western countries. One reason was 
that the large city government exercised a much greater 
degree of control over the surrounding area. Another ad- 
vantage was the ease with which changes in the arrange- 
ment or boundaries of areas and authorities were carried 
out; such matters, under the direction of republican min- 
istries, were effected with little difficulty or opposition. 
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Distribution of the various systems. The types of city 
government described in this article form the basis of 
nearly every system of local self-government in the civ- 
ilized world. The British system was transplanted to the 
United States, Canada, Australia, New Zealand, Ireland, 
and South Africa, although in each of those countries 
significant divergences appeared. The most important was 
the emergence in the United States of a strong, directly 
elected mayor as the chief executive responsible for the 
administration of the city, subject to certain overriding 
controls by the city council. The British system also was 
established in the former British colonies in Africa and 
Asia under the tutelage of British-appointed officers re- 
sembling prefects. (In the largest Indian cities, such as 
Calcutta and Bombay, however, the state government 
appoints a municipal commissioner who controls the ad- 
ministration.) The system of directly elected mayor and 
council has been transplanted from the United States to 
parts of Germany, Japan, the Philippines, and one or two 
Latin-American states. The French system was established 
in all of the former French colonies, but it has also been 
widely imitated in Latin America and elsewhere. 
The principal problems confronting city governments 

are broadly similar irrespective of the constitutional type. 
They concern the planning and development of large cities, 
particularly those classed as metropolitan areas: the con- 
tinual erosion of local autonomy by the increase of central 
governmental control; the municipal dependence on grants 
and subsidies from the central government; and the im- 
mense difficulty of providing adequate traffic and trans- 
port facilities, housing, education, and welfare services at 
an acceptable standard. Finally, the deterioration of the 
environment has become a matter of serious concern that 
is likely to persist for many years. (W.A.R./Ed.) 
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“an inclination or slope”—e.g., of the Sun’s rays; 
a latitude zone of the Earth; a clime), and from 

its earliest usage in English, climate has been understood 
to mean the atmospheric conditions that prevail in a 
given region or zone. In the older form, “clime,” it was 
sometimes taken to include all aspects of the environ- 
ment, including the natural vegetation. The best modern 
definitions of climate regard it as constituting the total 
experience of weather and atmospheric behaviour over a 
number of years in a given region. Climate is not just the 
“average weather” (an obsolete, and always inadequate, 
definition). It should include not only the average values 
of the climatic elements, such as temperature, humidity, 
rainfall, and wind, that prevail at different times but 
also their extreme ranges, variability, and the frequency 
of various occurrences. Just as one year differs from an- 
other, decades and centuries are found to differ from one 
another by a smaller but sometimes significant amount: 
climate is, therefore, time-dependent, and climatic values 
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years they refer to. 
This article treats the factors that produce weather and 

climate and the complex processes that cause variations 
in both. Other major points of coverage include global 
climatic types and microclimates. The article also consid- 
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effects of human activities on the climate. Due attention 
is given to the scientific measurement of atmospheric 
conditions and weather forecasting. For details concerning 
the disciplines of meteorology and climatology, see EARTH 
SCIENCES, THE. See also the article ATMOSPHERE for fur- 

ther information about the properties and behaviour of 
the atmospheric system. Relevant data on the influence 
of the oceans and of atmospheric moisture on climate can 
be found in HYDROSPHERE, THE. (Ed.) 
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SOLAR RADIATION AND TEMPERATURE 

Air temperatures have their origin in the absorption of 
radiant energy from the Sun. They are subject to many 
influences, including those of the atmosphere, ocean, and 

land, and are modified by them. As variation of solar radi- 
ation is the single most important factor affecting climate, 
it is considered here first. 

Solar radiation 

DISTRIBUTION OF RADIANT ENERGY FROM THE SUN 

Nuclear fusion deep within the Sun releases a tremendous 
amount of energy that is slowly transferred to the solar 
surface, from which it is radiated into space. The planets 
intercept minute fractions of this energy, the amount de- 
pending on their size and distance from the Sun. A one- 
square-metre (11-square-foot) area perpendicular to the 
Sun at the top of the Earth’s atmosphere, for example, 
receives about 1,365 watts of solar power. (This amount is 
comparable to the power consumption of a typical electric 
heater.) Because of the slight ellipticity of the Earth’s orbit 
around the Sun, the amount of solar energy intercepted by 
the Earth steadily rises and falls by +3.4 percent through- 
out the year, peaking on January 3 when the Earth is 
closest to the Sun. Although about 31 percent of this 
energy is not used as it is scattered back to space, the 
remaining amount is sufficient to power the movement 
of atmospheric winds and oceanic currents and to sustain 
nearly all biospheric activity. 

Most surfaces are not perpendicular to the Sun, and the 
energy they receive depends on the solar elevation angle 
(90° for the overhead Sun). This angle changes systemati- 
cally with latitude, the time of year, and the time of day. 
The noontime elevation angle reaches a maximum at all 
latitudes north of the Tropic of Cancer (23.5° N) around 
June 22 and a minimum around December 22 (Figure 1). 
South of the Tropic of Capricorn (23.5° S) the opposite 
holds true, and between the two tropics the maximum 

occurs twice a year. When the Sun has a lower elevation 
angle, the solar energy is less intense because it is spread 
out over a larger area (Figure 2). Variation of solar ele- 
vation is thus one of the main factors that accounts for 
the dependence of climatic regime on latitude. The other 
main factor is the length of day. For latitudes poleward 
of 66.5°, the length ranges from zero (winter solstice) to 
24 hours (summer solstice), whereas the Equator has a 
constant 12-hour day throughout the year. The seasonal 
range of temperature consequently decreases from high 

latitudes to the tropics, where it becomes less than the 
diurnal range of temperature. 

EFFECTS OF THE ATMOSPHERE 

Of the radiant energy reaching the top of the atmosphere, 
46 percent is absorbed by the Earth’s surface on average, 
but this value varies significantly from place to place, 
depending on cloudiness, surface type, and elevation. If 
there is persistent cloud cover, as exists in some equatorial 
regions, much of the incident solar radiation is scattered 

back to space and very little is absorbed by the Earth’s 
surface. Water surfaces have low reflectivity (4-10 per- 
cent), except for low solar elevations, and are the most 

efficient absorbers. Snow surfaces, on the other hand, have 

high reflectivity (40-80 percent) and so are the poorest 
absorbers. High-altitude desert regions consistently absorb 
higher than average amounts of solar radiation because of 
the reduced effect of the atmosphere above them. 
An additional 23 percent or so of the incident solar radi- 

ation is absorbed on average in the atmosphere, especially 
by water vapour and clouds at lower altitudes and by 
ozone (Q;) in the stratosphere. Absorption of solar radia- 
tion by ozone shields the terrestrial surface from harmful 
ultraviolet light and warms the stratosphere, producing 
maximum temperatures of —15° to 10° C (5° to 50° F) at 
an altitude of 50 kilometres (30 miles). Most atmospheric 
absorption takes place at ultraviolet and infrared wave- 
lengths, so that more than 90 percent of the visible portion 
of the solar spectrum, with wavelengths between 0.4 and 
0.7 micrometre (0.00002 to 0.00003 inch), reaches the 
surface on a cloud-free day. Visible light, however, is scat- 
tered in varying degrees by cloud droplets, air molecules, 
and dust particles. Blue skies and red sunsets are in 
effect attributable to the preferential scattering of short 
(blue) wavelengths by air molecules and small dust parti- 
cles. Cloud droplets scatter visible wavelengths impartially 
(hence clouds usually appear white) but very efficiently, so 
that the reflectivity of clouds to solar radiation is typically 
about 50 percent and may be as high as 80 percent for 
thick clouds. 
The constant gain of solar energy by the Earth is sys- 

tematically returned to space in the form of thermally 
emitted radiation in the infrared portion of the spectrum. 
The emitted wavelengths are mainly between five and 100 
micrometres, and they interact differently with the atmo- 
sphere compared to the shorter wavelengths of solar radi- 
ation. Very little of the radiation emitted by the Earth’s 

From G.T. Trewartha and L.H. Horn, An Introduction to Climate (1980), McGraw-Hill Book Company; reproduced with permission of the publisher 
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Figure 1: Vertical noontime solar rays reach 23.5° S and 23.5° N on December 22 and 
June 22, respectively. The circle of illumination then cuts all parallels, except the Equator, 
unequally, so that days and nights are unequal in length except at a latitude of 0°. 
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Figure 2: Less energy is received per unit area from oblique 
solar rays than from vertical ones. 

From GT. Trewartha and L.H. Horn, An Introduction to Climate (1980), McGraw-Hill Book 
Company; reproduced with permission of the publisher 

surface passes directly through the atmosphere. Most of it 
is absorbed by clouds, carbon dioxide, and water vapour 

and is then reemitted in all directions. The atmosphere 
thus acts as a radiative blanket over the Earth’s surface, 
hindering the loss of heat to space. The blanketing effect 
is greatest in the presence of low clouds and weakest for 
clear, cold skies that contain little water vapour. Without 
this effect, the mean surface temperature of 15° C would 
be some 30 degrees colder. Conversely, as atmospheric 
concentrations of carbon dioxide, methane, chlorofluoro- 

carbons, and other absorbing gases continue to increase, 
in large part due to human activities, surface tempera- 
tures should rise because of the capacity of such gases 
to trap infrared radiation. The exact amount of this tem- 
perature increase, however, remains uncertain because of 
unpredictable changes in other atmospheric components, 
especially cloud cover. An extreme example of such an 
effect (commonly dubbed the greenhouse effect) is that 
produced by the dense atmosphere of the planet Venus, 
which results in surface temperatures of about 475° C. 
This condition exists in spite of the fact that the high 
reflectivity of the Venusian clouds causes the planet to 
absorb less solar radiation than the Earth. 

AVERAGE RADIATION BUDGETS 

The difference between the solar radiation absorbed and 
the thermal radiation emitted to space determines the ra- 
diation budget of the Earth. Since there is no appreciable 
long-term trend in planetary temperature, it may be con- 
cluded that this budget is essentially zero on a global, long- 
term average. Latitudinally, it has been found that much 
more solar radiation is absorbed at low latitudes than at 
high latitudes. On the other hand, thermal emission does 
not show nearly as strong a dependence on latitude, so 
that the planetary radiation budget decreases systemati- 
cally from the Equator to the poles. It changes from being 
positive to negative at a latitude of about 40° (Figure 
3). The atmosphere and oceans, through their general cir- 
culation, act as vast heat engines, compensating for this 
imbalance by providing non-radiative mechanisms for the 
transfer of heat from the Equator to the poles. 

While the Earth’s surface absorbs a significant amount 
of thermal radiation due to the blanketing effect of the 
atmosphere, it loses even more through its own emission, 
and thus experiences a net loss of long-wave radiation. 
This loss is only about 14 percent of the amount emitted 
by the surface and is less than the average gain of absorbed 
solar energy. Consequently, the surface has on average a 

positive radiation budget. 
By contrast, the atmosphere emits thermal radiation 

both to space and to the surface, yet it receives long- 
wave radiation back from only the latter. This net loss of 
thermal energy cannot be compensated for by the modest 
gain of absorbed solar energy within the atmosphere. The 
atmosphere thus has a negative radiation budget, equal in 
magnitude to the positive radiation budget of the surface 
but opposite in sign. Non-radiative heat transfer again 
compensates for the imbalance, this time largely by ver- 
tical atmospheric motions involving the evaporation and 
condensation of water. 

SURFACE-ENERGY BUDGETS 

The rate of temperature change in any region is directly 
proportional to the region’s energy budget and inversely 
proportional to its heat capacity. While the radiation bud- 
get may dominate the average energy budget of many 
surfaces, non-radiative energy transfer and storage also are 
generally important when local changes are considered. 
Foremost among the cooling effects is the energy required 

to evaporate surface moisture, which produces atmo- 
spheric water vapour. Most of the latent heat contained in 
water vapour is subsequently released to the atmosphere 
during the formation of precipitating clouds, although a 
minor amount may be returned directly to the surface 
during dew or frost deposition. Evaporation increases with 
rising surface temperature, decreasing relative humidity, 
and increasing surface wind speed. Transpiration by plants 
also increases evaporation rates, which explains why the 
temperature in an irrigated field is usually lower than that 
over a nearby dry road surface. 
Another important non-radiative mechanism is the ex- 

change of heat that occurs when the temperature of the air 
is different from that of the surface. Depending on whether 
the surface is warmer or cooler than the air next to it, 

heat is transferred to or from the atmosphere by turbulent 
air motion (more loosely, by convection). This effect also 
increases with increasing temperature difference and with 
increasing surface wind speed. Direct heat transfer may 
be an important cooling mechanism that limits the max- 
imum temperature of hot, dry surfaces. Alternatively, it 
may be an important warming mechanism that limits the 
minimum temperature of cold surfaces. Such warming is 
sensitive to wind speed, so that calm conditions promote 
lower minimum temperatures. 
In a similar category, whenever a temperature difference 

occurs between the surface and the medium beneath the 

average radiation flux (watts/m?) 

latitude 

Figure 3: Dependence of each component of the average 
planetary radiation budget on latitude. 

The solid curve represents absorbed solar radiation; the 

dashed curve, the net emission of long-wave radiation; and 
the dotted curve, the net radiation. 
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Figure 4: Average exchange of energy between the surface, 
atmosphere, and space, as percentages of incident solar 
radiation (1 unit = 3.4 watts per square metre). 

surface, there is a transfer of heat to or from the medium. 
In the case of land surfaces, heat is transferred by con- 

duction. In the case of water surfaces, the transfer is by 
convection and may consequently be affected by the hor- 
izontal transport of heat within large bodies of water. 
Average values of the different terms in the energy bud- 

gets of the atmosphere and surface are given in Figure 4. 
The individual terms may be adjusted to suit local con- 
ditions and may be used as an aid to understanding the 
various temperature characteristics discussed in the next 
section. (Ro.D.) 

Temperature 

GLOBAL VARIATION OF MEAN TEMPERATURE 

Figures 5 and 6 show the global variation of average surface 
air temperatures for January and July. These temperatures 
have been reduced to their corresponding sea-level values 
to remove the immediate effects of altitude. The values 
range from above 35° C in North Africa to below —50° C 
in Antarctica and show the major influences of latitude, 
continentality, ocean currents, and prevailing winds. 
The effect of latitude is evident in the large north-south 

gradients in average temperature that occur at middle and 
high latitudes in each winter hemisphere. These gradients 
are due mainly to the rapid decrease of available solar 
radiation but also in part to the higher surface reflectivity 
at high latitudes associated with snow and ice and low 
solar elevations. A broad area of the tropical ocean, by 
contrast, shows little temperature variation. 

Continentality is a measure of the difference between 
continental and marine climates and is mainly the result 
of the increased range of temperatures that occurs over 
land compared to water. This difference is a consequence 
of the much lower effective heat capacities of land surfaces 
as well as of their generally reduced evaporation rates. 
Heating or cooling of a land surface takes place in a thin 
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layer, the depth of which is determined by the ability 
of the ground to conduct heat. The greatest temperature 
changes occur for dry, sandy soils because they are poor 
conductors with very small effective heat capacities and 
contain no moisture for evaporation. By far the greatest 
effective heat capacities are those of water surfaces, owing 
to the mixing of water near the surface and the penetra- 
tion of solar radiation that distributes heating to depths of 
several metres. In addition, about 90 percent of the radi- 
ation budget of the ocean is used for evaporation. Ocean 
temperatures are thus slow to change. 
The effect of continentality may be moderated by proxim- 

ity to the ocean, depending on the direction and strength 
of the prevailing winds. Contrast with ocean temperatures 
at the edges of each continent may be further modified by 
the presence of a north- or south-flowing ocean current. 
For most latitudes, however, continentality explains much 
of the variation in average temperature at a fixed latitude 
as well as variations in the difference between January and 
July temperatures. 

DIURNAL, SEASONAL, AND EXTREME TEMPERATURES 

The diurnal range of temperature generally increases with 
distance from the sea and toward those places where solar 
radiation is strongest, in dry tropical climates and on high 
mountain plateaus (owing to the reduced thickness of the 
atmosphere to be traversed by the Sun’s rays). The average 
difference between the day’s highest and lowest tempera- 
tures in January is 3° C (in July it is 5° C) in those parts 
of the British Isles nearest the Atlantic. It is 4.5° C in Jan- 
uary and 6.5° C in July on the small island of Malta. At 
Tashkent, Uzbekistan, it is 9° C in January and 15.5° C 
in July, and at Khartoum, The Sudan, the corresponding 
figures are 17° C and 13.5° C. At Qandahar, Afg., which 
lies more than 1,000 metres above sea level, it is 14° C in 

January, 20° C in July, and exceeds 23° C in September 
and October when there is less cloudiness than in July. 
Near the ocean at Colombo, Sri Lanka, the figures are 8° 
C in January and 4.5° C in July. 
The seasonal variation of temperature and the magni- 

tudes of the differences between the same month in differ- 
ent years and different epochs generally increase toward 
high latitudes and with distance from the ocean. Extreme 
temperatures observed in different parts of the world are 
listed in Table 1. 

VARIATION WITH HEIGHT 

There are two main levels where the atmosphere is 
heated—namely, at the Earth’s surface and at the top of 
the ozone layer (about 50 kilometres up) in the strato- 
sphere. Radiation balance shows a net gain at these levels 
in most cases. Prevailing temperatures tend to decrease 
with distance from these heating surfaces (apart from the 
ionosphere and outer atmospheric layers where other pro- 
cesses are at work). The world’s average lapse rate of tem- 
perature (change with altitude) in the lower atmosphere is 
0.6 to 0.7° C per 100 metres. Lower temperatures prevail 
with increasing height above sea level for two reasons: (1) 
because there is a less favourable radiation balance in the 
free air, and (2) because rising air—whether lifted by con- 
vection currents above a relatively warm surface or forced 
up over mountains—undergoes a reduction of tempera- 
ture associated with its expansion as the pressure of the 
overlying atmosphere declines. This is the adiabatic lapse 
rate of temperature, which equals about 1° C per 100 
metres for dry air and 0.5° C per 100 metres for saturated 
air in which condensation (with liberation of latent heat) 
is produced by adiabatic cooling. The difference between 
these rates of change of temperature (and therefore den- 
sity) of rising air currents and the state of the surrounding 
air determines whether the upward currents are acceler- 
ated or retarded—i.e., whether the air is unstable so that 
vertical convection with its characteristically attendant tall 
cumulus cloud and shower development is encouraged, or 
whether it is stable and convection is damped down. 
For these reasons, the air temperatures observed on hills 

and mountains are generally lower than on low ground 
except in the case of extensive plateaus, which present a 
raised heating surface (and on still, sunny days, when even 
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Figure 5: Average surface temperatures for January reduced to sea-level values (° C). 

Adapted from P.W. Suckling and R.R. Doyon, Studies in Weather and Climate (1981); Contemporary Publishing Company of Raleigh, Inc 

a mountain peak is able to warm appreciably the air that 
remains in contact with it). 

CIRCULATION, CURRENTS, AND 

OCEAN-—ATMOSPHERE INTERACTION 

The circulation of the ocean is a key factor in air temper- 
ature distribution. Ocean currents that have a northward 
or southward component, such as the warm Gulf Stream 
in the North Atlantic or the cold Humboldt Current off 
South America, effectively exchange heat between low and 
high latitudes. In tropical latitudes the ocean accounts: 
for a third or more of the poleward heat transport; at 
latitude 50° N the ocean’s share is about one-seventh. In 
the particular sectors where the currents are located, their 
importance is of course much greater than these figures, 
which represent hemispheric averages. 

A good example of the effect of a warm current is that 
of the Gulf Stream in January, which causes a strong 
east-west gradient in temperatures across the eastern edge 
of the North American continent (Figure 5). The relative 
warmth of the Gulf Stream affects air temperatures all 
the way across the Atlantic, and prevailing westerlies ex- 
tend the warming effect deep into northern Europe. As 
a result, January temperatures of Tromsg, Nor. (69°40’ 
N), for example, average 24° C above the mean for that 
latitude. The Gulf Stream maintains a warming influence 
in July, but it is not as noticeable because of the effects of 
continentality. 
The ocean, particularly in areas where the surface is 

warm, also supplies moisture to the atmosphere. This in 
turn contributes to the heat budget of those areas in which 
the water vapour is condensed into clouds, liberating latent 

Adapted from P.W. Suckling and R.R. Doyon, Studies in Weather and Climate (1981); Contemporary Publishing Company of Raleigh, Inc. 
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continent or highest recorded air temperature lowest recorded air temperature 
region : : 3 ; 

place (with elevation*) temperature __ place (with elevation*) temperature 

iC °F :G oh 

Africa Al-‘Aziziyah, Libya 57.7 136 Ifrane, Morocco —23.9 —11 
(112 m or 367 ft) (1,635 m or 5,363 ft) 

Antarctica Lake Vanda 15 59 Vostok —89.2 —128.6 
77°32’ S, 161°40’ E 73°27 S; 1062527,E 
(99 m or 325 ft) (3,420 m or 11,218 ft) 

Asia Tirat Zevi, Israel 35:9) eg Oymyakon, Russia Ore =—=69.9 
(—300 m or —984 ft) (806 m or 2,625 ft) 

Australia Cloncurry, Queensland 53.1 127.5 Charlotte Pass, New Py) —t34 
(193 m or 633 ft) South Wales 

(1,780 m or 5,840 ft) 
Europe Seville, Spain 50 122 Ust-Shchuger, Russia —55 =O7 

(39 m or 128 ft) (85 m or 279 ft) 
North America Death Valley (Greenland 56.7 134.5 Snag, Yukon —62-3. —8il 

Ranch), California (646 m or 2,119 ft) 
(—54 m or —177 ft) 

South America Rivadavia, Argentina 48.9 120 Colonia, Sarmiento, 33 — 4 
(205 m or 672 ft) Argentina 

(268 m or 879 ft) 
Tropical Pacific Echague, Luzon, 40.5 105 Haleakala, Hawaii Sits 18 

islands Republic of the (2,972 m or 9,748 ft) 
Philippines 
(78 m or 257 ft) 

*Above or below sea level. 

heat in the process, frequently in high latitudes and in 
locations remote from the ocean where the moisture was 
taken up. 

The great ocean currents are themselves wind-driven— 
set in motion by the drag of the winds over vast areas 
of the sea surface, especially where waves increase the 
friction. At the limits of the warm currents, particularly 
where they abut directly upon a cold current, as at the 
left flank of the Gulf Stream in the neighbourhood of the 
Grand Banks off Newfoundland and at the subtropical 
and Antarctic convergences in the oceans of the South- 
ern Hemisphere, the strong thermal gradients in the sea 
surface result in marked differences in the heating of the 
atmosphere on either side of the boundary. These temper- 
ature gradients tend to position and guide the strongest 
flow of the jet stream (see below) in the atmosphere above 
and thereby influence the development and steering of 
weather systems. 
Interactions between the ocean and the atmosphere pro- 

ceed in both directions. They also operate at different 
rates. Some interesting lag effects, which are of value in 
long-range weather forecasting, arise through the consid- 
erably slower circulation of the ocean. Thus, enhanced 

strength of the easterly trade winds over low latitudes 
of the Atlantic, north and south of the Equator, impels 

more water toward the Caribbean and Gulf of Mexico, 
producing a stronger flow and greater warmth in the Gulf 
Stream approximately six months later. Anomalies in the 
position of the Gulf Stream—Labrador Current boundary, 
which produce a greater or lesser extent of warm water 
near the Grand Banks, so affect the energy supply to the 
atmosphere and the development and steering of weather 
systems from that region that they are associated with 
rather persistent anomalies of weather pattern over the 
British Isles and northern Europe. Anomalies in the equa- 
torial Pacific and in the northern limit of the Kuroshio 
(also called the Japan Current) seem to have effects on 
a similar scale. Indeed, through their influence on the 
latitude of the jet stream and the wavelength (that is, the 
spacing of cold trough and warm ridge regions) in the up- 

7 

per westerlies, these ocean anomalies exercise an influence 
over the atmospheric circulation that spreads to all parts 
of the hemisphere. 
Sea-surface temperature anomalies that recur in the equa- 

torial Pacific at variable intervals of two to seven years can 
sometimes produce major climatic perturbations. Such an 
anomaly is known as El Nifio (Spanish for “The Child”; 
it was so named by Peruvian fishermen who noticed its 
onset during the Christmas season). 

During an El Nifio event, warm surface water flows 
eastward from the equatorial Pacific, in at least partial 
response to weakening of the equatorial easterly winds, 
and replaces the normally cold upwelling surface water off 
the coast of Peru and Ecuador that is associated with the 
northward propagation of the cold Peru (or Humboldt) 
Current. The change in sea-surface temperature transforms 
the coastal climate from arid to wet. The event also affects 
atmospheric circulation in both hemispheres and is asso- 
ciated with changes in precipitation in regions of North 
America, Africa, and the western Pacific. For further in- 

formation, see OCEANS: E/ Nino/Southern Oscillation and 
climatic change. 

SHORT-TERM TEMPERATURE CHANGES 

Many interesting short-term temperature fluctuations also 
occur, usually in connection with local weather distur- 
bances. The rapid passage of a mid-latitude cold front, for 
example, can drop temperatures by 10° C in a few minutes 
and, if followed by a sustained movement of a cold air 
mass, by as much as 50° in 24 hours, with life-threatening 
implications for the unwary. Temperature increases of up 
to 40° in a few hours also are possible downwind of major 
mountain ranges when air that has been warmed by the 
release of latent heat on the windward side of a range is 
forced to descend rapidly on the other side (such a wind is 
variously called chinook, foehn, or Santa Ana). Changes 
of this kind, however, involve a wider range of meteoro- 
logical processes than discussed in this section. For a more 
detailed treatment, see below Atmospheric pressure and 
wind. (H.H.L./Ro.D.) 

ATMOSPHERIC HUMIDITY AND PRECIPITATION 

Atmospheric humidity, which is the amount of water 
vapour or moisture in the air, is another leading climatic 
element, as is precipitation. All forms of precipitation, 
including drizzle, rain, snow, ice crystals, and hail, are 
produced as a result of the condensation of atmospheric 
moisture to form clouds in which some of the particles, by 
growth and aggregation, attain sufficient size to fall from 
the clouds and reach the ground. 

Atmospheric humidity 

At 30° C, 4 percent of the volume of the air may be 
occupied by water molecules, but where the air is colder 
than —40° C, less than one-fifth of 1 percent of the 
air molecules can be water. Although the water vapour 
content may vary from one air parcel to another, these 
limits can be set because vapour capacity is determined 

El Nifio 
event 
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by temperature. Temperature has profound effects upon 
some of the indices of humidity regardless of the presence 
or absence of vapour. 
The connection between an effect of humidity and an 

index of humidity requires simultaneous introduction of 
effects and indices. Vapour in the air is a determinant 
of weather because it first absorbs the thermal radiation 

that leaves and cools the Earth and then emits thermal 
radiation that warms the planet. Calculation of absorption 

and emission requires an index of the mass of water in 
a volume of air. Vapour also affects the weather because, 
as indicated above, it condenses into clouds and falls as 
rain or other forms of precipitation. Tracing the moisture- 

bearing air masses requires a humidity index that changes 
only when water is removed or added. 

HUMIDITY INDICES 

Absolute humidity. Absolute humidity is the vapour 
concentration or density in the air. If m, is the mass of 
vapour in a volume of air, then absolute humidity d, is 
simply d,=™m,/ V, in which V is the volume and d, is 
expressed in grams per cubic metre (g/m?). This index in- 

dicates how much vapour a beam of radiation must pass 
through. The ultimate standard in humidity measurement 
is made by weighing the amount of water gained by an ab- 

sorber when a known volume of air passes through it, and 
this measures absolute humidity, which may vary from 0 
g/m} in dry air to 30 g/m? when the vapour is saturated 
at 30° C. The d, of a parcel of air changes, however, with 
temperature or pressure even though no water is added or 
removed because, as the gas equation states, the volume 

V increases with the absolute, or Kelvin, temperature and 
decreases with the pressure. 
Specific humidity. The meteorologist requires an index 

of humidity that does not change with pressure or tem- 
perature. A property of this sort will identify an air mass 
when it is cooled or when it rises to lower pressures aloft 

without losing or gaining water vapour. Because all the 
gases will expand equally, the ratios of the weight of water 
to the weight of dry air, or the dry air plus vapour, will 
be conserved during such changes and will continue iden- 
tifying the air mass. 
The mixing ratio r is the dimensionless ratio r= m,/m,, 

where m, is the mass of dry air, and the specific humidity q 
is another dimensionless ratio g= m,/(m, + m,). Because 
m, is less than 3 percent of m, at normal pressure and 
temperatures cooler than 30° C, r and q are practically 
equal. These indices are usually expressed in grams per 
kilogram (g/kg) because they are so small; the values range 
from 0 in dry air to 28 g/kg in saturated air at 30° C. 
Absolute and specific humidity indices have specialized 
uses, and so they are not familiar to most people. 
Relative humidity. Relative humidity (U) is so com- 

monly used that a statement of humidity, without a qual- 
ifying adjective, can be assumed to be relative humidity. 
U can be defined, then, in terms of the mixing ratio r 

that was introduced above. U= 100r/r,, which is a di- 
mensionless percentage. The divisor r, is the saturation 
mixing ratio, or the vapour capacity. Relative humidity is, 
therefore, the water vapour content of the air relative to its 
content at saturation. Because the saturation mixing ratio 
is a function of pressure, and especially of temperature, the 
relative humidity is a combined index of the environment 
that reflects more than water content. In many climates 
the relative humidity rises to about 100 percent at dawn 
and falls to SO percent by noon. A relative humidity of 50 
percent may reflect many different quantities of vapour 
per volume of air or gram of air, and it will not likely be 
proportional to evaporation. 
An understanding of relative humidity thus requires a 

knowledge of saturated vapour, which will be discussed 
later in the section on the relation between temperature 
and humidity. At this point, however, the relation be- 
tween U and the absorption and retention of water from 
the air must be considered. Small pores retain water more 
strongly than large pores; thus, when a porous material 
is set out in the air, all pores larger than a certain size 
(which can be calculated from the relative humidity of the 
air) are dried out. 

The water content of a porous material at air tempera- 
ture is fairly well indicated by the relative humidity. The 
complexity of actual pore sizes and the viscosity of the 
water passing through them makes the relation between U 
and moisture in the porous material imperfect and slowly 
achieved. The great suction also strains the walls of the 
capillaries, and the consequent shrinkage is used to mea- 
sure relative humidity. 
The absorption of water by salt solutions is also related 

to relative humidity without much effect of temperature. 
The air above water saturated with sodium chloride is 
maintained at 75 to 76 percent relative humidity, at a 
temperature between 0° and 40° C. 
In effect, relative humidity is a widely used environmen- 

tal indicator, but U does respond drastically to changes in 
temperatures as well as moisture, a response caused by the 
effect of temperature upon the divisor r, in U. 

RELATION BETWEEN TEMPERATURE AND HUMIDITY 

Tables that show the effect of temperature upon the satura- 
tion mixing ratio r, are readily available. Humidity of the 
air at saturation is expressed more commonly, however, 
as vapour pressure. Thus, it is necessary to understand 
vapour pressure and in particular the gaseous nature of 
water vapour. 

The pressure of the water vapour, which contributes to 
the pressure of the atmosphere, can be calculated from the 
absolute humidity d, by the gas equation: 

in which R is the gas constant, 7 the absolute temperature, 
M,, the molecular weight of water, and e water vapour 
pressure in millibars. 
Relative humidity can be defined as the ratio of the 

vapour pressure of a sample of air to the saturation pres- 
sure at the existing temperature. Further, the capacity for 
vapour and the effect of temperature can now be presented 
in the usual terms of saturation vapour pressure. 
Within a pool of liquid water some molécules are contin- 

ually escaping from the liquid into the space above, while 
more and more vapour molecules return to the liquid as 
the concentration of vapour rises. Finally, equal numbers 
are escaping and returning, the vapour is then saturated, 
and its pressure is known as the saturation vapour pres- 
sure eé,. If the liquid and vapour are warmed, relatively 
more molecules escape than return, and e, rises. There is 
also a saturation pressure with respect to ice. The vapour 
pressure curve of water has the same form as the curves 
for many other substances. Its location is fixed, however, 
by the boiling point of 100° C, where the saturation 
vapour pressure of water vapour is 1,013 millibars (mb), 
the standard pressure of the atmosphere at sea level. The 
decrease of the boiling point with altitude can be calcu- 
lated. For example, the saturation vapour pressure at 40° 
C is 74 mb, standard atmospheric pressure near 18,000 
metres above sea level is also 74 mb, and that is where 
water boils at 40° C. 
The everyday response of relative humidity to tempera- 

ture can be easily explained. On a summer morning the 
temperature might be 15° C and the relative humidity 100 
percent. The vapour pressure would be 17 mb and the 
mixing ratio about 11 g/kg. During the day the air could 
warm to 25° C, while evaporation added little water. At 
25° C the saturation pressure is fully 32 mb. If, however, 
little water has been added to the air, its vapour pressure 
will still be about 17 mb. Thus with no change in vapour 
content, the relative humidity of the air has fallen from 
100 to only 53 percent, illustrating why relative humidity 
does not identify air masses. 
Dew-point temperature. The meaning of dew-point 

temperature can be illustrated by a sample of air with a 
vapour pressure of 17 mb. If an object at 15° C is brought 
into the air, dew will form on the object. Hence, 15° C 
is the dew-point temperature of the air—i.e., the tempera- 
ture at which the vapour present in a sample of air would 

just cause saturation, or the temperature whose saturation 
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Figure 7: Average relative humidity, local noon, July. 

vapour pressure equals the present vapour pressure in a 
sample of air, is the dew point. Below freezing, this index 
is called the frost point. There is a one-to-one correspon- 
dence between vapour pressure and dew point. The dew 
point has the virtue of being easily interpreted because it 
is the temperature at which a blade of grass or a pane of 
glass will become wet with dew from the air. Ideally, it is 
also the temperature of fog or cloud formation. 
The clear meaning of dew point suggests a means of mea- 

suring humidity. A dew-point hygrometer was invented in 
1751. In this instrument, cold water was added to water 
in a vessel until dew formed on the vessel, and the tem- 
perature of the vessel, the dew point, provided a direct 
index of humidity. The greatest use of the condensation 
hygrometer has been to measure humidity in the upper 
atmosphere where a vapour pressure of less than a thou- 
sandth millibar makes other means impractical. 
Another index of humidity, the saturation deficit, can 

also be understood by considering air with a vapour pres- 
sure of 17 mb. At 25° C the air has (31 — 17) or 14 mb 
less vapour pressure than saturated vapour at the same 
temperature; that is, the saturation deficit is 14 mb. 
The saturation deficit has the particular utility of being 

proportional to the evaporation capability of the air. The 
saturation deficit can be expressed as 

U 
é, —e=e,t 1—-— }, 

( 100. 

and, because the saturation vapour pressure @,, rises with 
rising temperature, the same relative humidity will corre- 
spond to a greater saturation deficit and evaporation at 
warm temperatures. 

HUMIDITY AND CLIMATE 

The small amount of water in atmospheric vapour, relative 
to water on the Earth, belies its importance. Compared to 
one unit of water in the air, the seas contain at least 100,- 
000 units, the great glaciers 1,500, the porous earth nearly 
200, and rivers and lakes four or five units. The effective- 
ness of the vapour in the air is magnified, however, by its 
role in transferring water from sea to land by the media of 
clouds and precipitation and that of absorbing radiation. 
The vapour in the air is the invisible conductor that car- 

Climate and Weather 443 

J WS 55 4 (a N= a 7 

1000 mi 

1000 km 

ries water from sea to land, making terrestrial life possible. 

Fresh water is distilled from the salt seas and carried over 
land by the wind. Water evaporates from vegetation, and 
rain falls on the sea, too, but the sea is the bigger source, 

and rain that falls on land is most important to humans. 
The invisible vapour becomes visible near the surface as 
fog when the air cools to the dew point. The usual noctur- 
nal cooling will produce fog patches in cool valleys. Or the 
vapour may move as a tropical air mass over cold land or 
sea, causing widespread and persistent fog, such as occurs 
over the Grand Banks off Newfoundland. The delivery of 
water by means of fog or dew is slight, however. 
When air is lifted it is carried to a region of lower pres- 

sure where it will expand and cool as described by the 
gas equation. It may rise up a mountain slope or over the 
front of a cooler, denser air mass. If condensation nuclei 
are absent, the dew point may be exceeded by the cooling 
air, and the water vapour becomes supersaturated. If nu- 
clei are present or if the temperature is very low, however, 
cloud droplets or ice crystals form, and the vapour is no 
longer in the invisible guise of atmospheric humidity. 
The invisible vapour has another climatic role—namely, 

absorbing and emitting radiation. The temperature of the 
Earth and its daily variation is determined by the balance 
between incoming and outgoing radiation. The wave- 
length of the incoming radiation from the Sun is mostly 
shorter than three micrometres. It is scarcely absorbed by 
water vapour and its receipt depends largely upon cloud 
cover. The radiation exchanged between the atmosphere 
and Earth and the eventual loss to space is in the form 
of long waves. These long waves are strongly absorbed in 
the 3- to 8.5-micrometre band and in the greater than | 1- 
micrometre range, where vapour is either partly or wholly 
opaque. As noted above, much of the radiation that is 
absorbed in the atmosphere is emitted back to Earth, and 

the surface receipt of long waves, primarily from water 
vapour and carbon dioxide in the atmosphere, is slightly 
more than twice the direct receipt of solar radiation at 
the surface. Thus the invisible vapour in the atmosphere 
combines with clouds and the advection (horizontal move- 
ment) of air from different regions to control the surface 
temperature. 
The world distribution of humidity can be portrayed for 

different uses by different indices. To appraise the quantity 
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World of water carried by the entire atmosphere, the moisture in 
distribution an air column above a given point on Earth is expressed 
of 

humidity 

as a depth of liquid water. It varies from 0.5 millimetre 

(0.02 inch) over the Himalayas and 2 mm over the poles 
in winter, to 8 mm over the Sahara, 54 mm in the Ama- 
zon region, and 64 mm over India during the wet season. 
During summer, the air over the United States transports 
16 mm of water vapour over the Great Basin and 45 mm 

over Florida. 
The humidity of the surface air may be mapped as vapour 

pressure, but a map of this variable looks much like that 
of temperature. Warm places are moist and cool ones are 
dry; even in deserts the vapour pressure is normally 13 
millibars, whereas over the northern seas it is only about 
four millibars. Certainly the moisture in materials in two 
such areas will be just the opposite, and relative humidity 
is a more widely useful index. 
The average relative humidity for July reveals the humid- 

ity provinces of the Northern Hemisphere when aridity 
is at a maximum. At other times the relative humidity 
generally will be higher. The humidities over the Southern 
Hemisphere in July indicate the humidities that compa- 
rable regions in the Northern Hemisphere will attain in 
January, just as July in the Northern Hemisphere suggests 
the humidities in the Southern Hemisphere during Jan- 
uary. A contrast is provided by comparing a humid cool 
coast to a desert. The midday humidity on the Oregon 
coast, for example, falls only to 80 percent at midday, 
whereas in the Nevada desert it falls to 20 percent. At 
night the contrast is less, with averages being over 90 and 
about 50 percent in these two places. 
Although the dramatic regular decrease of relative hu- 

midity from dawn to midday has been attributed largely 
to warming rather than declining vapour content, the con- 
tent does vary regularly. In humid environments, daytime 
evaporation increases the water vapour content of the air, 
and the mixing ratio, which may be about 12 grams per 
kilogram, rises | or 2 g/kg in temperate places and may at- 
tain 16 g/kg in a tropical rain forest. In arid environments, 
however, little evaporation moistens the air and daytime 
turbulence tends to bring down dry air; this decreases the 
mixing ratio by as much as 2 g/kg. 
Humidity also varies regularly with altitude. On the av- 

erage, fully half the water in the atmosphere lies below 
0.25 kilometre, and satellite observations over the United 

Figure 8: Average annual evaporation in centimetres. 

States in April revealed one millimetre or less of water 

in all the air above six kilometres. A cross section of the 
atmosphere along 75° W longitude shows a decrease in 
humidity with height and toward the poles. The mixing 
ratio is 16 g/kg just north of the Equator, but it decreases 
to | g/kg at 50° N latitude or eight kilometres above the 
Equator. The transparent air surrounding mountains in 
fair weather is very dry indeed. 
Closer to the ground, the water vapour content also 

changes with height in a regular pattern. When water 
vapour is condensing on the Earth at night, the content is 
greater aloft than at the ground; during the day the con- 
tent is in most cases less aloft than at the ground because 
of evaporation. 
Evaporation, mostly from the sea and from vegetation, 

replenishes the humidity of the air. It is the change of 
liquid water into gaseous state, but it may be analyzed 
as diffusion. The rate of diffusion, or evaporation, will be 
proportional to the difference between the pressure of the 
water vapour in the free air and the vapour that is next to, 
and saturated by, the evaporating liquid. If the liquid and 
air have the same temperature, evaporation is proportional 
to the saturation deficit. It is also proportional to the con- 
ductivity of the medium between the evaporator and the 
free air. If the evaporator is open water, the conductivity 
will increase with ventilation. But if the evaporator is a 
leaf, the diffusing water must pass through the still air 
within the minute pores between the water within and the 
dry air outside. In this case, the porosity may modify the 
conductivity more than ventilation. 
The temperature of the evaporator is rarely the same as 

the air temperature, however, because each gram of evap- 
oration consumes about 600 calories and thus cools the 
evaporator. The availability of energy to heat the evapora- 
tor, therefore, is as important as the saturation deficit and 

conductivity of the air. Outdoors, some of this heat may 
be transferred from the surrounding air by convection, 
but much of it must be furnished by radiation. Evapo- 
ration is faster on sunny days than on cloudy ones not 
only because the sunny day may have drier air but also 
because the Sun warms the evaporator, thus raising the 
vapour pressure at the evaporator. In fact, according to 
the well-known Penman calculation of evaporation, this 
loss of water is essentially determined by the net radiation 
balance during the day. (P.E.W./Ed.) 

From H.H. Lamb, Climate: Present, Past and Future; Methuen & Co. Ltd. 
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Precipitation 

Precipitation is one of the three main processes (evapo- 
ration, condensation, and precipitation) that constitute the 
hydrologic cycle, the continual exchange of water between 
the atmosphere and the surface of the Earth. Water is 
evaporated from ocean, land, and freshwater surfaces, is 

carried aloft as vapour by the air currents, condenses to 
form clouds, and ultimately is returned to the Earth’s 
surface as precipitation. The average global stock of water 
vapour in the atmosphere is equivalent to a layer of water 
2.5 centimetres (one inch) deep covering the whole Earth. 
Because the Earth’s average annual rainfall is about 100 
centimetres, the average time that the water spends in the 
atmosphere, between its evaporation from the surface and 
its return as precipitation, is about '/40 of a year, or about 
nine days. Of all the water vapour that is carried at all 
heights across a given region by the winds, only a small 
percentage is converted into precipitation and reaches the 
ground in that area. In deep and extensive cloud systems, 
the conversion is more efficient, but even in thunderclouds 
the quantities of rain and hail released amount to only 
some 10 percent of the total moisture entering the storm. 
In the measurement of precipitation, it is necessary to 

distinguish between the amount—defined as the depth of 
precipitation (calculated as though it were all rain) that 
has fallen at a given point during a specified interval of 
time—and the rate or intensity—which specifies the depth 
of water that has fallen at a point during a particular 
interval of time. Persistent moderate rain, for example, 
might fall at an average rate of five millimetres per hour 
and thus produce 120 millimetres of rain in 24 hours. A 
thunderstorm might produce this total quantity of rain in 
20 minutes, but at its peak intensity the rate of rainfall 
might become much greater—perhaps 120 millimetres per 
hour, or two millimetres per minute, for a minute or two. 

The amount of precipitation falling during a fixed period 
is measured regularly at many thousands of places on the 
Earth’s surface by rather simple rain gauges. Measurement 
of precipitation intensity requires a recording rain gauge, 
in which water falling into a collector of known surface 
area is continuously recorded on a moving chart or a 
magnetic tape. Investigations are being carried out on the 
feasibility of obtaining continuous measurements of rain- 
fall over large catchment areas by means of radar. 
Apart from the trifling contributions made by dew, frost, 

and rime and by desalination plants, the sole source of 
fresh water for sustaining rivers, lakes, and all life on Earth 
is provided by precipitation from clouds. Precipitation is 
therefore indispensable and overwhelmingly beneficial to 
humankind, but extremely heavy rainfall can cause great 
harm: soil erosion, landslides, and flooding. And hailstorm 

damage to crops, buildings, and livestock can prove very 
costly. 

ORIGIN OF PRECIPITATION IN CLOUDS 

Cloud formation. Clouds are formed by the lifting of 
damp air, which cools by expansion as it encounters the 
lower pressures existing at higher levels in the atmosphere. 
The relative humidity increases until the air becomes 
saturated with water vapour, then condensation occurs 

on any of the aerosol particles suspended in the air. A 
wide variety of these exist in concentrations ranging from 
only a few per cubic centimetre in clean maritime air to 
perhaps 1,000,000 per cubic centimetre (16,000,000 per 
cubic inch) in the highly polluted air of an industrial city. 
For continuous condensation leading to the formation of 
cloud droplets, the air must be slightly supersaturated. 
Among the highly efficient condensation nuclei are sea- 
salt particles and the particles produced by combustion 
(e.g., natural forest fires and man-made fires). Many of the 
larger condensation nuclei over land consist of ammonium 
sulfate. These are produced by cloud and fog droplets 
absorbing sulfur dioxide and ammonia from the air. Con- 
densation onto the nuclei continues as rapidly as water 
vapour is made available through cooling; droplets about 
10 micrometres in diameter are produced in this manner. 
These droplets constitute a nonprecipitating cloud. 
Cloud types. The meteorologist classifies clouds mainly 
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by their appearance, according to an international sys- 
tem similar to one proposed in 1803. But because the 
dimensions, shape, structure, and texture of clouds are in- 

fluenced by the kind of air movements that result in their 
formation and growth, and by the properties of the cloud 
particles, much of what was originally a purely visual clas- 
sification can now be justified on physical grounds. 
The first International Cloud Atlas was published in 1896. 
Developments in aviation during World War I stimulated 
interest in cloud formations and in their importance as an 
aid in short-range weather forecasting. This led to the pub- 
lication of a more extensive atlas, the International Atlas of 
Clouds and States of Sky, in 1932 and to a revised edition 
in 1939. After World War II, the World Meteorological 
Organization published a new International Cloud Atlas 
(1956) in two volumes. It contained 224 plates, describing 
10 main cloud genera (families) subdivided into 14 species 
based on cloud shape and structure. Nine general varieties, 

based on transparency and geometric arrangement, also 
are described. The genera, listed according to their height, 
are as follows: 

1. High: mean heights from 5 to 13 kilometres 
a. Cirrus 
b. Cirrocumulus 
c. Cirrostratus 

2. Middle: mean heights 2 to 7 kilometres 
a. Altocumulus 
b. Altostratus 
c. Nimbostratus 

3. Low: mean heights 0 to 2 kilometres 
a. Stratocumulus 
b. Stratus 
c. Cumulus 
d. Cumulonimbus 

Heights given are approximate averages for temperate lat- 
itudes. Clouds of each genus are generally lower in the 
polar regions and higher in the tropics. The definitions and 
descriptions of the cloud genera used in the /nternational 
Cloud Atlas are given in the accompanying Figures 9-11, 
which illustrate some of their characteristic forms. 
Four principal classes are recognized when clouds are 

classified according to the kind of air motions that produce 
them: (1) layer clouds formed by the widespread regular 
ascent of air; (2) layer clouds formed by widespread irreg- 
ular stirring or turbulence; (3) cumuliform clouds formed 
by penetrative convection; (4) orographic clouds formed 
by ascent of air over hills and mountains. 
The widespread layer clouds associated with cyclonic 

depressions (see below Cyclones and anticyclones), near 
fronts and other bad-weather systems, frequently are com- 
posed of several layers that may extend up to nine kilome- 
tres or more, separated by clear zones that become filled 
in as rain or snow develops. These clouds are formed by 
the slow, prolonged ascent of a deep layer of air, in which 
a rise of only a few centimetres per second is maintained 
for several hours. In the neighbourhood of fronts, vertical 
velocities become more pronounced and may reach about 
10 centimetres per second. 
Most of the high cirrus clouds visible from the ground 

lie on the fringes of cyclonic cloud systems, and, though 
due primarily to regular ascent, their pattern is often de- 
termined by local wave disturbances that finally trigger 
their formation after the air has been brought near its 
saturation point by the large-scale lifting. 
On a cloudless night, the ground cools by radiating heat 

into space without heating the air adjacent to the ground. 
If the air were quite still, only a very thin layer would be 
chilled by contact with the ground. More usually, however, 
the lower layers of the air are stirred by motion over the 
rough ground, so that the cooling is distributed through a 
much greater depth. Consequently, when the air is damp 
or the cooling is great, a fog a few hundred metres deep 
may form, rather than a dew produced by condensation 
on the ground. 
In moderate or strong winds the irregular stirring near 

the surface distributes the cooling upward, and the fog 
may lift from the surface to become a stratus cloud, which 
is not often more than 600 metres thick. 
Radiational cooling from the upper surfaces of fogs and 

stratus clouds promotes an irregular convection within the 
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Figure 9: High clouds. 

(Top left) Cirrostratus nebulosus, producing halo phenomenon. (Top centre) Cirrus fibratus, 

nearly straight or irregularly curved fine white filaments, generally distinct from one another. 
(Top right) Cirrus uncinus, detached clouds of delicate white filaments, often comma-shaped 
and ending at the top in a hook or tuft. (Bottom left) Cirrus spissatus, detached fibrous clouds 
of sufficient optical thickness to appear grayish when viewed against the Sun. (Bottom centre) 
Cirrocumulus, a thin white cloud patch composed of small elements in the form of ripples. 
(Bottom right) Cirrostratus fibratus, a thin whitish veil of nearly straight filaments. 
(Top left, top nght, bottom left, bottom centre) Louis D. Rubin, Richmond, Virginia, 
(top centre, bottom right) Photo Researchers, (top centre) Nick Impenna, (bottom night) John G. Ross 

cloud layer and causes the surfaces to have a waved or 
humped appearance. When the cloud layer is shallow, bil- 

lows and clear spaces may develop so that it is described 
as stratocumulus instead of stratus. 
Usually cumuliform clouds appearing over land are 

formed by the rise of discrete masses of air from near the 
Sun-warmed surface. These rising lumps of air, or ther- 
mals, may vary in diameter from a few tens to hundreds 
of metres as they ascend and mix with the cooler, drier air 

above them. Above the level of the cloud base the release 
of latent heat of condensation tends to increase the buoy- 
ancy of the rising masses, which tower upward and emerge 
at the top of the cloud with rounded upper surfaces. 
At any moment a large cloud may contain a number of 

active thermals and the residues of earlier ones. A new 
thermal rising into a residual cloud will be partially pro- 
tected from having to mix with the cool, dry environment 
and therefore may rise farther than its predecessor. Once 
a thermal emerges as a cloud turret at the summit or the 
flanks of the cloud, rapid evaporation of the droplets chills 
the cloud borders, destroys the buoyancy, and produces 
sinking. A cumulus thus has a characteristic pyramidal 
shape and, viewed from a distance, appears to have an 
unfolding motion, with fresh cloud masses continually 
emerging from the interior to form the summit and then 
sinking aside and evaporating. 
In settled weather, cumulus clouds are well scattered and 

small; horizontal and vertical dimensions are only a kilo- 
metre or two. In disturbed weather they cover a large part 
of the sky, and individual clouds may tower as high as 10 
kilometres or more, often ceasing their growth only upon 
reaching the stable stratosphere. These clouds produce 
heavy showers, hail, and thunderstorms (see below). 
At the level of the cloud base the speed of the rising 

air masses is usually about one metre per second, but 
may reach five metres per second, and similar values are 
measured inside smaller clouds. The upcurrents in thun- 
derclouds, however, often exceed five metres per second 
and may reach 30 metres per second or more. 
The rather special orographic clouds are produced by the 

ascent of air over hills and mountains. The air stream is 
set into oscillation when it is forced over the hill, and the 

clouds form in the crests of the (almost) stationary waves. 
There may thus be a succession of such clouds stretching 
downwind of the mountain, which remain stationary rel- 

ative to the ground in spite of strong winds that may be 
blowing through the clouds. The clouds have very smooth 
outlines and are called lenticular (lens-shaped) or wave 
clouds. Thin wave clouds may form at great heights (up to 
10 kilometres, even over hills only a few hundred metres 
high) and occasionally are observed in the stratosphere (at 
20 to 30 kilometres) over the mountains of Norway, Scot- 
land, Iceland, and Alaska. These atmospheric wave clouds 
are known as nacreous, or “mother-of-pearl,” clouds be- 
cause of their brilliant iridescent colours. 
Mechanisms of precipitation release. Growing clouds 

are sustained by upward air currents, which may vary in 
strength from a few centimetres per second to several me- 
tres per second. Considerable growth of the cloud droplets 
(with falling speeds of only about one centimetre per sec- 
ond) is therefore necessary if they are to fall through the 
cloud, survive evaporation in the unsaturated air below, 
and reach the ground as drizzle or rain. The production 
of a few large particles from a large population of much 
smaller ones may be achieved in one of two ways. The 
first of these depends on the fact that cloud droplets are 
seldom of uniform size because droplets form on nuclei of 
various sizes and grow under slightly different conditions 
and for different lengths of time in different parts of the 
cloud. A droplet appreciably larger than average will fall 
faster than the smaller ones, and so will collide and fuse 
(coalesce) with some of those that it overtakes. Calcula- 
tions show that, in a deep cloud containing strong upward 
air currents and high concentrations of liquid water, such 
a droplet will have a sufficiently long journey among its 
smaller neighbours to grow to raindrop size. This coales- 
cence mechanism is responsible for the showers that fall 
in tropical and subtropical regions from clouds whose tops 
do not reach the 0° C level and therefore cannot contain 
ice crystals. Radar evidence also suggests that showers in 
temperate latitudes may sometimes be initiated by the 
coalescence of waterdrops, although the clouds may later 
reach heights at which ice crystals may form in their 
upper parts. 
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Figure 10: Middle clouds. 
(Top left) Altocumulus undulatus, a layer of shaded, regularly arranged rolls. (Top right) 

Altocumulus perlucidus, a white and gray layer in which there are spaces between the 
elements. (Bottom left) Altostratus translucidus, showing the Sun as if seen through ground 
glass. (Bottom right) Altocumulus radiatus, a layer with laminae arranged in parallel bands. 

Photo Researchers, (top left) Richard Jepperson, (top right) H. von Meiss-Teuffen, (bottom left) Russ Kinne, (bottom right) Lawrence Smith 

The second method of releasing precipitation can operate 
only if the cloud top reaches elevations at which tempera- 
tures are below 0° C and the droplets in the upper cloud 
regions become supercooled. At temperatures below —40° 
C the droplets freeze automatically or spontaneously. At 
higher temperatures they can freeze only if they are in- 
fected with special, minute particles called ice nuclei. The 
origin and nature of these nuclei are not known with 
certainty, but the most likely source is clay-silicate par- 
ticles carried up from the ground by the wind. As the 
temperature falls below 0° C, more and more ice nuclei 
become active, and ice crystals appear in increasing num- 
bers among the supercooled droplets. Such a mixture of 
supercooled droplets and ice crystals is unstable, however. 
The cloudy air is usually only slightly supersaturated with 
water vapour with respect to the droplets and is strongly 
oversaturated with respect to ice crystals; the latter thus 
grow more rapidly than the droplets. After several min- 
utes the growing crystals acquire falling speeds of tens of 
centimetres per second, and several of them may become 
joined together to form a snowflake. In falling into the 
warmer regions of the cloud, this flake may melt and hit 
ground as a raindrop. 
The deep, extensive, multilayer cloud systems, from 

which precipitation of a widespread, persistent character 
falls, are generally formed in cyclonic depressions (lows) 
and near fronts. Cloud systems of this type are associated 
with feeble upcurrents of only a few centimetres per sec- 
ond that last for at least several hours. Although the struc- 
ture of these great rain-cloud systems is being explored by 
aircraft and radar, it is not yet well understood. That such 
systems rarely produce rain, as distinct from drizzle, un- 
less their tops are colder than about —12° C suggests that 
ice crystals are mainly responsible. This view is supported 
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by the fact that the radar signals from these clouds usually 
take a characteristic form that has been clearly identified 
with the melting of snowflakes. 
Showers, thunderstorms, and hail. Precipitation from 

shower clouds and thunderstorms, whether in the form of 
raindrops, pellets of soft hail, or true hailstones, is gener- 
ally of great intensity and shorter duration than that from 
layer clouds and is usually composed of larger particles. 
The clouds are characterized by their large vertical depth, 
strong vertical air currents, and high concentrations of 
liquid water, all factors favouring the rapid growth of pre- 
cipitation elements by the accretion of cloud droplets. 
In a cloud composed wholly of liquid water, raindrops 

may grow by coalescence. For example, a droplet being 
carried up from the cloud base grows as it ascends by 
sweeping up smaller droplets. When it becomes too heavy 
to be supported by the upcurrents, the droplet falls, con- 
tinuing to grow by the same process on its downward 
journey. Finally, if the cloud is sufficiently deep, the 
droplet will emerge from its base as a raindrop. 
In a dense, vigorous cloud several kilometres deep, the 

drop may attain its limiting stable diameter (about six 
millimetres) before reaching the cloud base and thus will 
break up into several large fragments. Each of these may 
continue to grow and attain breakup size. The number 
of raindrops may increase so rapidly in this manner that 
after a few minutes the accumulated mass of water can no 
longer be supported by the upcurrents and falls as a heavy 
shower. These conditions occur more readily in tropical 
regions. In temperate regions where the 0° C level is much 
lower in elevation, conditions are more favourable for the 
ice-crystal mechanism. 
The hailstones that fall from deep, vigorous clouds in 

warm weather consist of a core surrounded by several al- 
Growth of 
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Figure 11: Low clouds. 

(Left) Cumulonimbus calvus, a dense, heavy cloud with a considerable vertical extent, 
the upper portion of which has already lost its sharp outline. (Top centre) Cumulonimbus 
capillatus, showing the characteristic anvil-shaped upper portion, or thunderhead. (Top right) 
Cumulonimbus mamma, a light-coloured cloud sheet that has hanging protuberances on the 
undersurface. (Centre) Stratocumulus opacus, an extensive gray sheet with rounded masses, 
the greater part of which is sufficiently opaque to mask completely the Sun or Moon. (Bottom 
centre) Cumulus humilis, characterized by only a small vertical extent and appearing flattened. 
(Bottom right) Stratocumulus cumulogenitus (shown here with bright crepuscular rays), a gray 
layer with dark parts composed of elongated nonfibrous masses. These clouds represent a * 
late stage of daytime development of cumulus. 

(Left) William Belknap, Jr.—Rapho/Photo Researchers, (top centre, top right, centre, bottom centre) Photo Researchers, (top centre 
and centre) Russ Kinne, (top right) Irvin L. Oakes, (bottom centre) John G. Ross, (bottom right) Louis D. Rubin, Richmond, Virginia 

ternate layers of clear and opaque ice. When the growing 
particle traverses a region of relatively high air tempera- 
ture or high concentration of liquid water, or both, the 

transfer of heat from the hailstone to the air cannot oc- 
cur rapidly enough to allow all of the deposited water to 
freeze immediately. This results in the formation of a wet 
coating of slushy ice, which may later freeze to form a 
layer of compact, relatively transparent ice. If the hailstone 
then enters a region of lower temperature and lower water 
content, the impacting droplets may freeze individually to 
produce ice of relatively low density with air spaces be- 
tween the droplets. The alternate layers are formed as the 
stone passes through regions in which the combination of 
air temperature, liquid-water content, and updraft speed 
allows alternately wet and dry growth. 
It is held by some authorities that lightning is closely as- 

sociated with the appearance of precipitation, especially in 
the form of soft hail (see below), and that the charge and 
strong electric fields are produced by ice crystals or cloud 
droplets impacting on and bouncing off the undersurfaces 
of the hail pellets. For a detailed discussion of electrical 
effects in clouds, see below Thunderstorms. 

TYPES OF PRECIPITATION 

Drizzle. Liquid precipitation in the form of very small 
drops, with diameters between 0.2 and 0.5 millimetre and 
terminal velocities between 70 and 200 centimetres per 
second, is defined as drizzle. It forms by the coalescence 
of even smaller droplets in low layer clouds containing 
weak updrafts of only a few centimetres per second. High 
relative humidity below the cloud base is required to 
prevent the drops from evaporating before reaching the 
ground; drizzle is classified as slight, moderate, or thick. 

Slight drizzle produces negligible runoff from the roofs of 
buildings, and thick drizzle accumulates at a rate in excess 
of one millimetre per hour. 
Rain and freezing rain. Liquid waterdrops with diam- 

eters greater than those of drizzle constitute rain. Rain- 
drops rarely exceed six millimetres in diameter because 
they become unstable when larger than this and break up 
during their fall. The terminal velocities of raindrops at 
ground level range from two metres per second for the 
smallest to about 10 metres per second for the largest. 
The smaller raindrops are kept nearly spherical by surface- 
tension forces, but, as the diameter surpasses about two 

millimetres, they become increasingly flattened by aerody- 
namic forces. When the diameter reaches six millimetres, 
the undersurface of the drop becomes concave because of 
the airstream and the surface of the drop is sheared off 
to form a rapidly expanding bubble or bag attached to an 
annular ring containing the bulk of the water. Eventually 
the bag bursts into a spray of fine droplets and the ring 
breaks up into a circlet of millimetre-sized drops. 
Rain of a given intensity is composed of a spectrum of 

drop sizes, the average and median drop diameters being 
larger in rains of greater intensity. The largest drops, which 
have a diameter greater than five millimetres, appear only 
in the heavy rains of intense storms. 
When raindrops fall through a cold layer of air (colder 

than 0° C) and become supercooled, freezing rain occurs. 
The drops may freeze on impact with the ground to form 
a very slippery and dangerous “glazed” ice that is difficult 
to see because it is almost transparent. 
Snow and sleet. Snow in the atmosphere can be subdi- 

vided into ice crystals and snowflakes. Ice crystals gener- 
ally form on ice nuclei at temperatures appreciably below 
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the freezing point. Below —40° C water vapour can so- 
lidify without the presence of a nucleus. Snowflakes are 
aggregates of ice crystals that appear in an infinite vari- 
ety of shapes, mainly at temperatures near the freezing 
point of water. 
In British terminology, sleet is the term used to describe 

precipitation of snow and rain together or of snow melting 
as it falls. In the United States, it is used to denote partly 
frozen ice pellets. 
Snow crystals generally have a hexagonal pattern, often 

with beautifully intricate shapes. Three- and 12-branched 
forms occur occasionally. The hexagonal form of the 
atmospheric ice crystals, their varying size and shape 
notwithstanding, is an outward manifestation of an inter- 
nal arrangement in which the oxygen atoms form an open 
lattice (network) with hexagonally symmetrical structure. 
According to a recent internationally accepted classifica- 
tion there are seven types of snow crystals: plates, stellars, 
columns, needles, spatial dendrites, capped columns, and 
irregular crystals. They are shown in Figure 12. The size 
and shape of the snow crystals depend mainly on the tem- 
perature of their formation and on the amount of water 
vapour that is available for deposition. The two principal 
influences are not independent; the possible water vapour 
admixture of the air decreases strongly with decreasing 
temperature. The vapour pressure in equilibrium with a 
level surface of pure ice is 50 times greater at —2° C 
than at —42° C, the likely limits of snow formation in 

Vincent J. Schaefer 
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Figure 12: Classification of frozen precipitation. 
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Table 2: Relation of Crystal Shape and Temperature at Formation 

temperature (°C) form temperature (°C) form 

thin hexagonal —12 to—16 
plates 

needles =16 fo —25 

dendritic 
crystals 

hexagonal 
plates 

=25)to—50 hollow, prismatic 
columns 

hexagonal 
plates 

the air. Crystal shape and temperature at formation are 
related in Table 2. 
At temperatures above about —40° C, the crystals form 

on nuclei of very small size that float in the air (hetero- 
geneous nucleation). The nuclei consist predominantly of 
silicate minerals of terrestrial origin, mainly clay minerals 
and micas. At still lower temperatures ice may form di- 
rectly from water vapour (homogeneous nucleation), The 
influence of the atmospheric water vapour depends mainly 
on its degree of supersaturation with respect to ice. 
If the air contains a large excess of water vapour, the 

snow particles will grow fast and there may be a tendency 
for dendritic (branching) growth. With low temperature 
the excess water vapour tends to be small, and the crystals 
remain small. In relatively dry layers the snow particles 
generally have simple forms. Complicated forms of crys- 
tals will cling together with others to form snowflakes that 
consist occasionally of up to 100 crystals; the diameter of 
such flakes may be as large as 2.5 centimetres. This process 
will be furthered if the crystals are near freezing point and 
wet, possibly by collision with undercooled water droplets. 
If a crystal falls into a cloud with great numbers of such: 
drops, it will sweep some of them up. Coming into con- 
tact with ice, they freeze and form an ice cover around 
the crystal. Such particles are called soft hail or graupel 
(see below). 

Snow particles constitute the clouds of cirrus type— 
namely cirrus, cirrostratus, and cirrocumulus, and many 
clouds of alto type. Ice and snow clouds originate nor- 
mally only at temperatures some degrees below the freez- 
ing point; they predominate at —20° C. In temperate and 
low latitudes these clouds occur in the higher layers of 
the troposphere. In tropical regions they hardly ever occur 
below 4,570 metres. On high mountains and particularly 
in polar regions, they can occur near the surface and may 
appear as ice fogs. If cold air near the ground is over- 
lain by warmer air (a very common occurrence in polar 
regions, especially in winter), mixture at the border leads 
to supersaturation in the cold air. Small ice columns and 
needles, “diamond dust,” will be formed and float down, 
glittering, even from a cloudless sky. In the coldest parts 
of Antarctica where temperatures near the surface are be- 
low —S0° C on the average and rarely above —30° C, the 
formation of diamond dust is a common occurrence. The 
floating and falling ice crystals produce in the light of the 
Sun and Moon the manifold phenomena of atmospheric 
optics, halos, arcs, circles, mock suns, some coronas, and 

iridescent clouds. Most of the different optical appearances 
can be explained by the shapes of the crystals and their 
position with respect to the light source. 
Most of the moderate to heavy rain in temperate lati- 

tudes depends on the presence of ice and snow particles in 
clouds. In the free atmosphere, droplets of fluid water can 
be undercooled considerably; typical ice clouds originate 
mainly at a temperature near —20° C. At an identical 
temperature below freezing point the water molecules are 
kept more firmly in the solid than in the fluid state. The 
equilibrium pressure of the gaseous phase is smaller in 
contact with ice than with water. At —20° C, which is the 
temperature of the formation of typical ice clouds (cirrus), 
the equilibrium pressure with respect to undercooled water 
(relative humidity 100 percent) is 22 percent greater than 
the equilibrium pressure of the water vapour in contact 
with ice. Hence, with an excess of water vapour beyond 
the equilibrium state, the ice particles tend to incorporate 
more water vapour and to grow more rapidly than the 
water droplets. 

Being larger and so less retarded by friction, the ice par- 
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ticles fall more rapidly. In their fall they sweep up some 
water droplets, which on contact become frozen. Thus 
a cloud layer originally consisting mainly of undercooled 
water with few ice crystals is transformed into an ice 
cloud. The development of the anvil shape at the top of a 
towering cumulonimbus cloud shows this transformation 
very clearly. The larger ice particles overcome more readi- 
ly the rising tendency of the air in the cloud. Falling into 
lower levels they grow, aggregating with other crystals and 
possibly with water drops, melt, and form raindrops when 
near-surface temperatures permit. 
Hail. Solid precipitation in the form of hard pellets of 

ice that fall from cumulonimbus clouds is hail. It is con- 
venient to distinguish among three types of hail particles. 
The first is soft hail, or snow pellets, which are white, 

opaque, rounded or conical pellets as large as six mil- 
limetres in diameter. They are composed of small cloud 
droplets frozen together, have a low density, and are 
readily crushed. 

Second is small hail (ice grains or pellets), transparent 
or translucent pellets of ice that are spherical, spheroidal, 
conical, or irregular in shape, with diameters of a few mil- 
limetres. They may consist of frozen raindrops, of largely 
melted and refrozen snowflakes, or of snow pellets encased 
in a thin layer of solid ice. 

True hailstones, the third type, are hard pellets of ice, 
larger than five millimetres in diameter, that may be 
spherical, spheroidal, conical, discoidal, or irregular in 
shape and often have a structure of concentric layers of 
alternately clear and opaque ice (Figure 13). A moderately 
severe storm may produce stones a few centimetres in 
diameter, whereas a very severe storm may release stones 
with a maximum diameter of 10 centimetres or more. 
Large damaging hail falls most frequently in the conti- 
nental areas of middle latitudes (e.g., in the Nebraska— 
Wyoming-Colorado area of the United States, in South 
Africa, and in northern India) but is rare in equatorial re- 
gions. Terminal velocities of hailstones range from about 
five metres per second for the smallest stones to perhaps 40 
metres per second for stones five centimetres in diameter. 

WORLD DISTRIBUTION OF PRECIPITATION plat etn NA Shah ie ES hes EEA EL, 

Regional and latitudinal distribution. The yearly pre- 
cipitation averaged over the whole Earth is about 100 
centimetres, but this is distributed very unevenly. The 

Figure 14: Distribution of mean annual rainfall (including snowmelt) in centimetres. 

Figure 13: Section through the centre of a 
large hailstone. 

(A) Alternate layers of opaque (white) and 
transparent (black) ice seen in reflected light. (B) 
The individual crystals seen in polarized light. The 
Opaque layers are composed of small crystals and 
the transparent layers of much larger crystals. 
By courtesy of K.A. Browning 

regions of highest rainfall are found in the equatorial zone 
and the monsoon area of Southeast Asia (Figure 14). Mid- 
dle latitudes receive moderate amounts of precipitation, 
but little falls in the desert regions of the subtropics and 
around the poles. 

From H.H. Lamb, Climate: Present, Past and Future; Methuen & Co. Ltd 
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If the Earth’s surface were perfectly uniform, the long- 
term average rainfall would be distributed in distinct lat- 
itudinal bands, but the situation is complicated by the 
pattern of the global winds, the distribution of land and 
sea, and the presence of mountains. Because rainfall re- 

sults from the ascent and cooling of moist air, the areas 
of heavy rain indicate regions of rising air, whereas the 
deserts occur in regions in which the air is warmed and 
dried during descent. In the subtropics, the trade winds 
bring plentiful rain to the east coasts of the continents, 
but the west coasts tend to be dry. On the other hand, in 

high latitudes the west coasts are generally wetter than the 
east coasts. Rain tends to be abundant on the windward 
slopes of mountain ranges but sparse on the lee sides. 
In the equatorial belt, the trade winds from both hemi- 

spheres converge and give rise to a general upward motion 
of air, which becomes intensified locally in tropical storms 
that produce very heavy rains in the Caribbean, the Indian 
and southwest Pacific oceans, and the China Sea, and in 
thunderstorms that are especially frequent and active over 
the land areas. During the annual cycle, the doldrums 
move toward the summer hemisphere so that, outside a 
central region near the Equator, which has abundant rain 

at all seasons, there is a zone that receives much rain in 

summer but a good deal less in winter. 
The dry areas of the subtropics, such as the desert regions 

of North Africa, the Arabian Peninsula, South Africa, 

Australia, and central South America, are due to the 

presence of semipermanent, subtropical anticyclones in 
which the air subsides and becomes warm and dry. These 
high-pressure belts tend to migrate with the seasons and 
cause summer dryness on the poleward side and winter 
dryness on the equatorward side of their mean positions 
(see below Cyclones and anticyclones). The easterly trade 
winds, having made a long passage over the warm oceans, 
bring plentiful rains to the east coasts of the subtropical 
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Figure 15: World distribution of snow cover. 
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landmasses, but the west coasts and the interiors of the 
continents, which are often sheltered by mountain ranges, 
are very dry. 
In middle latitudes the weather and the rainfall are domi- 

nated by traveling depressions and fronts that yield a good 
deal of rain in all seasons and in most places except the 
far interiors of the Asian and North American continents. 
Generally the rainfall is more abundant in summer, ex- 
cept on the western coasts of North America, Europe, and 
North Africa, where it is higher during the winter. 
At high latitudes and especially in the polar regions, the 

low precipitation is caused partly by subsidence of air in 
the high-pressure belts and partly by the low temperatures. 
Snow or rain occur at times (see Figures 14 and 15), but 
evaporation from the cold sea and land surfaces is slow, 
and the cold air has little capacity for moisture. 
The influence of oceans and continents on rainfall is 

particularly striking in the case of the Indian monsoon. 
During the Northern Hemisphere winter, cool, dry air 
from the interior of the continent flows southward and 
produces little rain over the land areas. After the: air 
has traveled some distance over the warm tropical ocean, 
however, it releases heavy shower rains over the East In- 
dies. During the northern summer, when the monsoon 
blows from the southwest, rainfall is heavy over India and 
Southeast Asia. These rains are intensified where the air is 
forced to ascend over the windward slopes of the Western 
Ghats and the Himalayas. 
The combined effects of land, sea, mountains, and pre- 

vailing winds show up in South America. There the desert 
in southern Argentina is sheltered by the Andes from the 
westerly winds blowing from the Pacific Ocean, and the 

west-coast desert is not only situated under the South 
Pacific subtropical anticyclone but is also protected by the 
Andes against rain-bearing winds from the Atlantic. 
Amounts and_ variability. The long-term average 

Z Zep ae ear LMG 

Duration of snow 
Is —6 cover (months) 

al Limits of regular snowfall 
near sea level 

Adapted from G.D. Rikhter, Geografiie Mezhnogo Pokrova 

451 

Middle 
and high 
latitudes 

stp 
I; 

Limits of exceptional snowfall 
near sea level 



452 Climate and Weather 

Relation 

of 
variability 
and 

average 
amount 

Air masses 

amounts of precipitation for a season, or a year, give 
little information on the regularity with which rain may 
be expected, particularly for regions where the average 
amounts are small. For example, at Iquique, in northern 

Chile, four years once passed without rain, whereas the 
fifth year gave 15 millimetres; the five-year average was 
therefore three millimetres. Clearly, such averages are of 
little practical value, and the frequency distribution or the 
variability of precipitation also must be known. 
The variability of the annual rainfall is closely related to 

the average amounts. For example, over the British Isles, 
which have a very dependable rainfall, the annual amount 
varies by less than 10 percent above the long-term average 
value. A variability of less than 15 percent is typical of 
the mid-latitude cyclonic belts of the Pacific and Atlantic 
oceans and of much of the wet equatorial regions. In the 
interiors of the desert areas of Africa, Arabia, and Central 
Asia, however, the rainfall in a particular year may deviate 
from the normal long-term average by more than 40 per- 
cent. The variability for individual seasons or months may 
differ considerably from that for the year as a whole, but 
again the variability tends to be higher where the average 
amounts are low. 

The heaviest annual rainfall in the world was recorded at 
Cherrapunji, India, where 26,470 millimetres fell between 
August 1860 and July 1861. The heaviest rainfall in a pe- 
riod of 24 hours was 1,870 millimetres recorded at Cilaos, 
Réunion, in the Indian Ocean on March 15-16, 1952. The 
lowest recorded rainfall in the world occurred at Arica, in 
northern Chile. An annual average, taken over a 43-year 
period, was only 0.5 millimetre. 
Although past records give some guide, it is not possible 

to estimate very precisely the maximum possible precipi- 
tation that may fall in a given locality during a specified 
interval of time. Much will depend on a favourable com- 
bination of several factors, including the properties of the 
storm and the effects of local topography. Thus it is pos- 
sible only to make estimates that are based on analyses 
of past storms or on theoretical calculations that attempt 
to maximize statistically the various factors or the most 
effective combination of factors that are known to control 
the duration and intensity of the precipitation. For many 
important planning and design problems, however, esti- 
mates of the greatest precipitation to be expected at a given 
location within a specified number of years are required. 

In the design of a dam, the highest 24-hour rainfall to 
be expected once in 30 years over the whole catchment 
area might be relevant. For dealing with such problems, a 
great deal of work has been devoted to determining, from 
past records, the frequency with which rainfalls of given 
intensity and total amount may be expected to reoccur at 
particular locations and also to determining the statistics 
of rainfall for a specific area from measurements made at 
only a few points. 

EFFECTS OF PRECIPITATION 

Raindrop impact and soil erosion. Large raindrops, up 

to six millimetres in diameter, have terminal velocities of 
about 10 metres per second and so may cause consid- 
erable compaction and erosion of the soil by their force 
of impact. The formation of a compacted crust makes it 
more difficult for air and water to reach the roots of plants 
and encourages the water to run off the surface and carry 
away the topsoil with it. In hilly and mountainous areas, 
heavy rain may turn the soil into mud and slurry, which 
may produce enormous erosion by mudflow generation. 
Rainwater running off hard, impervious surfaces or water- 
logged soil may cause local flooding. 
Surface runoff. The rainwater that is not evaporated 

or stored in the soil eventually runs off the surface and 
finds its way into rivers, streams, and lakes or percolates 

through the rocks and becomes stored in natural under- 
ground reservoirs. A given catchment area must achieve 
an overall balance such that precipitation (P) less evapo- 
ration of moisture from the surface (E) will equal storage 
in the ground (S) and runoff (R). This may be expressed: 
P—E=S+R. The runoff may be determined by measur- 
ing the flow of water in the rivers with stream gauges, and 
the precipitation measured by a network of rain gauges, 
but storage and evaporation are more difficult to estimate. 
Of all the water that falls on the Earth’s surface, the 

relative amounts that run off, evaporate, or seep into the 
ground vary so much for different areas that no firm 
figures can be given for the Earth as a whole. It has been 
estimated, however, that in the United States 10 to 50 
percent of the rainfall runs off at once, 10 to 30 percent 
evaporates, and 40 to 60 percent is absorbed by the soil. 
Of the entire rainfall, 15 to 30 percent‘is estimated to be 
used by plants, either to form plant tissue or in transpira- 
tion. (B.J.M./F.P.L./Ed.) 

ATMOSPHERIC PRESSURE AND WIND 

Atmospheric pressure 

Atmospheric pressure and wind are both significant con- 
trolling factors in the Earth’s weather and climate. Al- 
though these two physical variables may at first glance 
appear to be quite different, they are in fact closely related. 
Wind exists because of horizontal and vertical differences 
(gradients) in pressure, yielding a correspondence that of- 
ten makes it possible to use the pressure distribution as an 
alternative representation of atmospheric motions. Pres- 
sure is the force exerted on a unit area, and atmospheric 
pressure is equivalent to the weight of air above a given 
area on the Earth’s surface or within its atmosphere. This 
pressure is usually expressed in millibars (one mb equals 
1,000 dynes per square centimetre) or in kilopascals (kPa; 
one kPa equals 10,000 dynes per square centimetre). Dis- 
tributions of pressure on a map are depicted by a series of 
curved lines called isobars, each of which connects points 
of equal pressure. 
At sea level, the mean pressure is about 1,000 millibars 

(100 kilopascals), varying by less than 5 percent from this 
value at any given location or time. Figures 16 and 17 
show mean sea-level pressure for the mid-winter and mid- 
summer months. Since these charts represent average val- 
ues Over several days, pressure features that are relatively 
consistent day after day emerge, while more transient, 
short-lived features are removed. Those that remain are 
known as semi-permanent pressure centres and are the 
source regions for major, relatively uniform bodies of air 

known as air masses. Warm, moist maritime tropical (mT) 
air forms over tropical or subtropical ocean waters in as- 
sociation with the high-pressure regions prominent there. 
Cool, moist maritime polar (mP) air, on the other hand, 
forms over the colder subpolar ocean waters just south 
and east of the large, winter oceanic low-pressure regions. 
Over the continents, cold, dry continental polar (cP) air 
forms in the high-pressure regions that are especially pro- 
nounced in winter, while hot, dry continental tropical 
(cT) air forms over hot, desertlike continental domains in 
summer in association with low-pressure areas sometimes 
called heat lows. 
A closer examination of Figures 16 and 17 reveals some 

interesting features. First, it is clear that sea-level pressure 
is dominated by closed high- and low-pressure centres, 
which are largely caused by differential surface heating be- 
tween low and high latitudes and between continental and 
oceanic regions. High pressure tends to be amplified over 
the colder surface features. Second, because of seasonal 
changes in surface heating, the pressure centres exhibit 
seasonal changes in their characteristics. For example, the 
Siberian High, Aleutian Low, and Icelandic Low that are 
sO prominent in the winter virtually disappear in summer 
as the continental regions warm relative to surrounding 
bodies of water. At the same time, the Pacific and Atlantic 
highs amplify and migrate northward. 
At altitudes well above the Earth’s surface (Figure 18), 

the monthly average pressure distributions show much 
less tendency to form in closed centres but rather ap- 
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Figure 16: World distribution of mean sea-level pressure (in millibars) for January, and primary 

and secondary storm tracks. The general character of the global winds is also shown. 

From H.L. Crutcher and O.M. Davis, Navy Marine Climatic Atlas of the World, vol. 8, NAVAIR 50-1C-54; U.S, Naval Weather Service Command 

pear as quasi-concentric circles around the poles. This 
more symmetrical appearance reflects the dominant role 
of meridional radiative heating/cooling differences. Ex- 
cess heating in tropical latitudes, compared to the polar, 
produces higher pressure at upper levels in the tropics. 
In addition, the greater heating/cooling contrast in win- 
ter yields stronger pressure differences during this season. 
Perfect symmetry is interrupted by superimposed wavelike 
disturbances. These are most pronounced over the North- 
ern Hemisphere, with its more prominent land-ocean 
contrasts and orographic features. 

Wind 

RELATIONSHIP OF WIND TO PRESSURE 

AND GOVERNING FORCES 

The changing wind patterns are governed by Newton’s 
second law of motion, which states that the sum of the 
forces acting on a body equals the product of the mass 
of that body and the acceleration caused by those forces. 
The basic relationship between atmospheric pressure and 
horizontal wind is revealed by disregarding friction and 
any changes in wind direction and speed to yield the 
mathematical relationship 

(1) 

where uw is the zonal wind speed (+ eastward), v the merid- 
ional wind speed (+ northward), f=2q@ sin g (Coriolis 
parameter), w the angular velocity of the Earth’s rotation, 
g the latitude, p the air density (mass per unit volume), 
p the pressure, and x and y the distances toward the east 

and north, respectively. This simple, non-accelerating flow 
is known as geostrophic balance and yields a motion field 
known as the geostrophic wind. Equation (1) expresses, for 
both the x and y directions, a balance between the force 
created by horizontal differences in pressure (the horizon- 
tal pressure-gradient force) and the force that results from 
the Earth’s rotation (the Coriolis force), as depicted is Fig- 
ure 19. The pressure-gradient force expresses the tendency 
of pressure differences to effectuate air movement from 
higher to lower pressure. The Coriolis force is a more 
complicated concept that arises because the air motions 
are observed on a rotating, nearly spherical body. The to- 
tal motion of a parcel of air has two parts: (1) the motion 
relative to the Earth as if the Earth were fixed, and (2) 
the motion given to the parcel by the planet’s rotation. If 
an observer viewed the atmosphere from a fixed point in 
space, the rotation of the Earth would be apparent to him 
and he would observe the total motion. An observer on 
the ground, however, sees and measures only the relative 
motion and, as he also is rotating, cannot see directly the 
rotational motion applied by the Earth. Instead, he sees 
the effect of the rotation as a deviation applied to the 
relative motion. The quantity that causes this deviation 
is the so-called Coriolis force. More specifically, what the 
observer sees is a deflection of the relative motion to the 
right in the Northern Hemisphere and to the left in the 
Southern Hemisphere. Of particular significance in this 
simple model of wind—pressure relationships is the fact that 
the geostrophic wind blows in a direction parallel to the 
isobars with the low pressure on the observer’s left as he 
looks downwind in the Northern Hemisphere and on his 
right in the Southern Hemisphere. Furthermore, the wind 
speed increases as the distance between isobars decreases 
(or pressure gradient increases). Curvature (i.e., changes in 
wind direction) can be added to this model with relative 
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Figure 17: World distribution of mean sea-level pressure (in millibars) for July, and primary 
and secondary storm tracks. The general character of the global winds is also shown. <* 
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ease in a flow representation known as the gradient wind. 
The basic wind-pressure relationships, however, remain 
qualitatively the same. Of greatest importance is the fact 
that actual observed winds tend to behave much as the 
geostrophic- or gradient-flow models predict in most of 
the atmosphere. 
The most notable exceptions are in low latitudes where 

the Coriolis parameter becomes very small and thus equa- 
tion (1) cannot be used to provide a reliable wind estimate, 
and in the lowest kilometre of the atmosphere where 
friction becomes important. The friction induced by flow 
over the underlying surface reduces the wind speed and 
alters the simple balance of forces depicted in Figure 19 
such that the wind blows with a component toward lower 
pressure, as shown in Figure 20. 

CYCLONES AND ANTICYCLONES Pectin AS See Ste BA et ce eee 

Simply stated, cyclones and anticyclones are regions of 
relatively low and high pressure, respectively. They occur 
over most of the Earth in a variety of sizes ranging from 
the very large, semipermanent examples described above 
to smaller, highly mobile systems. The latter are the focus 
of discussion in this section. 
Common to both cyclones and anticyclones are the char- 

acteristic circulation patterns. The geostrophic-flow model 
(see above) dictates that in the Northern Hemisphere flow 
around a cyclone—cyclonic circulation—is counterclock- 
wise and flow around an anticyclone—anticyclonic cir- 
culation—is clockwise (Figure 21). Circulation directions 
are reversed in the Southern Hemisphere (see Figures 16 
and 17). In the presence of friction, the superimposed 
component of motion toward lower pressure produces a 
“spiraling” motion in toward the low centre and out away 
from the high centre. 
The cyclones that form outside the equatorial belt, 

known as extratropical cyclones, may be regarded as large 
eddies in the broad air currents that flow in the general 
direction from west to east around the middle latitudes of 
both hemispheres (see below). They are an essential part 
of the mechanism by which the excess heat received from 
the Sun in the equatorial belt is conveyed toward higher 
latitudes. These higher latitudes radiate more heat to space 
than they receive from the Sun, and heat must reach them 
by winds from the equatorial belt if their temperature is 
to be maintained. If there were no cyclones and anticy- 
clones, the north-south movements of the air would be 
much more limited, and there would be little opportunity 
for heat to be carried poleward by winds of subtropical 
origin. Under such circumstances the temperature of the 
equatorial regions would increase and the polar regions 
would cool; the temperature gradient between them would 
intensify. 
Strong horizontal gradients of temperature are particu- 

larly favourable for the formation and development of 
cyclones. In the absence of cyclones and anticyclones the 
temperature difference between pole and Equator would 
tend to build up until it was sufficiently intense to gener- 
ate new cyclones. The new cyclones themselves, however, 
would tend to reduce the temperature difference. Thus, 
the wind circulation on the Earth represents a balance 
between the effect of solar radiation in building a tem- 
perature difference between pole and Equator, and the 
effect of cyclones, anticyclones, and other wind systems in 
destroying this temperature contrast. 
Cyclones of a somewhat different character occur closer 

to the Equator, forming in latitudes 10° to 15° N and S 
over the oceans. They generally are known as tropical cy- 
clones but, more specifically, as hurricanes in the Atlantic 
and Caribbean, as typhoons in the western Pacific and 
China Sea, and as willy-willies off the coasts of Australia. 

Mean sea-level pressure 

in millibars 
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Figure 18: Contours on the surface for which the pressure is 300 millibars. 
Winds of the upper troposphere parallel these isobars. Note (left) the more marked seasonal 
change in pattern in the Northern Hemisphere. 

From H.L. Crutcher, R.L. Jenne, H. van Loon, and J.J. Taljaard, Climate of the Upper Air, part 1, Southern Hemisphere, NAVAIR 50-1C-55; U.S. Naval Weather Service Command 

These storms are of smaller diameter than the extratropical 
cyclones, ranging from 100 to 500 kilometres in diame- 
ter, and are accompanied by winds that sometimes reach 
extreme violence. These storms are more fully described 
below in the section Hurricanes and typhoons. 
Extratropical cyclones. Of the various examples of tran- 

sient cyclones, extratropical cyclones are the most abun- 
dant and exert influence on the broadest scale, affecting 
the largest percentage of the Earth’s surface. Furthermore, 
this class of cyclones is the principle cause of day-to-day 
weather changes experienced in middle and high latitudes 
and thus is the focal point of much of modern weather 
forecasting. The seeds for many current ideas concerning 
extratropical cyclones were sown between 1912 and 1930 
by a group of Scandinavian meteorologists working in 

Bergen, Nor. This so-called Bergen school, founded by The model 
Vilhelm Bjerknes, formulated a model for a cyclone that of the 
forms as a disturbance along a zone of strong temperature 
contrast known as a front, which in turn constitutes a 
boundary between two contrasting air masses. 
In this model proposed by the Bergen school, the masses 

of polar and mid-latitude air around the globe are sepa- 
rated by the polar front. The area bounding this region 
of strong temperature gradient has a reservoir of potential 
energy that can be readily tapped and converted into the 
kinetic energy associated with extratropical cyclones. For 
this reservoir to be tapped, a cyclone (called a wave, or 
frontal, cyclone) must develop much in the way shown 
in Figure 22. The feature that is of primary importance 
prior to cyclone development (cyclogenesis) is a front, 

Bergen 
school 
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Figure 19: Balance of forces and resulting geostrophic wind. 

A gradient is the rate of decrease of a quantity per unit 
distance over which that decrease occurs. It should be noted 

that HPG and CF are of equal magnitude but act in opposite 
directions (balanced forces) and that V, is perpendicular to 

both forces. Moreover, HPG acts from high to low pressure 
(p), and CF acts to the right of V, in the Northern Hemisphere 
and to the left in the Southern Hemisphere. 

represented in Figure 22A as a heavy black line with 
alternating triangles or semicircles attached to it. This 
stationary or very slow-moving front forms a boundary 
between cold and warm air and so is a zone of strong 
horizontal temperature gradient (sometimes referred to as 
a baroclinic zone). Cyclone development is initiated as a 
disturbance along the front, which distorts the front into 
the wavelike configuration (22B). As the pressure within 
the disturbance continues to decrease, the disturbance 
assumes the appearance of a small cyclone and forces 
northward and southward movements of warm and cold 
air, respectively, which are represented by mobile frontal 
boundaries. As depicted in 22C, the front that signals 

the advancing cold air (cold front) is indicated by the 
triangles, while the front corresponding to the advancing 
warm air (warm front) is indicated by the semicircles. As 
the cyclone continues to intensify (22D), the cold, dense 

air streams rapidly southward, yielding a cold front with 
a typical slope of one to 50 and a propagation speed of 
eight to 15 metres per second (about 15 to 30 knots). 
At the same time, the warm, less dense air moving in a 

northerly direction flows up over the cold air east of the 
cyclone to produce a warm front with a typical slope of 
one to 200 and a much slower propagation speed of 2.5 
to eight metres per second. This difference in propagation 
speeds allows the cold front to overtake the warm front to 
produce yet another, more complicated frontal structure 
known as an occluded front (22E, with alternating trian- 
gles and semicircles on the same side). This occlusion pro- 
cess may be followed by further storm intensification. The 
separation of the cyclone from the warm air to the south, 

however, eventually leads to the storm’s decay (cyclolysis). 
The life cycle of such an event is typically several days, 

during which the cyclone may travel from several hun- 
dred to a few thousand kilometres. In its path and wake 
occur dramatic weather changes. A typical sequence of 
weather that might be experienced as a cyclone and its 
fronts approach and pass through an area is depicted in 
Figure 23. Shown here is a cross section of the clouds and 
precipitation that usually occur along line ab in Figure 
22D. Warm frontal weather is characterized by stratiform 
clouds, which descend as the front approaches and which 
eventually yield rain or snow. The passing of a warm front 
brings a rise in air temperature and clearing skies. The 
warmer air, however, may also harbour the ingredients for 
rain shower or thunderstorm formation, a condition that 

is enhanced as the cold front approaches. The passage of 
the cold front is marked by the influx of colder air, for- 

mation of stratocumulus cloud with some lingering rain 
or snow showers, and then eventual clearing. While this is 
an oft-repeated scenario, it is important to recognize that 
many other weather sequences can occur. For example, 
the stratiform clouds of a warm front may have imbedded 
cumulus formations and thunderstorms; the warm sector 

might be quite dry and yield few or no clouds; the pre- 
cold-front weather may closely resemble that found ahead 
of the warm front; or the post-cold-front air may be com- 
pletely cloud-free. Cloud patterns oriented along fronts 
and spiraling around the cyclone vortex are consistently 
revealed in satellite pictures of the Earth (Figure 24). 

The actual formation of any area of low pressure requires 
that mass in the column of air lying above the Earth’s 
surface be reduced. This loss of mass then reduces the 
surface pressure. In the late 1930s and early 1940s, three 
members of the Bergen school, Jacob Bjerknes, J. Holm- 
boe, and Carl-Gustaf Rossby, recognized that transient 
surfaces disturbances were accompanied by complemen- 
tary wave features in the flow in the middle and higher 
atmospheric layers. These wave features (see below) are 

accompanied by regions of mass divergence and conver- 
gence that support the growth of surface-pressure fields 
and direct their movement. 
While extratropical cyclones often form, intensify, or 

both in association with fronts, there are some that appear 
in the middle of a single air mass. A notable example is 
a class of cyclones, generally smaller than the frontal vari- 
ety, that form in polar air streams in the wake of a frontal 
cyclone. These so-called polar lows are most prominent 
in subpolar marine environments and are thought to be 
caused by the transfer of heat and moisture from the 
warmer water surface into the overlying polar air and by 
supporting middle-tropospheric circulation features. Other 
cyclones form on the lee side of mountain barriers as the 
general westerly flow is disturbed by the mountain. 
Anticyclones. While cyclones are typically regions of 

inclement weather induced by upward motions of five to 
10 centimetres per second, anticyclones are usually mete- 
orologically quiet regions. Generally larger than cyclones, 
anticyclones exhibit downward motions of one to three 
centimetres per second and yield dry stable air that may 
extend horizontally many hundreds of kilometres. 
In most cases, an actively developing anticyclone forms 

in the region of cold air behind a cyclone as it moves away 
and before the next cyclone advances. Such an anticyclone 
is known as a cold anticyclone. A result of the downward 
air motion in an anticyclone, however, is compression of 
the descending air, and as a consequence of this com- 
pression the air is warmed. Thus after a few days the air 
composing the anticyclone at levels two to five kilometres 
above the ground tends to increase in temperature, and 
the anticyclone is transformed into a warm anticyclone. 
The air near the ground cannot descend and is not much 
affected by this process. 
Warm anticyclones move slowly, and cyclones are di- 

verted around their periphery. During their transformation 
from cold to warm anticyclones, they usually move out 
of the main belt followed by cyclones in middle latitudes, 
often amalgamating with the quasi-permanent band of 
relatively high pressure that is found in both hemispheres 
around latitude 20° to 30°—the so-called subtropical 
anticyclones. On some occasions the warm anticyclones 
remain in the belt normally occupied by the mid-latitude 
westerly winds. The normal tracks of cyclones are then 
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Figure 20: Balance of forces with friction (F) included. 
It can be seen that V has a component toward lower pressure 

and that CF remains perpendicular to V but is no longer equal 
and opposite to HPG. 
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Figure 21: /dealized depiction of flow around low (L) and high 
(H) pressure centres in the absence and presence of friction. 
The solid lines are isobars. The arrows indicate the direction of 
flow in the Northern Hemisphere. 

considerably modified; depressions are either blocked in 
their eastward progress or diverted to the north or south 
of the anticyclone. Anticyclones that interrupt the normal 
circulation of the westerly wind in this way are blocking 
anticyclones. They frequently persist for a week or more, 
and the occurrence of a few such blocking anticyclones 
may dominate the character of a season. Blocking anticy- 
clones are particularly common over Europe, the eastern 
Atlantic, and the Alaskan area. 
The descent and warming of the air in an anticyclone 

might be expected to lead to the dissolution of clouds 
and the absence of rain. This occurs often, particularly in 

summer. Since the air near the ground cannot take part 
in the descent, it may become stagnant. In winter the 
ground cools and the lower layers of the atmosphere also 

become cold. Fog may be formed as the air is cooled to 
its dew point. Under other circumstances the air trapped 

in the first kilometre above the surface may pick up mois- 
ture from the sea or moist surfaces, and layers of cloud 
may form from near the ground to a height of about one 
kilometre. Such layers of cloud can be persistent in anti- 
cyclones (except over the continents in summer), but they 
rarely grow thick enough to produce rain. If precipitation 
occurs, it is usually drizzle or light snow. 
Anticyclones are thus regions of clear skies and warm 

sunny weather in summer; at other times of the year 
cloudy and foggy weather may be more typical. Winter 
anticyclones produce colder than normal temperatures at 

the surface, particularly if the skies remain clear. Anti- 
cyclones are responsible for periods of little or no rain, 
and such periods may be prolonged in association with 
blocking highs. 
Cyclone and anticyclone climatology. Migrating cy- 

clones and anticyclones tend to be distributed around cer- 
tain preferred regions, known as tracks, that emanate from 
preferred cyclogenetic regions. The contrast between win- 
ter and summer can be seen in Figures 16 and 17, which 
show cyclone tracks for January and July. Favoured cy- 
clogenetic regions in the Northern Hemisphere are found 
on the lee side of mountains and off the east coasts of 
continents. Cyclones then track east or southeast before 
eventually turning northeastward and decaying. The tracks 
are also displaced farther northward in July, reflecting the 
more northward position of the polar front in summer. 
Continental cyclones usually intensify at a rate of 0.5 
millibar per hour or less, although more dramatic exam- 
ples can be found. Marine cyclones, on the other hand, 
often experience explosive development in excess of one 
millibar per hour, particularly in winter. 
Anticyclones tend to migrate southeastward out of the 
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cold air mass regions and then eastward before decaying 
or merging with a warm anticyclone, or they form in the 
wake of extratropical cyclones. These tracks also migrate 

northward with the warm season. Anticyclone tracks over 

North America and the surrounding ocean environment 

for January and July are shown in Figure 25. 

In the Southern Hemisphere, where most of the Earth’s 

surface is covered by oceans, the cyclones are distributed 
fairly uniformly through the various longitudes. Typically, 
cyclones form initially in latitudes 30° to 40° S and move 
in a generally southeastward direction, reaching maturity 
in latitudes around 60°. Thus the Antarctic continent is 
usually ringed by a number of mature or decaying cy- 
clones, and the belt of ocean from 40° to 60° S is a region 
of persistent, strong westerly winds that form part of the 

circulation to the north of the main cyclone centres. These 
are the “roaring forties,” where the westerly winds are 
interrupted only at intervals by the passage southeastward 
of developing cyclones. 
Anticyclonic development seldom occurs over the south- 

ern oceans. Anticyclones thus are transient features of the 
weather regime in the Southern Hemisphere. 

LOCAL WINDS 

Scale classes. Organized wind systems occur with di- 
mensions ranging from tens of metres to thousands of 
kilometres and possess residence times that vary from 
seconds to weeks. The typical size and/or lifetime of a 

phenomenon is known as its scale. Since the atmosphere 

exhibits such a large variety of both spatial and temporal 
scales, efforts have been made to group various phenom- 
ena into scale classes. The class describing the largest and 
longest-lived of these phenomena is known as the plane- 
tary scale. Such phenomena are typically a few thousand 

kilometres in size and have lifetimes ranging from several 
days to several weeks. Examples are the semipermanent 

pressure centres discussed above and certain globe-encir- 
cling upper-air waves (see below Upper-air waves). Still 
another class is known as the synoptic scale. Spanning 
smaller distances, a few hundred to a few thousand kilome- 
tres, and possessing shorter lifetimes, a few to several days, 
this class contains the migrating cyclones and anticyclones 
that control day-to-day weather changes. Sometimes the 
planetary and synoptic scales are combined into a single 
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Figure 22: Evolution of a wave (frontal) cyclone. 
Dashed line ab in D is the cross-sectional line depicted in 
Figure 23 (see text). 



458 Climate and Weather 

em 

Sea/ 
land 

breeze 

cumultorm clouds 

stratiform 

clouds 

2,000 kiometres: 

Figure 23: Cross section of clouds and precipitation often 

found along the cross-sectional line in Figure 22D. The 
direction of frontal movement is indicated by the arrows. 

classification termed the large-scale, or macroscale. Large- 

scale wind systems are distinguished by the predominance 
of horizontal motions over vertical motions and by the 
preeminent importance of the Coriolis force in influencing 
wind characteristics. 

There is a class of phenomena of even smaller size 

and shorter lifetime, whose vertical motions may be as 
significant as their horizontal motions and in which the 
Coriolis force often plays a less important role. Known as 
the mesoscale, this class is characterized by dimensions of 
tens to a few hundred kilometres and lifetimes of a day 
or less. Because of the shorter time scale and because the 
other forces may be much larger, the effect of the Coriolis 
force is sometimes neglected. 
Two of the best-known examples of mesoscale phenom- 

ena are the thunderstorm and its devastating by-product, 
the tornado (see below Thunderstorms and Tornadoes, 
whirlwinds, and waterspouts). The present discussion fo- 
cuses on less intense, though nevertheless commonly ob- 
served, wind systems that are found in rather specific 
geographic locations and thus are often referred to as local 
wind systems. 

Local wind systems. The first of these is the so-called 
sea/land breeze. This local wind system is typically en- 
countered along coastlines adjacent to large bodies of wa- 
ter and is induced by differences that occur between the 
heating or cooling of the water surface and the adjacent 

land surface. Because water has a higher heat capacity (i.e., 
more units of heat are required:to produce a given tem- 
perature change) than do the materials in the land surface, 
daytime solar radiation heats the land surface more than 
the water surface. The higher-temperature land surface in 
turn transfers more heat to its overlying air mass and in so 
doing induces a circulation cell much like that depicted in 

Figure 26. It should be noted that the surface ‘flow is from 
the water toward the land and thus is called a sea breeze. 
The landmass also cools more rapidly than does the water 
at night. Consequently, at night the cooler landmass yields 
a cooler overlying air mass and a circulation cell with 
air motions opposite to those found during the day (see 
Figure 26). This flow from land to water is known as a 
land breeze. 

Sea/land breezes occur along the coastal regions of oceans 

or large lakes in the absence of a strong, large-scale wind 
system during periods of strong daytime heating or night- 
time cooling. Those who live within 10 to 20 kilometres 
of the coastline will experience the cooler 19- to 37- 
kilometre-per-hour winds of the sea breeze on a sunny 
afternoon only to find it turning into a sultry land breeze 
late at night. One of the features of the sea/land breeze is 
a region of low-level air convergence in the termination 
region of the surface flow. Such convergence often induces 
local upward motions and cloud formations. Thus, in sea/ 
land breeze regions, it is not uncommon to see clouds lying 
off the coast at night; these clouds are then dissipated by 

the daytime sea breeze, which forms new clouds, perhaps 
with precipitation occurring over land in the afternoon. 
Another group of local winds is induced by the pres- 

ence of mountain/valley features on the Earth’s surface. 

One subset of such winds, known as mountain winds or 
breezes, is induced by differential heating or cooling along 
mountain slopes. During the day, solar heating of the 
sunlit slopes causes the overlying air to move upslope. At 
night, as the slopes cool, the motion is reversed and cool 
downslope motion occurs. Such winds may be relatively 
gentle or may occur in strong gusts, depending on the 
topographic configuration. In an enclosed valley the cool 

By courtesy of Satellite Data Services Division, National Environmental Satellite, Data, and Information Service, National Oceanic and Atmospheric Administration 
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Figure 24: Image of cloud masses taken over the United States at 1701 Greenwich Mean 
Time on October 20, 1982, from the Geostationary Operational Environmental Satellite 
(GOES) EAST. At the right, clouds spiral around a cyclone over the Great Lakes and extend 
southwestward to the Gulf of Mexico along a cold front. 
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Figure 25: January (left) and July (right) anticyclone tracks over North America 
and the surrounding ocean environs. 
The contours represent the total occurrences of anticyclones over a 28-year period (1950-77) 
in the area shown. 

Adapted from Kennan M. Ziska and Phillip J. Smith, Monthly Weather Review (April 1980); American Meteorological Society 

air that drains into the valley may give rise to a thick fog 
condition, which persists until daytime heating reverses 
the circulation and creates clouds ahead of the upslope 
motion at the mountain top. 
Another subset, called foehn winds (also known as chi- 

nook winds east of the Rocky Mountains or a Santa Ana 
in southern California), is induced by adiabatic temper- 
ature changes as air flows over a mountain. Adiabatic 
temperature changes are those that occur without the ad- 
dition or subtraction of heat; they occur in the atmosphere 
when bundles of air are moved vertically. When air is 
lifted, it enters a region of lower pressure and expands. 
This expansion is accompanied by a reduction of temper- 
ature (adiabatic cooling). When air subsides, it contracts 
and experiences adiabatic warming. As air ascends on the 
windward side of the mountain, its cooling rate may be 
moderated by the heat that is released during the forma- 
tion of precipitation. However, having lost much of its 
moisture, the descending air on the leeward side warms 
up adiabatically faster than it is cooled on the windward 
ascent. Thus, the effect of this wind, if it reaches the 
surface, is to produce warm, dry conditions. Usually such 
winds are gentle and produce a slow warming. On occa- 
sion, however, they may exceed 185 kilometres per hour 
and/or produce temperature increases of tens of degrees 
within only a few hours. 
Still another local wind condition induced by terrain 

features is the katabatic wind. In this case the geography 
is characterized by a cold plateau adjacent to a relatively 
warm region of lower elevation. Such conditions are sat- 
isfied in areas in which major ice sheets or cold, elevated 
land surfaces border warmer, large bodies of water. Air 
over the cold plateau cools and forms a large dome of 
cold, dense air. Unless held back by background wind 
conditions, this cold air will spill over into the lower eleva- 
tions with speeds that vary from gentle (a few kilometres 
per hour) to intense (93 to 185 kilometres per hour), de- 
pending on the incline of the slope of the terrain and the 
distribution of the background pressure field. Two special 
varieties of katabatic wind are well known in Europe. One 
is the bora, which blows from the highlands of Croatia, 
Bosnia and Hercegovina, and Montenegro to the Adriatic 
Sea; the other is the mistral, which blows out of central 
and southern France to the Mediterranean Sea. 

ZONAL SURFACE WINDS 

Figures 16 and 17 reveal that on the average certain 
geographic locations can expect to experience winds that 
emanate from one prevailing direction largely dictated by 
the presence of major semipermanent pressure systems. 
Such prevailing winds have long been known in marine 

environments because of their influence on the great 
sailing ships. 
Tropical and subtropical regions are characterized by 

a general band of low pressure lying near the Equator 
bounded by centres of high pressure that may extend 
poleward into the middle latitudes. Between these low- 
and high-pressure regions is the region of the tropical 
winds. Of these, the most extensive are the trade winds. 
So named because of their favourable influence on trade 
ships traveling across the subtropical North Atlantic, these 
winds flow westward and somewhat in the direction of 
the Equator on the equatorward side of the subtropical 
high-pressure centres. The “root of the trades” at the east- 
ern side of the high centre is characterized by subsiding 
air. This produces the very warm, dry conditions with 
abundant sunshine found in the eastern extremes of the 
subtropical Atlantic and Pacific ocean basins. As the trade 
winds progress westward, however, subsidence abates, the 
air mass becomes more humid, and scattered showers 
appear, particularly on islands with elevated terrain fea- 
tures that interrupt the flow of the warm, moist air. The 
equatorward flow of the trade winds of the Northern and 
Southern hemispheres often results in a convergence of 
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Figure 26: Typical sea-breeze (afternoon) and land-breeze 
(night) circulations with associated cloud formations. 
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the two air streams in a region known as the intertropical 
convergence zone (ITCZ; see Figure 34). Deep convective 
clouds, showers, and thunderstorms occur along the ITCZ. 
When the air reaches the western extreme of the high, 

it turns poleward and then eventually returns eastward 
in the middle latitudes. The poleward-moving air is now 
warm, moist maritime tropical air, and it gives rise to 

the warm, humid, showery climate characteristic of the 
Caribbean region, eastern South America, and the western 
Pacific island chains. The westerlies are associated with 
the changeable weather common to the middle latitudes. 
Migrating extratropical cyclones and anticyclones associ- 
ated with contrasting warm, moist air moving poleward 
from the tropics and cold, dry air moving equatorward 
from polar latitudes yield periods of rain, sometimes with 
violent thunderstorms, snow, sleet, or freezing rain inter- 
rupted by periods of dry, sunny, and sometimes bitterly 
cold conditions. Furthermore, these patterns are season- 

ally dependent, with more intense cyclones and colder air 
prevailing in winter but with a higher incidence of thun- 
derstorms common in spring and summer. In addition, 
these migrations and the associated climate are compli- 
cated by the presence of landmasses and major mountain 
features, particularly in the Northern Hemisphere. 
The westerlies lie on the equatorward side of the semiper- 

manent, subpolar centres of low pressure. Poleward of 
these centres the surface winds turn westward again over 
significant portions of the subpolar latitudes. As in the 
middle latitudes, the presence of major landmasses, no- 
tably in the Northern Hemisphere, results in significant 
variations in these polar easterlies. In addition, the wind 
systems and the associated climate are seasonally depen- 
dent. During the short summer season, the wind systems 
of the polar latitudes are greatly weakened. During the 
long winter months, these systems strengthen and alter- 
nate periods of snow with long intervals of dry, cold air 
characteristic of continental polar or continental arctic air 
masses. 
These major regions of surface circulation and their as- 

sociated pressure fields are related to mean meridional 
circulation patterns as well (see Figure 33). Although their 
presence is discernible in long-term mean statistics accu- 
mulated over a hemisphere, such cells are often difficult 
to detect on a daily basis at any given longitude. 

(P.J.S.) 

MONSOONS 

A close examination of Figures 16 and 17 reveals partic- 
ularly strong seasonal pressure variations over continents. 
Such seasonal fluctuations, commonly called monsoons, 
are more pronounced over land surfaces because these 
surfaces are subject to more significant seasonal tempera- 
ture variations. 
Monsoons blow for approximately six months from the 

northeast and six months from the southwest, principally 
in southern Asia and parts of Africa. Summer monsoons 
have a dominant westerly component and a strong ten- 
dency to converge, rise, and produce rain. Winter mon- 
soons have a dominant easterly component and a strong 
tendency to diverge, subside, and cause drought. Both are 
the result of differences in annual temperature trends over 
land and sea. 
The Indian monsoon. At the Equator, the area near In- 

dia is unique in that dominant or frequent westerly winds 
occur at the surface almost constantly throughout the year; 
the surface easterlies reach only to 20° N in February, and 
even then they have a very strong northerly component. 
They soon retreat northward, and drastic changes take 
place in the upper-air circulation. This is a time of transi- 
tion between the end of one monsoon and the beginning 
of the next. Late in March the high-sun season reaches 
the Equator and moves farther north. With it go atmo- 
spheric instability, convectional (rising, turbulent) clouds, 
and rain. The westerly subtropical jet stream (see below) 
still controls the flow of air across northern India and the 
surface winds are northeasterlies. As the high-sun season 
moves northward during April, India becomes particularly 
prone to rapid heating because the highlands to the north 
protect it from any incursions of cold air. In May the 

southwesterly monsoon is well established over Sri Lanka. 
There are three distinct regions of relative upper tropo- 
spheric warmth—namely (1) above the southern Bay of 
Bengal, (2) above the highlands of Tibet, and (3) across 
the still, dry trunks of the peninsulas. The relatively warm 
area above the southern Bay of Bengal occurs mostly at 
the 500-100 millibar level. It does not appear at a lower 
level and is probably caused by the release of condensation 
heat (associated with the change from water vapour to 

liquid water) at the top of towering cumulonimbus clouds 
along the advancing intertropical convergence. 
In May the dry surface of Tibet (above 4,000 metres) 

absorbs and radiates heat that is readily transmitted to 
the air immediately above. At about 6,000 metres an an- 
ticyclonic cell arises, causing a strong easterly flow in the 
upper troposphere above northern India. The subtropical 

jet stream suddenly changes its course to the north of the 
anticyclonic ridge and the highlands, though it may occa- 
sionally reappear southward of them for very brief periods. 
This change of the upper tropospheric circulation above 
northern India from westerly jet to easterly flow coincides 
with a reversal of the vertical temperature and pressure 
gradients between 600 and 300 millibars. On many oc- 
casions the easterly aloft assumes jet force. It anticipates 
by a few days the “burst,” or onset, of the surface south- 
westerly monsoon some 1,500 kilometres farther south, 
with a definite sequential relationship, although the exact 
cause is not known. Because of India’s inverted triangular 
shape, the land is heated progressively as the Sun moves 
northward. This accelerated spread of heating, combined 
with the general direction of heat being transported by 
winds, results in a greater initial monsoonal activity over 
the Arabian Sea (at late spring time), where a real frontal 
situation often occurs, than over the Bay of Bengal. The 
relative humidity of coastal districts in the Indian region 
rises above 70 percent and some rain occurs. Above the 
heated land the air below 1,500 metres becomes unstable, 
but it is held down by the overriding easterly flow. This 
does not prevent frequent thunderstorms in late May. 
During June the easterly jet becomes firmly established 

at 150 to 100 millibars. It reaches its greatest speed at its 
normal position to the south of the anticyclonic ridge, at 
about 15° N from China through India. 
In Arabia, it decelerates and descends to the middle 

troposphere (3,000 metres). A stratospheric belt of very 
cold air, analogous to the one normally found above the 
intertropical convergence near the Equator, occurs above 
the anticyclonic ridge, across southern Asia at 30°-40° 
N and above the 6,000-metre (500-millibar) level. These 
upper air features that arise so far away from the Equator 
are associated with the surface monsoon and are absent 
when there is no monsoonal flow. The position of the east- 
erly jet controls the location of monsoonal rains, which 
occur ahead and to the left of the strongest winds and 
behind them to the right. The surface flow, however, is 
a strong, southwesterly, humid, and unstable wind that 
brings humidities of more than 80 percent and heavy, 
squally showers that are the “burst” of the monsoon. The 
overall pattern of the advance follows a frontal alignment, 
but local episodes may differ considerably. The amount 
of rain is variable from year to year and place to place. 
Most spectacular clouds and rain occur against the West- 
ern Ghats, where the early monsoonal airstream piles up 
against the steep slopes, then recedes, and piles up again 
to a greater height. Each time it pushes thicker clouds 
upward until wind and clouds roll over the barrier and, 
after a few brief spells of absorption by the dry inland air, 
cascade toward the interior. The windward slopes receive 
from 2,000 to 5,000 millimetres of rain in the monsoon 
season. Various factors, and especially topography, com- 
bine to make up a complex regional pattern. Oceanic air 
flowing toward India below 6,000 metres is deflected in 
accordance with the Coriolis effect. The converging, moist 
oncoming stream becomes unstable over the hot land and 
is subject to convectional turmoil. Towering cumulonim- 
bus clouds rise thousands of metres, producing violent 
thunderstorms and releasing latent heat in the surround- 
ing air. As a result, the upper tropospheric warm belt 
migrates northwestward from the ocean to the land. The 
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main “body of air above 9,000 metres maintains a strong 
easterly flow. 
Later, in 

well-esta slished to a height of 6,000 metres (less in the 
Sfar north), with occasional thickening to 9,000 metres 

(Figure. is top). Weather conditions are cloudy, warm, 
and moist all over India. Rainfall varies between 400 and 
500 millimetres, but topography introduces some extraor- 

June and July, the ‘monsoon is strong and 

dinary differences. On the southern slopes of the Khasi 
Hills at only 1,300 metres, where the moist airstreams are 
lifted and overturned, Cherrapunji has an average rainfall 
of 2,730 millimetres in July, with record totals of 897 
millimetres in 24 hours in July 1915, more than 9,000 
millimetres in July 1861, and 16,305 millimetres in the 
monsoon season of 1899. Over the Ganges Valley the 
monsoon, deflected by the Himalayan barrier, becomes a 
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southeasterly air flow. By then the upper tropospheric belt 
of warmth from condensation has moved above northern 
India, with an oblique bias. The lowest pressures prevail 
at the surface. 

It is mainly in July and August that waves of low pressure 
appear in the body of monsoonal air. Fully developed de- 
pressions appear once or twice a month. They travel from 
east to west more or less concurrently with high-level east- 
erly waves and bursts of speed in the easterly jet, causing 
local strengthening of the low-level monsoonal flow. The 
rainfall consequently increases and is much more evenly 

distributed than it was in June (Figure 27, bottom). Some 

of the deeper depressions become tropical cyclones before 
they reach the land, and these bring torrential rains and 
disastrous floods. 

A totally different development arises when the easterly 
jet moves farther north than usual because the monsoonal 
wind rising over the southern slopes of the Himalayas 
brings heavy rains and local floods. The weather over the 
central and southern districts, however, becomes suddenly 
drier and remains so for as long as the abnormal shift lasts. 
The opposite shift is also possible, with mid-latitude upper 
air flowing along the south face of the Himalayas and 
bringing drought to the northern districts. Such dry spells 
are known as “breaks” of the monsoon. Those affecting 
the south are similar to those experienced on the Guinea 
coast during extreme northward shifts of the wind belts 
(as later discussed), whereas those affecting the north are 
due to an interaction of the middle and low latitudes. The 
southwest monsoon over the lower Indus Plain is only 500 
metres thick and does not hold enough moisture to bring 
rain. On the other hand, the upper tropospheric easterlies 
become stronger and constitute a true easterly jet stream. 
Western Pakistan, Iran, and Arabia remain dry (probably 
because of divergence in this jet) and thus become the 
new source of surface heat. 
By August the intensity and duration of sunshine have 

decreased, temperatures begin to fall, and the surge of 
southwesterly air diminishes spasmodically almost to a 
standstill in the northwest. Cherrapunji still receives over 
2,000 millimetres of rainfall at this time, however. In 

September dry, cool, northerly air begins to circle the west 
side of the highlands and spread over northwestern In- 
dia. The easterly jet weakens and the upper tropospheric 
easterlies move much farther south. Because the moist 
southwesterlies at lower levels are much weaker and vari- 
able, they are soon pushed back. The rainfall becomes 
extremely variable over most of the region, but showers 
are still frequent in the southeastern areas and over the 
Bay of Bengal. 
By early October variable winds are very frequent every- 

where. At the end of the month the entire Indian region 
is covered by northerly air and the winter monsoon takes 
shape. The surface flow is deflected by the Coriolis force 
and becomes a northeasterly flow. This causes an Octo- 
ber-December rainy season for the extreme southeast of 
the Deccan (including the Madras coast) and eastern Sri 
Lanka, which cannot be explained by topography alone 
because it extends well out over the sea. Tropical depres- 
sions and cyclones are important contributing factors. 
Most of India thus begins a sunny, dry, and dusty sea- 

son. The driest period comes in November in the Punjab; 
December in Central India, Bengal, and Assam; January 
in the northern Deccan; and February in the southern 
Deccan. Conversely, the western slopes of the Karako- 
ram and Himalayas are then reached by the mid-latitude 
frontal depressions that come from the Atlantic and the 
Mediterranean. The winter rains they receive, moderate as 
they are, place them clearly outside the monsoonal realm. 
Because crops and water supplies depend entirely on 

monsoonal rains, it became imperative that quantitative, 
long-range weather forecasts be available. For a forecast 
to be released at the beginning of June, it is necessary to 
use, in April, South American pressure data and Indian 
upper-wind conditions (positive correlation) and, in May, 
rainfall in Zimbabwe and Java and easterly winds above 
Calcutta (negative correlation). 
The Malaysian-Australian monsoon. Southeast Asia 

and northern Australia are combined in one monsoonal 

system that differs from others.because of the peculiar 
and somewhat symmetrical distribution of landmasses on 
both sides of the Equator. In this respect, the northwest 
monsoon of Australia is unique. The substantial masses 
of water between Asia and Australia have a moderating 
effect on tropospheric temperatures, weakening the sum- 
mer monsoon. The many islands (e.g., Philippines and 
Indonesia) provide an infinite variety of topographic ef- 
fects. Typhoons that develop within the monsoonal air 
bring additional complications. 
It would be possible to exclude North China, Korea, 

and Japan from the monsoonal domain because their sea- 

sonal rhythm follows the normal mid-latitude pattern— 
a predominant outflow of cold continental air in winter, 
and frontal depressions and rain alternating with fine, dry 
anticyclonic weather in the warm season. On the other 
hand, the seasonal reversal of wind direction in this area 
is almost as persistent as that in India. The winter winds 
are much stronger because of the relative proximity of the 
Siberian anticyclone. The tropical ridge of high pressure is 
the natural boundary between these nonmonsoonal areas 
and the monsoonal lands farther south. 
The northern limit of the typical monsoon may be set 

at about latitude 25° N. Farther north, the summer mon- 
soon is not strong enough to overcome the effect of the 
traveling anticyclones normally typical of the subtropics. 
As a result, monsoonal rains occur in June and also in late 
August and September, separated by a mild anticyclonic 
drought in July. In South China and the Philippines the 
trade winds prevail in the October—April (winter) period, 
strengthened by the regional, often gusty, outflow of air 
from the stationary Siberian anticyclone. Their disappear- 
ance and replacement by opposite (southwesterly) winds 
in the May—September (summer) period is the essence of 
the monsoon. In any case, these monsoonal streams are 
quite shallow, about 1,500 metres in winter and 2,000 
metres in summer. They bring rain only when subject to 
considerable cooling, as happens to the windward any- 
where on the steep slopes of the Philippines and Taiwan. 
On the larger islands there are contrasting effects, the 
slopes facing west receiving most of the rain from May to 
October and a drought from December‘to April, whereas 
the slopes facing east receive orographic rains (those pro- 
duced when moist air is forced to rise by topography) 
from September to April and mainly convectional rains 
from May to October. 
In Vietnam and Thailand the summer monsoon is more 

strongly developed because of the wider expanses of over- 
heated land. The southwesterly stream flows from May to 
October, reaching a thickness of four to five kilometres; 
it brings plentiful but not extraordinary rainfall. Novem- 
ber to February is the cool, dry season, and March to 
April the hot, dry one; in the far south the coolness is 
but relative. Along the east coast and on the eastward 
slopes more rain is brought by the winter monsoon. In the 
summer, somewhere between Thailand and Kampuchea 
in the interior, there may be a faint line of convergence 
between the southwesterly Indian-Burmese monsoon and 
the southeasterly Malaysian monsoon. 
Monsoonal winds are weak over Indonesia because of the 

expanses of water and the low latitude, but their seasonal 
reversal is definite. From April to October the Australian 
southeasterly air flows, whereas north of the Equator it 
becomes a southwesterly. It generally maintains its dryness 
over the islands closer to Australia, but farther north it 
carries increasing amounts of moisture. The northeasterly 
flow from Asia, which becomes northwesterly south of the 
Equator, is laden with moisture when it reaches Indone- 
sia, bringing cloudy and rainy weather between November 
and May. The wettest months are December in most of 
Sumatra and January elsewhere, but rainfall patterns are 
highly localized. In Java, for instance, at sea level alone 
there are two major regions, an “equatorial” west with no 
dry season and a “monsoonal” east with extreme drought 
in August and September. 
Because of its relatively small size and compact shape, 

Australia shows relatively simple monsoonal patterns. The 
north shore is subject to a clear-cut wind reversal be- 
tween summer (November-April, northwesterly) and win- 
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Figure 28: African monsoonal regimes in (top) January and (bottom) July. 

From L. Welter and P. Suraud, Monographie No. 8 de la Meteorologie Nationale (November 1957) 

ter (May—September, southeasterly), but with two definite 
limitations: first, the northwesterly, rain-bearing mon- 
soonal wind is often held offshore and is most likely to 
override the land to any depth during January and Febru- 
ary; and second, even in summer there often are prolonged 
spells of southeasterly trade winds issuing from traveling 
anticyclones, separating the brief monsoonal incursions. 
The Australian summer monsoon is thus typical in direc- 
tion and weather type but quite imperfect in frequency 
and persistence. Its thickness is usually less than 1,500 
metres over the sea and 2,000-2,500 metres over the land. 
Much less typical are the marginal monsoonal mani- 

festations. On the northwest coast there frequently is a 
northwesterly air flow in the summer (December—March), 
as opposed to the winter southeasterlies, but this stream is 
very shallow and does not bring any rain—i.e., its weather 
is not monsoonal even though its direction is so. On the 
northeast coast the onshore air is humid and brings rain, 
but its direction is only partly modified in summer. It 

comes in mostly as a northeasterly, while at other times it 
is mostly southeasterly. 
The West African monsoon. The main characteristics of 

the West African seasons were known over two centuries 

ago. The southwest winter monsoon flows as a shallow 
(less than 2,000 metres) humid layer of surface air, over- 

lain by the primary northeast trade wind, which blows 
from the Sahara and the Sahel as a deep stream of dry, 

often dusty air. As a surface northeasterly, it is generally 
known as the harmattan, gusty and dry in the extreme— 
cool at night and scorchingly hot by day. As in a thorough 
monsoonal development, upper tropospheric anticyclones 
occur at about 20° N, while the easterly jet stream may 
occur at about 10° N, much closer to the Equator than 
they are in the Indian region. 
The West African monsoon is the alternation of the 

southwesterly wind and the harmattan at the surface. As 
seen in Figure 28, such alternation is normally found 

between latitudes 9° and 20° N. There are northeasterlies 

Alternation 
with the 

harmattan 



464 Climate and Weather 

Seasonal 

changes 

farther north all the time, but only southwesterlies farther 
south. The whole year is more or less dry at 20° N except 
for erratic rains in the high-sun season. The drought be- 
comes shorter and less complete farther south. At 12° N 
it lasts about half the year, and at 8° N it disappears com- 
pletely. Farther south a different, lighter drought begins 
to appear in the high-sun months when the monsoonal 
southwesterly is strongest. It is due to the arrival of dry 
surface air issuing from anticyclones formed beyond the 
Equator in the Southern Hemisphere and is thus similar 

to the monsoonal drought in Java. Like the “break” of the 
monsoon in southern India, however, it occurs beyond 
the Equator. 

The moist southwesterly stream, particularly frequent 
between 5° and 10° N, can reach much farther north, 
bringing warm, humid nights and moderately hot but still 
humid days. The harmattan brings cooler nights, but the 
extreme daily heating causes a thermal range of 10° to 
12° C. Even in the daytime, the harmattan may give a 

sensation of coolness to the human skin as it evaporates 
moisture from it. The alternation of the two winds is 
seasonal on the basis of overall frequency, but in fact it 
varies considerably with the synoptic pressure patterns. 
The harmattan comes in spells that mostly last from a few 
days to more than a week. 
The advancing fringe of the southwest monsoon is too 

shallow (under 1,000 metres) for many thunderstorms and 

disturbances. They usually occur 200-300 kilometres in 
arrears, where the moist air is deeper (1,000—2,000 metres) 
but the ground is still hot enough to make it very unstable. 
The tops of the cumulonimbus may reach 12,000 metres, 
well above freezing level (4,200—4,500 metres). The dis- 
turbances are usually along a given longitude line that is 
slightly curved and may in fact form one long line squall. 
They also reach 12,000 metres or more, traveling steadily 
westward at 37 to 56 kilometres per hour. This suggests 
that they originate in the primary trade wind aloft and as 
in India are probably related to the tropical easterly jet 
stream. The southwest monsoon dominates the weather, 
and clouds and rain abound. The rain is due primarily to 
coalescence of droplets, with most of the clouds located 
below 3,500 metres. The humidity is very high, and the 
daily range of temperature remains around 4° C. 
If it were not for the change in wind direction when the 

southeast trades have crossed the Equator, the monsoon 

system of West Africa could not be distinguished from 
the weather system, caused by the seasonal shift in the 
latitude of the intertropical convergence, as experienced 
over most of Central Africa. There is a rainy season (in 
this case, the monsoon season), which on the west coast 

lasts two to three months at latitude 16° N, three to four 
months at 14° N, six to seven months at 10° N, and eight 
months at 8° N. 

On the south coast, which is at latitude 4° N to 6° N 
the southwest monsoon (as the intertropical convergence) 
may occur at any time, but the results are quite atypical 
for various reasons. In the low-sun season (December- 
February) the southwesterly is rare and ineffective, and the 
weather is cloudy but dry. From April to June the midday 
Sun is at its highest, and insolation (radiation received at 
the Earth’s surface) is most intense. Because the southwest 
wind occurs most frequently, the consequent building up 
of clouds leads to the main rainy season. During July 
and August (the short drought) cloudy conditions prevail, 
but the air issues direct from anticyclones farther south 
and is dry in spite of the fact that its direction of flow 
does not change. Although cloudiness decreases after the 
second high-sun season in September and October, there 

is a period of occasional rains just sufficient to constitute 
a secondary maximum. 

Toward the north, conditions are more distinctly mon- 
soonal: by latitude 8° N the two wet seasons have merged 
into one long “wet” with two subdued peaks, which last 
approximately seven to eight months (March—October). 
The “dry,” which is controlled by northeast winds, lasts 
from November to early March. There is one rainfall 
maximum (in August or September) only a short distance 
farther north, although the wet season is only a few weeks 
shorter. These changes are shown in Figure 29. 
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Figure 29: Distribution of climatic characteristics associated 
with monsoons in West Africa. 

Monsoonal tendencies in Europe and North America. In 
central Europe, where the average wind direction in sum- 
mer differs some 30° to 40° from that of the Atlantic, there 
are monsoonal tendencies that occur not as a continuous 
flow but rather intermittently within frontal depressions, 
bringing cool, cloudy weather, rain, and thunderstorms. 
Some see in this climatic pattern a true monsoon, but it is 
obvious that it is only an “embryo monsoon” that results 
in weather singularities. The latitude is too high for a true 
monsoon to arise. 
In North America the relatively low latitude and the 

orientation of the land-sea boundary on the Gulf of 
Mexico are quite favourable to monsoonal developments. 
During the summer, low atmospheric pressure is frequent 
over the heated land; the northeasterly trade winds are 
consequently deflected to become easterly, southeasterly, 
or even southerly winds. Texas and the Gulf country 
generally may be completely overrun by a shallow sheet 
of oceanic air, which may continue fof a long distance 

inland. The rainfall regime does not reveal any marked 
monsoonal pattern. There are mostly two, three, or even 

four minor peaks in the sequence of monthly rainfall to- 
tals. In the winter there often occur northers, which are 
offshore winds caused by the general anticyclonic flow 
of air from the cold land. Neither the summer onshore 
wind nor the winter offshore wind is persistent enough to 
constitute a monsoonal sequence, even though monsoonal 
tendencies are quite evident. 
In Central America a true monsoonal cycle occurs over Central 

a small area facing the Pacific Ocean between 5° and American 
12° N. Not only is there a complete seasonal reversal of cycle 
the wind, but the rainfall regime is typically monsoonal. 
The winter period (from November to January and from 
March to April according to latitude and other factors) 
is very dry. The rainy season begins earlier (May) in the 
south and progressively later farther north, coming at the 
end of June in southern Mexico. It concludes at the end 
of September in the north and as late as early November 
in the south. The result is a rainy season that lasts three 
months in southern Mexico, increasing in duration with 

decreasing latitude, to six to seven months in Costa Rica. 
Latitude for latitude, this is a subdued replica of the mon- 
soon of India. (J.G./P.J.S.) 

UPPER-AIR WAVES 

Characteristics. Surface pressure and wind systems have 
already been shown to occur in response to surface heat- 
ing and cooling, movements of warm and cold air masses, 
and the presence of various orographic features. Still to 
be discussed is the role played by pressure and wind 
systems located well above the surface. Known as upper- 
air circulations, their most prominent characteristic is the 
wavelike undulations exhibited in both the pressure and 
wind fields. These upper-air waves are often coupled with 
surface cyclones and anticyclones, dictating the severity of 
the associated weather, the intensity changes of the sur- 



Thermal- 
wind 
equation 

Cold-core 
lows and 

warm-core 
highs 

face-pressure systems, and the direction of propagation of 
both the weather and the systems. 
A well-known property of upper-air waves is the presence 

of winds that are consistently stronger than those found 
at the surface. This is a consequence of the thermal-wind 
equation, a relationship between vertical changes in the 
vector wind and the horizontal temperature gradient. The 
thermal wind is simply the difference between the vector 
geostrophic wind at two different levels. The rate of this 
change per unit of vertical distance is given, for the u and 
vy wind components, by the thermal-wind equation 

Ovi 2101 (2) 

where 7 is the air temperature; g is the gravitational accel- 
eration (9.8 metres per seconds squared); and dT/dx, dT/ 
dy are the components of the horizontal temperature gra- 
dients in the zonal and meridional directions, respectively. 
Using the Northern Hemisphere as an example, westerly 
wind speeds (uv > 0) will increase with height if air is colder 
to the north (positive y direction), and southerly wind 
speeds (v > 0) will increase with height if air is colder to 
the west (negative x direction). Since these are precisely the 
circumstances often found in the atmosphere, increasing 
wind speeds with height are the rule. Furthermore, these 
increases are greatest in regions of strong temperature 
gradients. Therefore, it is common to find the strongest 
upper-air winds above low-level fronts. 
Another property of upper-air circulations is their geo- 

graphic displacement with height toward regions of warm 
or cold air. This so-called tilt of the waves with height is 
the consequence of an atmospheric property known as hy- 
drostatic balance, and it is easiest to see by focusing atten- 

tion on the lines of relatively low (trough) and high (ridge) 
pressure within the wave. This balance is an expression of 
the fact that a volume of air is subjected to a gravitational 
force acting toward the Earth’s surface which is almost 
exactly balanced by a pressure force acting vertically in 
the opposite direction, represented mathematically by 

18, SAUD (3) 

Remembering that g is constant, if p is larger, — dp/ 
dz also must be larger. Thus, equation (3) shows that 
in colder, denser air (larger p), pressure decreases more 
rapidly with height (larger — dp/dz). This leads to several 
wave-tilt scenarios. First, if at lower levels cold air (larger 
— dp/dz) is centred in the low-pressure region and warm 
air (smaller — dp/dz) is centred in the high-pressure region, 
the two regions will exhibit greater pressure differences at 
higher levels. Thus, the meteorologist says that “cold-core” 
lows and “warm-core” highs become more intense with 
increasing height. Such systems are often slow-moving cir- 
culations that influence local weather for several days. For 
example, warm-core highs, which are common in sum- 
mer and fall, represent deep layers of warm, dry, stable 
air. Since they are very stable and have no precipitation, 
these stagnant air masses permit the accumulation of dust 
and air pollution, which can reach annoying or even haz- 
ardous levels. A second scenario is the reverse of the first. 
In this case, warm-core lows and cold-core highs decrease 
in intensity with increasing height. The tropical cyclone is 
an example of a warm-core low. 

Because the cold or warm air is centred on the high- 
or low-pressure region, neither of these first two cases 
exhibits any tilt with height. A third very important sce- 
nario, however, can exhibit marked tilt. This occurs when 
the cold or warm air is centred between the lower-level 
pressure regions. In this case, the most rapid decrease of 
pressure with height occurs in the cold air between the 
low and high. Thus, the position of the low (or trough) 
is displaced toward the cold air with increasing height. 
Similarly, the pressure decreases less rapidly with height 
in the warm air, and the high (or ridge) is displaced 
toward the warm air. In general, the cold air is located 
upstream from the surface low. This results in a typical 
tilted-wave configuration in which the upper-air troughs 
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and ridges are located upstream from their corresponding 
low-level features. Since in middle latitudes (where tilted 
systems are most prominent) the flow is generally west to 
east, upstream usually means to the west. Such patterns, 
represented schematically in Figure 30, are typical of the 
weather-producing circulation systems of the middle and 
high latitudes. 

Propagation and development. The propagation and de- 
velopment of upper-air waves are largely determined by 
the horizontal transport (referred to as advection) of cold 

or warm air and a fluid property known as vorticity. The 
vorticity of interest in the context of this discussion can 
be defined as the rotational motion experienced by air 
parcels moving in the horizontal plane. Mathematically, 
the vorticity of horizontal motions relative to the Earth 
(relative vorticity) is given by 

d sensicaalt (4) 

If the rotation imposed by the rotating Earth is added, a 
quantity known as the absolute vorticity results: 

ie laa (5) 

where f is the Coriolis parameter (see equation [1]). The 
absolute vorticity is largest in troughs and smallest in 
ridges. Thus, positive advections (transport of larger val- 
ues) tend to occur downstream from upper-air troughs. 
The resulting increasing in vorticity yields an increase in 
cyclonic circulation (i.e., the circulation associated with 
cyclones or troughs). As the air in this region attempts 
to maintain geostrophic balance in the presence of this 
increased cyclonic circulation, the pressure is forced to 
decrease. Downstream from upper-air ridges, advections 
of negative vorticity occur, giving rise to increased anticy- 
clonic circulations and corresponding pressure increases. 
The coupled decrease of pressure downstream from the 
trough and increase of pressure downstream from the 
ridge in an upper-air wave are precisely the combination 
of pressure changes required to propagate the wave. Thus, 
upper-air wave propagation can be largely explained by 
vorticity advection. This propagation is usually in the di- 
rection of the general background flow (west to east in 
middle latitudes) and is generally faster for shorter waves. 
In some cases, very long waves (several thousand kilome- 
tres) are nearly stationary or actually move in a direction 
opposite to that of the background flow (referred to as a 
retrograding wave). 

warm air 

cold air 

Figure 30: Middle-latitude tilted-wave pattern. 
The pressure field at a height of six kilometres is shown by 
solid isobars and at sea level by dashed isobars. 

The advection of warm or cold air (known as thermal 
advection) plays quite a different role in upper-air wave 
behaviour. In order for such advections to occur, the 

temperature wave must be out of phase with the pressure 
wave, a so-called baroclinic atmosphere. If the two waves 

were in phase (barotropic atmosphere), the winds would 
blow along the isotherms, therefore yielding zero thermal 
advection. If the two waves are out of phase, it is typical to 
find the cold air upstream from the trough and the warm 
air upstream from the ridge, producing cold-air advection 
in the trough and warm-air advection in the ridge. The 
resulting colder temperatures in the trough and warmer 
temperatures in the ridge force a further reduction of 
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pressure in the trough and increase in the ndge—namely, 
a wave amplification. Thus, wave development, or ampli- 
fication, is largely explained by thermal advections and is 
more likely in strongly baroclinic atmospheres. 
Alternately, upper-air wave development has been de- 

scribed as an example of fluid instability. In one theory, 
originally proposed by the Chinese-American meteorol- 
ogist Hsiao-lan Kuo in 1949, the waves develop from 

small disturbances on an atmosphere made unstable by an 
appropriate horizontal wind shear (barotropic instability), 

and the energy of the growing wave is drawn from the 
kinetic energy of the background flow. In another theory, 
originally published by the American meteorologist Jule 
G. Charney in 1947, the waves develop in an atmosphere 
made unstable by an appropriate honzontal temperature 
gradient (baroclinic instability) and derive their energy 
from the potential energy of the disturbed atmosphere. 

. Relationships to surface features. Upper-air circula- 
tions play a key role in the development and propagation 
of surface pressure systems. As noted above, the surface 
pressure is simply the weight per unit area of the air above 
the surface. Thus, in order to change the surface pressure, 
it is necessary to change the mass content of the overrid- 
ing air. Because large amounts of mass are transferred by 
upper-air flows, such flows are capable of forcing signifi- 
cant changes in surface pressure. 
The transfer of mass by upper-air circulations occurs in a 

very nonuniform fashion. As a result, mass tends to build 

up (mass convergence) in some regions and be depleted 
(mass divergence) in others. If these convergences or di- 

vergences occurred uniformly at all levels above a given 
surface location, it would be easy to anticipate the result- 
ing surface-pressure changes. Such uniformity, however, 
is not observed. Rather, divergences in one portion of a 
column of air are largely compensated by convergences 
in another. Thus, changes in surface pressure may result 
from the subtle differences between these conflicting mass 
divergence/convergence patterns. 
Examples of divergence/convergence cross sections for 

non-tilting and tilting wave systems are presented in Fig- 
ure 31. Also included are the directions of the vertical air 
motions required to satisfy mass conservation principles. 
Such vertical motions are typically very small compared 
to horizontal motions yet are important because they 
are largely responsible for the formation or dissipation 
of clouds. Clouds form in regions of upward motion if 
sufficient moisture is present and dissipate in those of 
downward motion. In tilting wave systems, this accounts 
for the occurrence of inclement weather with low pressure 
and fair weather with high pressure. 
In a non-tilting system, which is characteristic of an 

occluded cyclone (see above), the bulk of the upper-air di- 
vergence and convergence occurs between surface low (L) 
and high (H) centres, with little happening immediately 
above the centres. This signifies a propagating wave—a 
very slow one in some cases—with little intensification of 
the surface centre. In fact, decay (filling) of the surface 
centre might occur because of frictionally induced mass 
convergence in the low and divergence from the high, 
which is not compensated for by corresponding upper-air 
mass divergence and convergence. In the tilting system, 
much of the upper-air divergence and convergence lies 
above the surface centres. In this case, opportunities are 
much better for decreasing or increasing the mass above 
the cyclone or anticyclone, respectively, and thus for inten- 
sifying the surface centre. Such a wave also will propagate 
in the general direction of the mean tropospheric flow. 

JET STREAMS 

Among the more fascinating features of upper-air circu- 
lations are discontinuous bands of relatively strong winds 
(usually in excess of 30 metres per second) called jet 
streams. As with other wind fields that increase with 
increasing height, jet streams can be explained as an ap- 
plication of the thermal-wind equation. They are located 
above areas of particularly strong temperature gradients— 
e.g., frontal zones. In such areas, the pressure gradients 
and the resulting wind speeds increase with increasing 
height so long as the temperature gradients persist in 

non-tilting system 

non-divergence 

(400-600 mb) 

Figure 31: Vertical cross sections through a wave system 
depicting typical divergence/convergence distributions for 
non-tilting and tilting systems. 

Double arrows represent direction of corresponding vertical 
air motions. X is the horizontal coordinate with arrow pointed 
in the direction of wave propagation, and Z is the vertical 
coordinate with arrow pointed upward. L and H are the 
positions of surface low (cyclone) and high (anticyclone) 
centres, respectively. The solid lines extending upward from 
L and H are trough and ridge axes, respectively. The small 
areas of convergence or divergence near the surface and 
upstream from the centre positions (dashed lines) are caused 
by frictional inflow into the low and frictional outflow from the 
high (see text). 

the same direction. In general, this will extend to the 
tropopause, after which the temperature gradient reverses 
direction and the wind speeds diminish. Thus, jet streams 
are usually found in the upper troposphere (i.e., at levels 
of nine to 18 kilometres). 

Because regions of strong temperature gradients can be 
created in different ways, there are several classes of jet 
streams. Perhaps the most familiar is the polar-front jet Polar- 
stream. As noted earlier, the polar front is the boundary front 
between polar and mid-latitude air. In winter this bound- jet 
ary may extend equatorward to 30°, while in summer it stream 
retreats to 5O°-60°. Winter fronts also are distinguished 
by stronger temperature contrasts than summer fronts. 
Thus, jet streams are located more equatorward in winter 
and are more intense during that time. Such streams are 
generally strongest east of major continents, sometimes 
exceeding 75 metres per second. 
The polar-front jet is important for several reasons. First, 

because it is a region of maximum upper-tropospheric 
flow, it is also one of concentrated upper-air divergence 
and convergence. Divergence is favoured in the down- 
stream, poleward sector of the jet core as well as in its 
upstream, equatorward sector (Figure 32). This means that 
such regions are favoured, though not exclusive, regions for 
extratropical cyclone development and inclement weather. 
Second, the polar-front jets, which move west to east but 
meander with the general upper-air waves, often “steer” 
the movement of major low-level air masses. This steering 
is simply a reflection of the very strong mass transport as- 
sociated with jet streams. Identification of changes in jet- 
stream flow can often assist in predicting major changes 
in air mass—hence in temperature and weather—over a 
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Figure 32: Typical horizontal divergence/ 
convergence patterns associated with a 
jet stream. 
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region. Third, jet streams are an important factor in high- 
altitude flight. Military and civilian jet aircraft depend 
heavily on reliable information about upper-air winds, 
which is used for planning the duration of flights and 
corresponding fuel consumption. Furthermore, jet streams 
generate a great deal of turbulence because of their strong 
wind shears. Airlines seek to avoid such “clear-air turbu- 
lence” in order to maximize passenger safety and comfort. 
A second jet stream is located at the poleward limit of the 

equatorial tropical air above the transition zone between 
tropical and mid-latitude air. This subtropical jet stream 
is usually found at latitudes 30°to 40°in general westerly 
flow. This jet may not be marked by pronounced sur- 
face temperature contrasts but rather by relatively strong 
temperature gradients in the mid-troposphere. Moreover, 
when the polar-front jet penetrates to subtropical latitudes, 

it may merge with the subtropical jet to form a single band. 
The subtropical jet, which is generally weaker and located 
at higher elevations than its higher-latitude cousin, is less 
commonly associated with migrating cyclones; instead, it 
may be accompanied by sporadic periods of strong convec- 
tion, along with heavy rain showers. Also peculiar to the 
tropical latitudes of the Northern Hemisphere is a high- 
level jet called the tropical easterly jet stream. Such jets 
are located about 15° N over continental regions due to 
the latitudinal heating contrasts over tropical landmasses 
that are not found over the tropical oceans. 
The general location of all three jet streams in relation 

to other mean meridional circulation features is shown 
in Figure 33. Jet streams occur in both hemispheres. 
Those in the Southern Hemisphere resemble the northern 
hemispheric systems, though they exhibit less day-to-day 
variability due to the presence of smaller landmasses. 

(P.J.S.) 

STRATOSPHERIC AND MESOSPHERIC WIND SYSTEMS 

The zonal currents and disturbances so far described have 
their roots and energy sources in the troposphere, the 
lowest region of the Earth’s atmosphere. A second group 
of wind systems occurs within the overlying stratosphere 
and mesosphere and extends upward into the ionosphere, 
where it interacts with the very different systems of the 
upper atmosphere. The stratosphere and mesosphere are 
dry, and even the strongest disturbances of the higher 
level cannot show themselves by means of the clouds so 
abundant in tropospheric storms. Only at about 25 kilo- 
metres does one occasionally see (in winter) small patches 

of mother-of-pearl cloud. The so-called noctilucent clouds, 

SUMMER HEMISPHERE 

PNJ: Polar-night jet-stream core 
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Figure 33: Positions of jet streams in the atmosphere. Arrows 
indicate directions of mean motions in a meridional plane. 

also rare, occur much higher up—at about 80 kilometres. 
Before the organization of a worldwide radiosonde net- 

work that systematically extended its range above 20 
kilometres, it was possible only to infer from acoustic 
evidence that a unique and different wind regime existed 
at these levels. It was deduced during the 1930s from the 
observed travel of the noise of explosions that the winds 
of the stratosphere apparently reversed annually, in a sort 
of stratospheric monsoon (though in every other sense this 
was a misnomer). Below 20 kilometres the basal strato- 

sphere was dominated by the upper parts of the Ferrel 
westerlies. It was generally believed that the stratosphere 
above this level was a layer of quiet, undisturbed flow 
because of the increase of temperature with height. 
It is now known—after several decades of additional 

observation to 35 kilometres and a rather shorter period 

of rocket-sonde observation to above 60 kilometres—that 
this impression was false, though the earlier inference of 
an annual reversal in mid-latitudes has been vindicated. 
Polar-night westerlies. Figure 34 sketches the observed 

circulation. In middle and high latitudes there is indeed a 
reversing vortex in both hemispheres. In the winter hemi- 
sphere the mesospheric westerlies (so called because their 

By courtesy of World Meteorological Organization 
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ICZ: Intertropical convergence zone 

Figure 34: Meridional cross section of the atmosphere to a height of 60 kilometres in summer 
and winter hemispheres, showing seasonal changes. Numerical values for wind are in units 
of metres per second and are typical of the Northern Hemisphere, but the structure is much 
the same in the Southern Hemisphere. Positive and negative signs indicate winds of opposite 
directional sense (see text). 
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jet cores lie in the mesosphere) are believed strongest at 
about 65 kilometres in mid-latitudes, where winds average 
more than 80 metres per second. In Figure 34 a possible 
subsidiary-jet maximum near the edge of the polar night 
is indicated (the polar-night jet). The polar-night area 
is bitterly cold (down to below —80° C in the 25-35- 
kilometre layer), and strong westerlies are usually present 

in the intensely baroclinic zone around this cold core. 
These westerlies, which are often visible on charts as low 
as 20 kilometres, have become famous since 1952, when 
the first explosive warming in them was observed over 
Berlin. Their relation to the main mesospheric jet is not 
clear, and they may be distinct. 
The polar-night westerlies of the Northern Hemisphere 

are deformed by standing waves (mostly of the two-wave 
sort), with a ridge over and west of Alaska and troughs 
over eastern Siberia and eastern North America, which are 
often continuous with similar waves in the Ferrel wester- 
lies below. The southern polar-night system lies over the 
ocean for much of the winter and is less well known, but 
it is probably more nearly a pure zonal westerly. Both sys- 
tems are subject to transient disturbances involving strong 
vertical motion, as is the whole depth of the mesospheric 
westerlies. These disturbances show themselves by sudden 
warmings, sometimes more than 30° C in a day, through 
substantial depths of the stratosphere. The warmings, once 

thought to result from some kind of extraterrestrial im- 
pulse, are almost certainly due to subsidence on the order 
of one or two kilometres per day. They temporarily destroy 

or even reverse the westerly circulation. The last of these 
warmings brings winter to an abrupt and spectacular end, 
usually at or before the spring equinox. These invisible 
events also transfer much ozone downward into the lower 
stratosphere from the layers of rapid formation higher up, 
giving the high-latitude belts the curious phenomenon of 
a spring ozone maximum. 
Summer easterlies of the mesosphere and stratosphere. 
Summer easterlies at high levels, established after some 
weeks of further vacillation, blow continuously until 

September (March in the Southern Hemisphere). They 
are probably strongest at about 70 kilometres in about 
50° latitude, where they attain 60 metres per second. As 
Figure 34 shows, they probably tilt equatorward as one 
descends, and below 40 kilometres the strongest winds are 
in about 15° latitude. These easterlies lack the spectacular 
disturbances of winter but contain rather feeble westward- 
drifting troughs and ridges. 
Between these vast zonal currents, in broadly equatorial 

latitudes, mean wind speeds are low. In the layer above 
about 15 kilometres and up to at least 40 kilometres 
within the 30° parallels, there is a remarkable regime in 
which the zonal wind reverses on a unique 26-month cycle 
(the quasi-biennial oscillation), with easterlies giving way 
to westerlies all around the Earth and then reappearing 26 

months later. It has been shown that a 26-month compo- 
nent of variation occurs in many atmospheric phenomena, 
but in the equatorial stratosphere it dominates the motion 
of the winds. (F.K.H./P.J.S.) 

MAJOR FORMS OF WEATHER DISTURBANCES 

The Earth’s wind systems, as noted above, are subject to 
transient but often severe disturbances. In most cases these 
storms constitute centres of large-scale air ascent. As such, 
they act as important generators of clouds and precipita- 
tion. The principal types of storms include thunderstorms, 
tornadoes, and hurricanes and typhoons. 

Thunderstorms 

A thunderstorm is a short-lived storm that is produced by 
clouds of great vertical extent and that is always accompa- 
nied by lightning and thunder. A thunderstorm frequently 
produces strong, gusty winds, heavy rain, and occasionally 
hail. Almost invariably, thunderstorms are associated with 
cumulonimbus clouds, which are dense rain clouds with 

exceptional vertical development that look like mountains 
or enormous towers. In an advanced stage, their sum- 

mits have a smooth, fibrous appearance and occasionally 
resemble a huge anvil (Figure 35). The base of a cumu- 
lonimbus cloud is usually dark because it has great depth. 
Sometimes, particularly in the mountainous areas of the 
western United States, water drops from a thunderstorm 
are small, and they evaporate before reaching the ground 
as precipitation. 

VISUAL AND AURAL PHENOMENA 

Within a cumulonimbus cloud there are strong updrafts 
that carry cloud particles and raindrops to the cold upper 
parts of the clouds. The interaction of water and ice par- 
ticles causes the separation of electric charge. In general, 
positive charge is concentrated in the upper regions of the 
cloud and negative charges near the central regions. When 
the accumulated electric charge becomes sufficiently large, 
a lightning discharge occurs. A South African authority, 
D.J. Malan, has proposed a cloud charge distribution that 
can schematically represent the distribution in a typical 
mid-latitude cumulonimbus cloud (Figure 35). A net pos- 
itive charge is located at an altitude of 10 kilometres 
(where the temperature is about —45° C) and a net neg- 
ative charge at five kilometres (—15° C); both charges are 
of the same magnitude, usually 40 coulombs (an absolute 
coulomb = 0.1 electromagnetic unit). A smaller positive 
charge is located at an altitude of two kilometres (+5° cy: 
The electrical potential between the cloud and ground is 
on the order of 108 volts. At this time the charge resides 

on ice particles or water drops or both. Discharges can 
occur between any of the oppositely charged regions or 
between the cloud and the surrounding air. 
Cloud-to-ground lightning. The flash of cloud-to-ground 

lightning is initiated by electrical breakdown between the 
small positive charge region and the negative charge re- 
gion. On a time scale measured in fractions of a second, 
high-speed cameras can record luminous events in the 
flash (Figure 36). A faint luminous process in regular 
distinct steps, typically of 50-metre length, at time inter- 
vals of 50 microseconds (usec), descends in a downward 
branching pattern toward the ground. Carrying currents 
on the order of hundreds of amperes, this stepped leader or 
initial stroke propagates at a typical velocity of 1.5 X 105 
metres per second, or about one two-thousandth the speed 
of light. Diameter estimates for the stepped leader range 
from a few centimetres to a few metres. The current 
carrying core is on the order of one or two centimetres, 
and photographic measurements indicate that a sheath of 

From M.A. Uman, Lightning (1969); McGraw-Hill Book Co 
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Figure 35: Probable distribution of the thundercloud charges 
P, N, and p (according to D.J. Malan). Point charges are 
indicated by solid black circles. 
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Figure 36: Time-resolved lightning flash between cloud and 
ground. 

(Left) Flash of lightning as it would be recorded by moving 
film. (Right) The same flash recorded by stationary film. 

From M.A. Uman, Lightning (1969); McGraw-Hill Book Co 

electric charge (corona sheath) with a diameter of one to 
10 metres exists around the core. 
As the branching process nears the ground, approxi- 

mately five coulombs of charge have been deposited on 
the channel, inducing an opposite charge on the ground 
and increasing the electric field between the leader and 
the point to be struck. An upward discharge occurs from 
the ground, church steeple, house, or other object to meet 
the stepped leader about 50 metres above the surface. At 
this moment of junction the cloud is short-circuited to 
the ground and a highly luminous return stroke of high- 
current-occurs. Stepped leaders that have not reached the 
ground become the branches of the return stroke, and 
charge on the branches flows into the main channel. The 
five coulombs of charge typically deposited on the stepped 
leader flow to ground in a few hundred microseconds to 
produce peak currents that are usually on the order of 
20,000 amperes but may range from a few thousand to 
200,000 amperes. Temperatures in the channel are on the 
order of 30,000 K (50,000° F). Due to the junction pro- 

cess occurring near the ground, the time to peak current 
measured at the ground is typically 10 microseconds. As 
the charge avalanches toward the ground, the luminosity 
(return stroke) propagates toward the cloud base at 5 X 107 
metres per second, or approximately one-tenth the speed 
of light, and the high-current-carrying core expands to a 
diameter of a few centimetres. Laboratory experiments 
suggest that when pressure equilibrium is attained between 
the channel and the surrounding air, the channel approxi- 
mates a high-current arc characterized by a current density 
of 1,000 amperes per square centimetre. 
In the rapid passage from ground to cloud, the lumi- 

nous return stroke is observed to pause at points where 
the branches join the main channel (Figure 37), and the 
channel is observed to brighten as charge from the branch 
flows into the channel. The stroke then continues its up- 
ward propagation, reaching the cloud base in about 70 
microseconds; the downward propagating stepped leader 
traverses the same distance in 20 milliseconds (msec). At 
this moment there is a pause for tens of milliseconds, and 
the channel cools to a few thousand kelvins. If a second 
stroke occurs, it begins with the appearance of a dart of 
light, perhaps 50 metres in length, propagating down the 
channel of the return stroke. At a speed of 2 X 10° metres 
per second (about one one-hundredth the speed of light), 
the dart leader carries a current on the order of 1,000 

amperes toward the ground. Once again a charge centre in 
the cloud is short-circuited to the ground, and the return 
stroke occurs. This sequence of dart leader-return stroke 
typically occurs three to four times, although a flash to 
the ground that had 26 strokes and lasted two seconds 
has been reported. When a flash does have more than one 
stroke, the subsequent return strokes draw charge from 
successively higher charge centres in the cumulonimbus 
clouds. 

During the return-stroke stage, approximately 10° joules 
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of energy per metre are dissipated within the lightning 
channel. This energy is divided among the dissociation, 
ionization, excitation, and kinetic energy of the particles, 
the energy of expansion of the channel, and radiation. 
Spectroscopic measurements reveal that the air particles, 
principally nitrogen, oxygen, and water molecules, are 
split into their respective atoms and that on the average 
one electron is removed from each atom. The conversion 
from air molecules to a singly ionized plasma occurs in 
a few microseconds. At this time the temperature of the 
plasma is at least 30,000 K and the pressure is greater 
than 1,000 kilopascals (10 atmospheres). The high pressure 
greatly exceeds the ambient (surrounding) pressure. The 
return-stroke channel expands at a supersonic rate, and 
the shock wave decays to a sound wave that is eventually 
heard as thunder. Because it is estimated that 1 percent 

of the input energy is stored in the particles and less than 
1 percent emitted as radiation in the visible and infrared 
region (4,000 to 11,000 angstroms [A], where A = 107° 
centimetre), it is probable that most of the energy dissi- 
pated goes into the energy of channel expansion, a process 
requiring no more than 10 to 20 microseconds. 
A small percentage of discharges between the cloud and 

ground are actually initiated at the ground and propagate 
upward to a charged region in the cloud. These discharges 
often are initiated (or triggered) by tall structures or by 

By courtesy of (top) the University of Arizona, Tucson; photograph (bottom), Icelandair 

Figure 37: Natural lightning occurrences. 
(Top) Cloud-to-ground lightning flash. (Bottom) Lightning in a 
volcano cloud on Surtsey, an island off the Icelandic coast. 
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Table 3: Velocities of Lightning Components and Related Data 

os maximum* minimum representative 

Stepped leader 

Length of step (m) 3 50 200 

Time interval between steps (usec) 30 50 125 
Average velocity of propagation of 1.0 * 105 1.5 X 105 2.6 * 106 
stepped leader (m/sec)t 

Charge deposited on stepped-leader 3 5 20 

channel (coul) 
Dart leader 

Velocity of propagation (m/sec)t 1.0 * 106 2.0 X 106 2.1 X 107 

Charge deposited on dart-leader 0.2 1 6 
channel (coul) 

Return stroket 
Velocity of propagation (m/sec)t 2.0 X 10 5.0 X 107 1.4 * 108 

Current rate of increase (ka/usec)§ <1 10 >80 
Time to peak current (usec)§ <i 2 30 
Peak current (ka)§ —- 10-20 110 

Time to half of peak current (usec) 10 40 250 
Charge transferred excluding 0.2 By 20 

continuing current (coul) 
Channel length (km) 2 5 14 
Lightning flash 

Number of strokes per flash l 3-4 26 

Time interval between strokes 3 40 100 
in absence of continuing 
current (msec) 

Time duration of flash (sec) 10-2 0.2 2 
Charge transferred including 3 25 90 

continuing current (coul) 

*The words maximum and minimum are used in the sense that most measured 
values fall between these limits. Velocities of propagation are generally 
determined from photographic data and thus represent “two-dimensional” 
velocities. Since many lightning flashes are not vertical, values are probably slight 
underestimates of actual values. First return strokes have slower average 
velocities of propagation, slower current rates of increase, longer times to current 
peak, and generally larger charge transfer than subsequent return strokes in a 
flash. §Current measurements are made at the ground. 
Source: Uman, Lightning, 1969. 

towers on hilltops (Figure 38, top right). The upward 
branching of such discharges makes them visually distin- 
guishable from their “right-side-up” counterparts, giving 
the impression of a cloud-to-ground lightning flash that is 
upside down. 

Figure 38: Occurrences of lightning involving ground objects. 

By courtesy of 
ee TT Ae, 

Some physical properties of cloud-to-ground lightning 
are summarized in Table 3. 

Cloud-to-cloud and intracloud lightning. True cloud-to- 
cloud lightning is rare because most lightning flashes occur 
within a cloud. The first lightning flash in a thundercloud 
is typically an intracloud discharge. When an intracloud 
discharge occurs, the cloud becomes luminous for ap- 
proximately 0.2 second. The discharge is initiated by a 
leader that propagates between charge centres. The 0.2- 
second illuminosity is continuous and has several pulses 
of higher luminosity of one-millisecond duration super- 
imposed upon it. This situation suggests minor return 
strokes as the leader contacts pockets of charge, but the 
similarity ends there. During the 0.2 second, the amount 
of the charge transfer is probably similar to the amount 
involved in a ground discharge: 20 coulombs, with a range 
from 0.3 to 100 coulombs. The mean velocity of propa- 
gation of the intracloud flash is | X 104 to 2 X 104 metres 
per second. Electric currents associated with the luminous 
brightening are probably in the range of 1,000 to 4,000 
amperes. Strikes to aircraft indicate peak currents of only 
a few thousand amperes, an order of magnitude less than 
currents in ground flashes. Rise times to peak currents are 
measured in milliseconds, three orders slower than rise 
times in return strokes. The energy of intracloud flashes 
is unknown. 

Thunder. When air is crossed by a spark or a lightning 
flash, the air is heated rapidly and the cylindrical column 
expands at supersonic speed. Within a metre or two the 
shock wave decays to a sound wave. The sound heard 
as thunder comes from the entire channel length and is 
modified by the intervening medium. The result is a series 
of sounds that are variously described as peals, claps, rolls, 

and rumbles. These can conveniently be condensed into 
claps, which are sudden loud sounds, and rumbles, which 
are all other sounds of thunder. At short distances of a 
few hundred metres, the thunder begins with a sudden 
clap followed by a long rumble. At extended distances 
the thunder begins with a rumble. Because light travels at 
299,300 kilometres per second and sound travels at about 

(Left) A close lightning flash striking a tree at a distance of 60 metres. (Top right) “Triggered 
lightning"; the discharge is triggered by the presence of the tall tower atop Mount San 
Salvatore, near Lugano, Switz. (Bottom right) Spectrum of a lightning flash. 
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335 metres per second, observation of the time of arrival 
of thunder permits calculation of the distance to the flash; 
the sound will travel 1.6 kilometres in five seconds. For 
close lightning the elapsed time until the beginning of the 
thunderclap gives the minimum distance to the flash, and 
the time duration to the rumble is a minimum estimate of 
the channel length. A thunderclap heard two seconds after 
the flash, followed by a rumble of 20 seconds, for exam- 
ple, indicates a distance to the flash of approximately 610 
metres and a channel length at least 6.4 kilometres. For 
reasons that include the atmospheric temperature lapse 
rate, wind shear, and terrain features, thunder is rarely 
heard at distances greater than 24 kilometres. The energy 
spectrum of thunder has been recorded and shows that 
most of the energy is in the low-frequency audible range 
with a maximum at 50 hertz (cycles per second). 

(R.E.Or./L.J.B./Ed.) 

CAUSES OF THUNDERSTORMS 

Thunderstorms occur when the atmosphere exhibits in- 
stability. In essence, when a weather system is unstable, 
a small displacement leads to a larger one. When the 
atmosphere is unstable, a volume of air having an upward 
displacement for any reason will continue moving upward 
at an accelerating rate. If a sufficiently large mass of air 
begins rising, an updraft will result. If the air is moist as 
well as unstable, a cloud will form. Further growth can 
lead to precipitation and lightning. 
The atmosphere becomes unstable when the temperature 

decreases rapidly with height, this change resulting most 
often from solar heating of the Earth’s surface and of 
the air in the lowest layers of the atmosphere. Some of 
the heat is transported upward by means of molecular 
motion and small-scale turbulent eddies of air. If the in- 
coming energy exceeds that being transported upward, the 
temperatures in the lowest layers rise, causing the tem- 
perature lapse rate (the rate of temperature decrease with 
height) to increase. When the lapse rate exceeds certain 
specific values depending on the humidity properties of 
the air, the atmosphere becomes unstable. If upward air 
motion is initiated by a mountain ridge, for example, a 
rising convection current is set in motion. The ascending 
stream of air will be warmer and more buoyant than the 
surrounding air. Heat and moisture are carried upward. 

ANNUAL NUMBER OF DAYS WITH THUNDERSTORMS 
O 5 20 60 
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Countercurrents transport cooler and drier air downward. 
The associated puffy clouds that start as cumulus and may 
become cumulonimbus are called convective clouds. 
Such clouds may be initiated in a variety of ways. Some 

early studies indicated that convective clouds and thun- 
derstorms were initiated as a result of excessive warming 
of certain surface areas. The temperature differences were 
attributed to differences in the colour and hence the ab- 
sorption properties of various soils and rocks. Sometimes 
thermals may be traced to such hot spots, but evidence 
indicates that most thunderstorms are set off as a result of 
organized lifting of the air. 
As noted previously, mountain ridges are important in 

generating thunderstorms. Not only do the ridges serve as 
a barrier that forces the air to rise but they also become 
what are sometimes called high-level heat sources. Solar 
heating of the high terrain causes the air close to them 
to be warmer than the air at the same altitudes over the 
adjacent valleys. Because the warm air is less dense, it 
rises through the surrounding cooler and heavier air. The 
importance of this effect is shown by the fact that, even in 
mountainous areas, most thunderstorms occur during the 

afternoon and early evening hours when it is warmest. 
Thunderstorms are often initiated when a cold front ad- 

vances toward moist, unstable air (see above), which is 
forced to rise over the frontal surface. Sometimes lines 
of thunderstorms occur above and nearly parallel to a 
cold frontal surface. More often, particularly over the cen- 
tral United States, long lines or zones of thunderstorms 
develop in the warm air many tens of kilometres, some- 
times several hundred kilometres, ahead of the cold front. 
The tendency of these so-called prefrontal squall lines to 
be more or less parallel to the front has suggested that 
they have been initiated by a dynamic mechanism related 
to the front. 
In the tropics, weather fronts of the kinds so commonly 

noted at higher latitudes are almost never observed. Air 
masses of contrasting temperature do not come into con- 
tact, as is the case at the polar front, when air from 
the polar regions encounters air from the tropics. Never- 
theless, the regions of maximum thunderstorm frequency 
occur in equatorial and tropical regions (Figure 39). These 
storms are triggered by air rising as a result of converging 
wind systems. When the northeast trade winds meet the 

By courtesy of the World Meteorological Organization 
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Figure 39: World patterns of thunderstorm frequency. 
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southeast trades, the air at the zone of confrontation must 
rise. Because it is both moist and unstable, showers and 
thunderstorms are produced in abundance. 
Disturbances in the low-altitude wind field may lead to 

convergence and ascending air. Such disturbances occur 
often both in equatorial areas and at higher latitudes and 
give rise to cumulonimbus clouds and thunderstorms. 

TYPES OF THUNDERSTORMS 

At one time it was common to classify thunderstorms ac- 
cording to where they occurred; for example, as airmass, 
frontal, or orographic (mountain-related) thunderstorms. 
Since the early 1960s, it has been found more meaningful 
to classify them according to the chief characteristics of 
the storms themselves. Such characteristics depend largely 
on the properties of the environment in which a given 
thunderstorm develops. 

Isolated thunderstorms, especially those that occur under 
atmospheric conditions such that the wind velocity does 
not change markedly with height, are sometimes called 
air-mass, or local, thunderstorms. They are mostly verti- 
cal in structure, relatively short-lived, and usually do not 
produce violent weather at the ground level. Extensive 
flight measurements indicate that such thunderstorms are 
composed of one or more individual cells, each of which 
passes through a definable life cycle. Early in the growth 
of the cloud, air motions are mostly upward not as a 

steady, uniform stream but as one that is composed of 
a series of rising eddies. The precipitation particles grow 
as the cloud grows; when the accumulated water and ice 
becomes excessive, a downdraft is started. At maturity a 
local storm may be composed of intense updrafts and 
downdrafts side by side (Figure 40). In its later stages 
the updraft spreads throughout the cell and diminishes in 
intensity as the precipitation falls out. 
Violent weather at ground level usually results from a 

type of thunderstorm that is sometimes referred to as 
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Figure 40: Thunderstorm models. 
(Top) Mature stage of an isolated thunderstorm cell. 
(Bottom) Cross section through a hail-producing organized 
thunderstorm. 

an organized storm. Over the central United States, it 
commonly occurs when the winds in the middle layer 
of the atmosphere are from the southwesterly quadrant 
and are strong. Although there is still considerable debate 
about the structure of such storms, many authorities are 
convinced that in such thunderstorms the updraft is tilted 
from the vertical. Storms of this sort may last for many 
hours, remaining in a constant state of regeneration be- 
cause moist, unstable air is drawn into the lower part of 
the cloud. Long swaths of hail can be produced by these 
storms. Strong, gusty winds are very common, and torna- 
does sometimes are generated. 

ENERGY OF THUNDERSTORMS 

The energy to drive thunderstorms is supplied by a variety 
of sources, but most of it comes from the heat released 
when water vapour condenses to form cloud droplets. For 

every gram of water condensed, about 600 calories of heat 
are made available. When the water freezes in the upper 
parts of the cloud, another 80 calories of heat per gram 
of water are released. This energy goes to increase the 
temperature of the updraft and, in part, is converted to 
kinetic energy of upward and downward air movement. 
If the quantity of water that is condensed in and subse- 
quently precipitated from a cloud is known, then the total 
energy of a thunderstorm can be calculated. In an average 
thunderstorm, the energy released amounts to about 107 
kilowatt-hours, which is equivalent to a 20-kiloton nuclear 
warhead. A large, severe thunderstorm might be 10 to 100 
times more energetic. 

PHYSICAL CHARACTERISTICS 

An individual thunderstorm cell may be three kilometres 
in diameter, extend to an altitude of eight to 10 kilometres, 

and last less than 30 minutes. A larger local thunderstorm 
would be composed of many cells in different stages in 
their life history. Such a storm can be tens of kilometres 
in diameter, its summit may extend to altitudes exceeding 
18 kilometres, and its duration may be many hours. 
When referring to the diameter of a thunderstorm, it is 

necessary to specify what is being measured. The quanti- 
ties cited above refer to the diameter of #he cloud at mid- 
dle altitudes, the distance observed by an airplane flying 
through the cloud at an altitude of perhaps five kilometres. 
In such a penetration, the aircraft might encounter several 
updrafts and downdrafts. The most extensive measure- 
ments of thunderstorm properties by means of airplanes 
were made by the Thunderstorm Project conducted in 
1946 and 1947 by the U.S. Weather Bureau in collabora- 
tion with the U.S. Navy and Army air forces. 
Updrafts and downdrafts. Although updrafts and down- 

drafts encountered in Ohio and Florida thunderstorms 
sometimes had diameters exceeding four kilometres, most 
often they were between about 500 and 2,500 metres at al- 
titudes from three to eight kilometres. At flight levels near 
1,500 metres, the drafts tended to have a greater diameter 
and be weaker than at greater heights in the clouds. 
Updraft speeds measured by the Thunderstorm Project 

ranged to a maximum of 26 metres per second (m/sec) but 
usually were less than half that much. They increased with 
height and averaged 5.0, 7.3, and 8.4 m/sec at altitudes 
of 1.5, 4.5, and 7.6 kilometres, respectively. At the same 
altitudes, mean downdrafts were 4.6, 6.1, and 7.3 m/sec, 
respectively. At greater altitudes, higher updraft speeds 
have been measured by aircraft and radar and have been 
inferred on theoretical grounds. Updrafts exceeding 20 m/ 
sec are not considered unusual in the upper parts of large 
thunderstorms. Airplanes flying through them at altitudes 
about 10 kilometres have measured updrafts exceeding 30 
m/sec. The strongest updrafts have been observed in se- 
vere organized thunderstorms, which often are many tens 
of kilometres in diameter. Lines or zones of such storms 
sometimes extend for many hundreds of kilometres. 
Vertical extent of thunderstorms. The heights of thun- 

derstorms have been measured by radar and by aircraft 
flying over their tops. They commonly extend to altitudes 
of more than 11 kilometres and sometimes to more than 
20 kilometres. On very unstable days when the atmo- 
sphere is moist, the upper limit of the thunderstorm cloud 
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is determined by the depth of the troposphere, that region 
of the atmosphere lying below the stratosphere. On such 
occasions the rising updraft air would be warmer than its 
environment until it penetrates through the base of the 
stratosphere. Since this layer is characterized by air tem- 
peratures that are nearly constant or may increase with 
height, it has great stability. The momentum of an updraft 
would carry it into the stratosphere, but after a short pen- 
etration the rising air would be cooler and heavier than 
the surrounding air. The resulting downward force would 
stop further upward motion. 

The base of the stratosphere varies with both latitude and 
season of the year. In general, it ranges from about 10 to 20 
kilometres with the higher found in the summer at lower 
latitudes. When the rising air of the cloud encounters the 
stable stratosphere, it spreads outward and forms the anvil 
cloud so characteristic of thunderstorms (see above Figure 
11, top centre). If winds are light, the anvil may extend in 
all directions around the cloud. Most of the winds at the 
anvil altitudes carry cloud material downwind. 
Thunderstorm tops do not usually reach the stratosphere. 

More often their vertical extent is determined by a sta- 
ble layer in the troposphere. For a number of reasons, 
layers may be formed where the temperature is constant 
or increases with height. Sometimes the air temperature 
decreases only slowly with height. Regions where the tem- 
perature decreases slowly or increases with height are sta- 
ble layers, and a rising volume of air encountering them 
often cannot penetrate them. As a result, the stable layer 
determines the maximum vertical extent of the cloud and 
the altitude where the cloud spreads out to form the anvil. 
Turbulence. An airplane flying through a thunderstorm 

is commonly carried upward and downward by the drafts 
in the storm. In addition, it often is buffeted from side 
to side and up and down. This motion is called turbu- 
lence, which is caused by large changes in air motions 
over distances comparable to the dimensions of the air- 
plane. Turbulence not only causes discomfort for the crew 
and passengers but also subjects the aircraft to undesir- 
able stresses. 
Turbulence may be expressed in various units. Com- 

monly, the g unit, equal to the acceleration of gravity of 
the Earth, is used. A gust of 1 g will cause severe aircraft 
turbulence. In the upper part of violent thunderstorms, 
vertical accelerations of about 3 g have been reported. 
Movement of thunderstorms. The motion of a thunder- 

storm is determined largely by the average wind velocity 
in the layer of the atmosphere in which the storm devel- 
ops. The average speed of 120 thunderstorms observed in 
Florida and Ohio in the United States was 20 kilometres 
per hour, but some storms moved much faster. In extreme 
circumstances thunderstorms may move at 65 to 80 kilo- 
metres per hour. 

When considering the movement of a thunderstorm, the 

storm’s dynamic character must be taken into account. 
Most storms are in a constant state of change, with new 
cells developing while old ones dissipate. When wind 
speeds are light, an individual cell may move very little, 
less than two kilometres, during its lifetime; however, new 

cells forming downwind may give the illusion of rapid 
cloud motion. This type of behaviour is often observed in 
mountainous areas. The first storms of the day generally 
form over the ridges. As the day progresses, new clouds 
develop near the existing ones but closer to the valleys. 
An observer who sees the nearest edge of the clouds com- 
ing closer may readily assume that the original clouds are 
moving over the valley. 
Although new cloud developments generally occur down- 

wind of an existing storm, this is not necessarily the case. 
Sometimes they grow on the flanks, and, as a result, visual 

observations may lead to the notion that there is little 
relation between the winds and thunderstorm motion. As 
would be expected, this view is most likely to arise when 
wind speeds are low. 

WEATHER UNDER THUNDERSTORMS 

The air in a thunderstorm downdraft descends from alti- 
tudes where the temperature is Jower than at the ground. 
Moreover, the downdraft is maintained at a cooler tem- 
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perature than its environment by the evaporation of water 
and ice particles. The sinking air is not only heavier than 
the surrounding air but its so-called horizontal momen- 
tum also differs from that of the surrounding air. If the 
descending air originated at an altitude of 10 kilometres, 
for example, it would reach the ground with a horizontal 
velocity that somewhat resembles the wind velocity at its 
level of origin. When the air strikes the ground, it usually 
moves outward ahead of the storm at a higher speed than 
the speed of the storm itself. 
In extreme circumstances, the outrushing, cool air may 

reach velocities of 100 kilometres per hour or more and do 
extensive damage to property and vegetation. This severe 
wind most often occurs when organized lines of severe 
thunderstorms form in an environment where the middle 
level winds are very strong. When serious wind damage 
is produced by such a storm, the victims may suspect 
that it was caused by a tornado. Of course, if a funnel 
cloud is observed, then the nature of a storm would be 
obvious. If a funnel cloud is not observed, the character 
of the damage can be revealing. Tornadoes blow debris in 
a tight circular pattern, whereas the outflowing air from a 
thunderstorm pushes it mostly in one direction. 
An observer on the ground watching a thunderstorm 

approach can feel the gusty, cool air before the storm 
passes overhead. The outspreading, downdraft air forms 
a pool some 500 to 2,000 metres deep. Often there is 
a very distinct boundary between the cool air and the 
warm, humid air in which the storm formed in the first 
place. The passage of such a boundary is easily recognized 
as wind speeds increase and the air temperature suddenly 
drops. Over a five-minute period, a cooling of more than 
5° C is not unusual, and cooling that is twice as great is 
not unknown. 

By the time the cool air begins spreading over the 
ground, rain usually is reaching the surface. Sometimes 
all the raindrops evaporate while falling, and the result is 
a dry thunderstorm. At the other extreme, thunderstorms 
can produce torrential rain and hail. Under a cumu- 
lonimbus cloud, impending rain usually can be predicted 
when the cloud base darkens, indicating a deep layer of 
cloud obscuring the rays from the Sun. Often, but not 
usually, a flash of lightning occurs and the precipitation 
follows several minutes later. There is still disagreement 
over the interpretation of this sequence of events. Once 
the precipitation commences, it builds up rapidly, com- 
monly reaching its maximum intensity between five to 10 
minutes after the start. In small Ohio thunderstorms, for 

example, the maximum five-minute rate was 122 millime- 

tres per hour, but most often was less than one-tenth of 

this amount. The average thunderstorm yielded 2 < 108 
kilograms (220,000 short tons) of rain, but some large 
storms produced 10 times more. Large organized storms 
can generate 10'° to 10'* kilograms of rain. 
Table 4 lists certain extreme rainfall quantities in vari- 

ous parts of the world. They represent measurements at 
a single point. As the duration of the rainfall increased, 
the average rates decreased but were extreme in every 
case shown. Such rapid accumulations of water invariably 
cause flooding; greater damage is, of course, associated 
with longer durations and greater quantities. 

OCCURRENCE OF THUNDERSTORMS 

Thunderstorms are most likely to occur in a moist, un- 

stable atmosphere. Air masses having these properties 
are commonly formed over equatorial and tropical areas. 
When a body of air moves over low-latitude oceans, it 
is humidified by evaporation from the underlying water 
surface. Heat is transferred from the warm ocean water to 
the air. In addition, the nearly direct rays from the Sun 
warm the moist, lowest layers of the atmosphere. As a 
consequence of these processes, moist, tropical air masses 
develop suitable properties for thunderstorm formation. 
Disturbances in the wind field caused by pressure per- 

turbations or changes in topography leading to an upward 
displacement of the air initiate the development of thun- 
derstorms. All the conditions necessary for their occurrence 
are most often met over the land areas in the equatorial 
zone between 10 degrees north and south latitudes where 
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Table 4: Some Extreme Rainfall Rates* 

| date place duration amount average 

| rate 
inches cm (mm/hr) 

April 5, 1926 Opids Camp, Calif. 1 min 0.65 1.65 990 
| Sept. 30, 1925 Haughton Grove, 3 min 1.6 4.07 814 

Jamaica 
Nov. 29, 1911 Portobelo, 5 min 2.48 6.3 756 

| Panama 

| May 12, 1916 Plumb Point, 15 min 8.0 20.3 812 
| Jamaica 

| June 22,1947 Holt, Mo. 42min 12.0 30.5 436 
| July 14-15, 1947 Baguio, Phil 24 hr 46.0 117.0 48.7 
r 

| *Probably from thunderstorms, but not documented. 
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the average number of days with thunderstorms exceeds 
100 per year. In certain places in equatorial Africa and 
South America, there are more than 180 days of thunder- 
storms in an average year (Figure 39). 

At higher latitudes, the frequency of thunderstorms de- 
pends on the character of the topography and the fre- 
quency of invasions of moist, tropical air. Since this 
happens most often in the spring and summer, the North- 
ern Hemisphere experiences most of its thunderstorms 
between May and September, whereas thunderstorm max- 
imums are found approximately six months later in the 
Southern Hemisphere. 

Over the large continental area of North America, thun- 

derstorms occasionally occur, even in the winter, in the 
states along the coast of the Gulf of Mexico. As summer 
approaches, moist, tropical air gradually extends to higher 
latitudes and thunderstorms do likewise. By July and Au- 
gust they occur on the average on more than six days per 
month over the flatlands of central Canada. 
Dunng midsummer, areas of high thunderstorm fre- 

quency are centred over the Florida peninsula and north- 
ern New Mexico where 18 to 20 thunderstorm days per 
month are experienced. The frequent thunderstorms in the 
New Mexico-Colorado area are initiated as warm, humid 
air is forced to rise on the east slope of the Rocky Moun- 
tains. On a yearly basis there are about 90 thunderstorm 
days in central Florida. 
Thunderstorms constitute a common feature of the sum- 

mer monsoons (see above) in many parts of the world, 
particularly over southern Asia. As solar radiation warms 
the continent, an ocean-to-land air current is established. 
Moist, unstable air from the Indian Ocean is carried inland 
and is forced to rise up the steep slopes of the Himalayas. 
As a result, showers and thunderstorms are produced in 
great abundance. Record high rainfalls occur. 
In cold regions, poleward of about 60° latitude, thunder- 

storms are scarce Or nonexistent because of the cold air 
near the ground and the stable atmospheric conditions. 
There also are few thunderstorms over those parts of the 
Earth dominated by semipermanent high-pressure centres. 
In these regions, which correspond to the great deserts of 
the world, the air generally descends. This causes a drying 
of the air and a stabilization of the atmosphere. As a 
result, thunderstorm development is inhibited. 

OBSERVATIONS OF THUNDERSTORMS 

Most of the existing data on thunderstorms have been ac- 
cumulated by weather observers. Unfortunately, by visual 
observation, it is difficult and often impossible to obtain 
quantitative information about the characteristics of the 
clouds that produce the thunder. When widespread thun- 
derstorms occur, the sky commonly is overcast with many 
intermingled layers of clouds of various types. Cloud sum- 
mits are frequently obscured. 
Advances in aviation, and in particular the development 

of airplanes of high structural integrity, have made it pos- 
sible to fly through thunderstorms to measure their inter- 
nal properties. High-flying airplanes have yielded accurate 
data on the vertical extent of thunderstorms. 
The development of radar during World War II con- 

tributed much to scientific knowledge about thunder- 
storms. Most of the available statistics on thunderstorm 
dimensions and movements have been obtained by means 
of radar. Conventional radar sets measure the location 

and reflectivity of water and ice particle concentrations. 
By noting changes in the intensity, size, or position of 
radar echoes, it has been possible to infer the nature of 
the motions in the thunderstorms. 

Networks of radar sets are employed by the civil and 
military weather services in several countries to detect 
and track thunderstorms. All commercial airliners are 
now equipped with radar to allow the pilots to observe 
thunderstorms and take evasive action and thereby reduce 
flight hazards and increase passenger comfort. 
Since about 1960, atmospheric scientists have used 

pulsed-Doppler radar sets. Such equipment not only can 
make the same observations as were made by earlier radars 
but can measure the instantaneous fields of motion of 
the precipitation particles. In certain circumstances, this 
information can be used to measure the speeds of updrafts 
and downdrafts. Furthermore, it is sometimes possible to 
infer the size of the precipitation particles. 
Weather satellites photograph cloud patterns and teleme- 

ter the pictures back to Earth. Radiometers on board the 
satellites supply information on the temperatures of the 
clouds that are observed. On the basis of appearance and 
temperature, it is possible to infer when a cloud is a cu- 
mulonimbus and, hence, probably a thunderstorm source. 
At the present time, satellite data are revealing patterns 
of convective cloud and thunderstorm development on a 
scale never seen before. The information has been particu- 
larly valuable over the vast, low-latitude oceanic areas that 

were never adequately observed in the past. (L.J.B./Ed.) 

Tornadoes, waterspouts, and whirlwinds 

Tornadoes, whirlwinds, and waterspouts are atmospheric 
vortices, or rotating funnel-cloud air masses of small di- 

ameter. They are differentiated from each other by the 
intensity of their rotation and by the surfaces that they tra- 
verse. Though tornadoes and whirlwinds both travel over 
landmasses, whirlwinds are atmospheric systems smaller 
than tornadoes. Waterspouts are tornadoes that form or 
pass over a water surface. 

GENERAL CHARACTERISTICS ai 

Tornadoes. The name tornado comes from the Spanish 
tronada (“thunderstorm”), which supposedly was derived 
from the Latin tornare (“to make round by turning”). 
The most violent of atmospheric storms, a tornado is a 

powerful vortex, or “twister,” whose rotational speeds are 
estimated to be close to 480 kilometres per hour but may 
occasionally exceed 800 kilometres per hour. The direc- 
tion of rotation in the Northern Hemisphere is usually, 
though not exclusively, counterclockwise. 
The first visible indication of tornado development is usu- 

ally a funnel cloud (Figure 41), which extends downward 
from the cumulonimbus cloud of a severe thunderstorm 
(see above). As this funnel dips earthward, it becomes 
darker because of the debris forced into its intensifying 
vortex. Some tornadoes give no visible warning until their 
destruction strikes the unsuspecting victims. Tornadoes 
often occur in groups, and several twisters sometimes de- 
scend from the same cloud base (Figure 41). 
The forward speed of an individual tornado is normally 

48 to 64 kilometres per hour but may range from nearly 
zero to 112 kilometres per hour. The direction of motion 
is usually from the southwest to the northeast, although 
tornadoes associated with hurricanes may move from the 
east. The paths of twisters average only several hundred 
metres in width and 26 kilometres in length, but large 
deviations from these averages may be expected: e.g., a 
devastating tornado that killed 689 persons in Missouri, 
Illinois, and Indiana in the midwestern United States on 
March 18, 1925, was at times 1.6 kilometres wide, and its 
path extended 352 kilometres. 
In the short time that it takes to pass, a tornado causes 

fantastic destruction. There have been cases reported in 
which blades of straw were embedded in fence posts; a 
schoolhouse with 85 pupils inside was demolished and 
the pupils carried 137 metres with none killed: and five 
railway coaches, each weighing 70 tons, were lifted from 
their track and one coach was moved 24 metres. 
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Figure 41: Tornadoes of the midwestern United States. 
(Left) A typical killer tornado photographed in Tracy, Minn., on June 13, 1968; it traveled 
21 kilometres along the ground. (Right) Twin funnels, in one of the worst recorded tornado 
outbreaks, crossing a highway south of Elkhart, northern Indiana, on April 11, 1965; debris 
can be seen falling out of the left funnel. 

(Left) Eric Lantz, (right) Paul Huffman 

Although much remains to be learned about tornado for- 
mation and movement, remarkable advances have been 
made in the effectiveness of tornado detection and warn- 
ing systems. These systems involve analyses of surface and 
upper-air weather, detection and tracking of atmosphere 
changes by radar, and spotting severe local storms. 
Waterspouts. When a tornado forms or passes over a 

water surface, it is termed a waterspout. Like tornadoes, 

they may assume many shapes and often occur in series 
or families. Measurements of their forward speeds are 
scarce, but estimates vary from a few kilometres an hour 

to as high as 64 to 80 kilometres per hour. Contrary to 
popular opinion, a waterspout does not “suck up” water 
to great heights, though it may lift the water level a few 
metres. The main visible cloud consists mostly of fresh- 
water clouds produced by condensation of water vapour: 
however, a sheath of spray often rotates around the lower 
portion of the vortex tube. 
One of the largest and most famous waterspouts, observed 

near Massachusetts on Aug. 19, 1896, was witnessed by 
thousands of vacationers and several scientists. Its height 
was estimated to be 1,095 metres and its width 256 metres 
at the crest, 43 metres at centre, and 73 metres at the base. 

The spray surrounding the vortex tube near the water 
surface was about 200 metres wide and 120 metres high. 
The spout lasted 35 minutes, disappearing and reappear- 
ing three times. Most waterspouts are smaller, with much 
shorter lives. This exceptional spout is an example of one 
that apparently was spawned by thunderstorm-squall con- 
ditions, similar to those that produce tornadoes over land. 
There are few authentic cases of large ships ever being 

destroyed by a spout, although spouts are a dangerous 
hazard to small vessels. A few intense waterspouts have 
caused deaths when they moved inland over populated 
areas. The belief that firing a cannonball or other pro- 
jectile into a spout can “break it up” has no scientific 
foundation. 
Whirlwinds. In the general sense, a whirlwind is any 

rotating mass of air or atmospheric vortex. The term 
is, however, commonly restricted to atmospheric systems 
smaller than a tornado but larger than eddies of microscale 
turbulence. A whirlwind is usually named after the visible 
phenomenon associated with it; thus there are dust whirls, 
or dust devils; sand whirls, or sand pillars; and fire, smoke, 
and even snow whirls, or spouts. 
In contrast to the pendant form of the tornado funnel, 

a dust or sand devil develops from the ground upward, 
usually under hot, clear-sky conditions. The whirl shape 
is normally that of a cylindrical column or an inverted 
cone. The axis of rotation is usually vertical, but it may be 
inclined. The direction of rotation may be either clockwise 
or counterclockwise. Vortices with a horizontal axis of ro- 
tation are sometimes called rolls, or rotors. Dust and sand 
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whirls are not nearly as violent as tornadoes, although 
jackrabbits have been lifted by the more intense vortices. 
The whirls measure in diameter from several centimetres 
to a few hundred metres, and visible heights from a few 
metres to at least 1,500 metres. This is probably not the 
upper limit, for sailplane pilots have used their spirally 
ascending currents to soar to above 4,570 metres. Like 

tornadoes and waterspouts, dust and sand devils often 

appear in groups or series. Eleven of them were simul- 
taneously sighted in Ethiopia, and in the Mojave Desert 
in eastern California a series of smaller whirls followed in 
the wake of a larger primary vortex. Such secondaries are 
sometimes referred to in India as “dancing devils.” 
Fire whirlwinds are a problem to the forest rangers who 

must cope with them. A historical example of a great fire 
vortex, produced by war, is that which formed over Ham- 
burg following a massive aerial bombing during the night 
of July 27-28, 1943. The fire fueled a storm of counter- 

clockwise rotation 1.6 to three kilometres in diameter and 
nearly five kilometres high, with winds estimated to be 
more than 160 kilometres per hour in some sections. 

OCCURRENCE AND DISTRIBUTION 

Tornadoes. Tornadoes strike in many areas of the 
world, but nowhere are they as frequent or as fierce as 
in the United States. More than 1,100, for example, were 
reported there during 1973 alone. Direct comparisons of 
relative tornado frequencies in various countries are biased 
because observational data are often lacking in sparsely 
settled regions. It appears, however, that Australia, where 
several hundred per year have been reported, has the du- 
bious honour of second place. Other countries reporting 
tornadoes include, but are not limited to, Great Britain, 
Canada, China, France, Germany, The Netherlands, Hun- 
gary, India, Italy, Japan, and even Bermuda and the Fiji 
Islands. 
A vast “tornado belt” embracing the Great Plains of the 

United States and the southeastern portion of the country 
is threatened by tornadoes every year (Figure 42). Every 
state in the nation, including Alaska and Hawaii, has 

experienced twisters. The average frequency varies from 
more than 100 in Texas to fewer than three in the far 
western and most of the northeastern states. 
A more important criterion for gauging tornado severity 

is the average number of tornadoes in a unit area, such 

as a square kilometre or a two-degree square on a map. 
Computations of this tornado density for a 45-year period 
show that the greatest concentration of tornadoes per unit 
area is found in the states of Oklahoma and Kansas. 
The area with the greatest potential for casualties is that 
which combines a high tornado incidence rate with a 
thick population concentration. Southwestern Oklahoma, 
for example, has the highest tornado incidence per unit 
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Figure 42: Annual frequency of tornadoes in the coterminous United States. (Based on 1953- 
80 data.) 
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area, but because it is thinly populated as compared with 
the Chicago area, which has less than one-half its tornado 
incidence, casualty potential for Chicago is much greater. 
Although the probability that a specific locality will be 
struck by a tornado in any one year is very small, this 
low probability does not mean that such an event will not 
happen. An extreme example of an apparent defiance of 
probability statistics took place in Codell, western Kansas, 
a small town hit by tornadoes on the same date, May 20, 
in three successive years, 1916, 1917, and 1918. 
Tornadoes may occur during any month of the year. 

Normally, for the United States as a whole, the month 
with the most tornadoes is May; and more than half the 
year’s total occurs during the three months of April, May, 
and June. The lowest frequency is in December and Jan- 
uary. No season of the year is free from tornadoes, but in 
spring and summer they are five times as numerous as in 
winter and fall. 
Tornadoes are generated from severe thunderstorms, 

which form readily between warm, moist air from the 
south or southwest and contrasting cool, dry air from the 
west or northwest. A squall line of severe local storms often 
develops along this boundary, and sometimes a family of 
tornadoes is spawned. In February, warm, moist air from 
the Gulf of Mexico begins to penetrate the Gulf states. As 
it continues its northern and eastern penetration, tornado 
frequencies reach their peaks during April over the south- 
ern Atlantic states, during May over the southern Plains 
states, and during June over the area extending from 
the northern plains to western New York state. In the 
summer and fall the decreasing contrast between the air 
masses results in a reduction of tornado incidence in most 
sections, although they may develop from the severe thun- 
derstorms associated with unstable air masses, especially in 
Florida, where tornadoes are often associated with hurri- 
canes. During December and January, cold air dominates 
the country, and the moisture-temperature relationships 
required for tornado genesis are not usually present. 
Although tornadoes may strike at any hour of the day or 

night, they generally form during the middle or late after- 
noon, between 3:00 to 7:00 pM, the period most favourable 
for the development of severe thunderstorms from which 
they are bred. 

Waterspouts. The worldwide distribution of water- 
spouts is difficult to determine because most of them occur 
over oceans and their detection depends on observations 
from coasts or from ships or airplanes. They are most fre- 
quent over tropical and subtropical waters; many of them 
have been observed over the Gulf of Mexico, off the coast 
of Florida and the Bahamas, and over the Gulf Stream. 
The spouts are common off the west coast of Africa near 
the Equator and off the coasts of China and Japan, but 
they may appear in unexpected places, such as the Grand 
Banks of Newfoundland and even near Seattle, Wash. As 
mentioned earlier, one of the largest observed waterspouts 
occurred off the coast of Massachusetts. A broad spout 
estimated to be 30 metres high and 210 metres thick ap- 
peared off the California coast in 1914, and one offshore 
from New South Wales, Australia, had a measured height 
of more than 1,500 metres. 
The most common season for waterspouts in the North- 

ern Hemisphere is between May and October, but they 
may appear at any time of the year or of the day or night. 
Whirlwinds. Every summer hundreds of thousands of 

dust and sand devils travel across the arid and semiarid 
regions of the world. Only an extremely small fraction of 
such whirls are observed, however, because desert areas 
are sparsely settled. Observers report that whirlwinds are 
sighted almost daily during the hot season over the Sahara 
and the arid regions of Australia and the southwestern 
United States. They also are common over sections of 
India and the Middle East. An extensive scientific census 
of dust devils near Tucson, Ariz., was taken from June 23 
to July 28, 1962. A total of 1,663 whirls were spotted, and 
the daily average was near 80. 
Dust devils may, at times, develop in more temperate 

weather. They have even been observed as far north as 
the subarctic. 
Dust and sand devils are usually most active over desert 

areas in the early afternoon, 12:30 to 2:00 pM, local stan- 
dard time. These times precede by several hours those 
at which the maximum air temperature is recorded in a 
standard, shaded instrument shelter 1.5 metres above the 
ground. One reason for this apparent anachronism is that 
the much hotter sand surface attains its peak temperature 
earlier than the air at the 1.5-metre level. 
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The life of a dust or sand devil may be longer than visual 
observations indicate, because the vortex itself does not 
depend on the visible material forced into it. Durations 
vary from several seconds to about seven hours, but most 

dust devils probably last less than five minutes, and few 
persist for more than an hour. The larger, more vigorous 
whirls have a longer lifetime than the smaller vortices. 
One large dust devil, with a height of about 750 metres, 
lasted for seven hours as it traveled 64 kilometres on salt 
flats in western Utah. And in northwestern Mexico a large 
whirl formed at the end of an embankment and remained 
there for four hours. 

PHYSICAL CHARACTERISTICS OF THE VORTICES 

Although the visible characteristics of tornadoes, water- 
spouts, and other atmospheric vortices are well known, 
details regarding the distribution of velocity, pressure, en- 
ergy, and particulate matter within them are lacking. 
Tornadoes and waterspouts. Tornadoes destroy all stan- 

dard measuring instruments; hence, most values given for 

velocity, pressure, and energy distribution have depended 
on theory and engineering damage estimates. Since the 
1940s, however, radar, instrumented aircraft, and pho- 
togrammetric techniques have provided some quantitative 
data for analysis of the vortex structure. 
The first quantitative observation of the distribution of 

tangential and vertical speeds within a tornado was made 
from scaled movies of the debris and cloud fragments in a 
tornado in Dallas, Texas, on April 2, 1957. The tornado 

was fairly stable and relatively small, with a spotty damage 
path. The variation of the tangential (rotational) velocity 
with radius at the 300-metre level is shown in Figure 43, 
in which the tangential velocity is seen to rise steeply 
from zero at the centre of the vortex to 240 kilometres 
per hour at about 60 metres from the centre and then 

fall off more gradually. This type of velocity distribution 
closely resembles the Rankine (theoretical) combined vor- 
tex (dashed and dotted lines in the Figure), in which the 
inner core is assumed to rotate with a constant angular 
speed, designated by the Greek omega (Q) and corre- 
sponding to the rotation of a solid body. The tangential 
velocity is the product of the constant angular speed times 
the radius of the vortex. This is expressed in the equation 
Vv, = Qr,, in which vy, indicates tangential velocity and r, 
the radius distance. Hence, for this particular tornado, 
the tangential velocity in the inner core at the 300-metre 
level was almost directly proportional to the radius until 
the maximum speed (indicated by vm) was reached at the 
corresponding radius (rm). At this point, vm = Qrm. 

Adapted from H. Kuo, Journal of the Atmospheric Sciences, vol. 23, no. 1 (January 1966) 
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Figure 43: Variation of the tangential velocity with radius at the 
300-metre level in the Dallas tornado on April 2, 1957. Dashed 
and dotted line represents the theoretical values; solid line 
represents observed values. 
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The tangential velocity distribution in the outer por- 
tion of this two-celled vortex follows closely the relation 
vor, = C=constant. Hence, v,=C/r,, or the velocity is 
inversely proportional to the radius. The velocity profiles 
for the 90- and 30-metre levels showed somewhat greater 
deviation from the Rankine (theoretical) vortex, possibly 
because of frictional effects near the ground. The peak 
tangential speed for this tornado was 274 kilometres per 
hour, at a radius of 40 metres and elevation of 69 metres. 
Vertical speeds are measured by tracking debris in the 

air and correcting for free-fall velocities (which are not 
related to the tornado-derived speeds). Isotachs (lines of 
equal value of wind velocity) of these vertical speeds are 
depicted in Figure 44, in which distances are in metres and 
speeds in metres per second. A jet of strong vertical flow 
extends upward from a high-speed centre at 41 metres, 
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Figure 44: Distribution of the vertical wind velocities (in metres 
per second) in the Dallas tornado on April 2, 1957. 

Adapted from H. Kuo, Journal of the Atmospheric Sciences, vol. 23, no. 1 (January 1966) 

but the jet disappears near the 300-metre level. Above this 
altitude the line of zero velocity values at any one time 
appears to coincide with a zone of moisture condensation 
around the funnel. This indicates that the upper portion 
of the funnel probably does not act as a sink mechanism, 

in which air condenses at high levels and then sinks to 
lower levels. Whether the horizontal and vertical velocity 
distributions presented for the Dallas tornado are typical 
of most other tornadoes is uncertain. 
No direct measurements have been made of pressures 

within a tornado, although barographs outside the zone 
of destructive winds have recorded the sudden drops of 
pressure associated with the tornado passage. By the use 
of theoretical relationships between wind and pressure and 
evaluation of damage patterns, however, some estimate of 

the distribution of pressure may be obtained. 
Although standard barographs are not designed to register 

the rapid changes of pressure produced by a tornado, there 
have been cases in which barographs or aneroid barome- 
ters on the fringes of the zones of maximum winds have 
done so. Pressure drops of 100 millibars (or 10 kilopas- 
cals), about 10 percent of normal atmospheric pressure, 

are not uncommon, and a fall of 200 millibars has been 

reported. Because these changes may occur within an in- 
terval of less than 30 seconds, the normal pressure inside a 
building does not have time to adjust to the fast reduction 
of pressure outside, causing explosive or “suction” effects. 
Roofs are lifted and walls are blown outward. 
Calculated values for the kinetic energy of a typical tor- 

nado vary from 10!° to 10! joules (10% to 10’ kilowatt- 
hours). The energy input required to generate this orga- 
nized motion is probably 10 to 100 times as great. For 
comparison, the total energy (including radiation) of the 
20-kiloton nuclear bomb dropped upon Hiroshima was 
about 10!3 joules (10’ kilowatt-hours). Any theory of tor- 
nado development must explain how the potential energy 
of the environment is converted into the organized kinetic 
energy of the tornado vortex. 
The lower portion of a tornado funnel often appears as 

a mass of dust and debris picked up by the vortex. The 
rim of the funnel is usually rendered visible by clouds 
produced by the condensation of water vapour. The inner 
core is almost cloudless. Heavy rains and hail are of- 
ten associated with the severe thunderstorms from which 
tornadoes develop. Waterspouts sometimes draw fish and 
frogs into the vortex and then drop them onto land. 
Dust devils and “fair-weather” waterspouts. Until quite 

recently few detailed measurements of horizontal and ver- 
tical velocities in dust devils had been made. Quantitative 
data on “fair-weather” waterspouts are still sparser, but it 
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is probable that the velocity distributions are similar to 
those of dust devils in many respects. 

Recent measurements in dust devils indicate that the 
variation of the tangential velocity with radius corresponds 

closely to that of the Rankine vortex, as described earlier. 
Tangential speeds of 40 kilometres per hour have been 

measured and are probably common in moderately strong 
vortices. Velocities of more than 80 kilometres per hour 

probably occur in some of the larger, more vigorous dust 

devils. Sailplane pilots have measured vertical speeds of 
16 kilometres per hour in moderate whirls and 32-48 
kilometres per hour in stronger vortices. 
Research indicates that a mature dust devil may be di- 

vided into three vertical regions. Region | is a shallow 
frictional layer near the ground. It is there that the air 
and dust are entrained into the core of the whirl. Above 
that shallow boundary layer is Region 2, a stable vortex 
in which the pressure force and centrifugal force are in 
balance. Region 3 begins where the top of the vortex be- 
comes unstabilized and the turbulent air diffuses radially 
with height. 

Pressure drops of a few millibars are typical in dust 
devils. Details regarding the pressure distribution are not 
known, but there is good evidence that pressure in the 
well-defined vortex (Region 2) follows a radial distribution 
similar to that of the Rankine vortex. 
The main energy source for a dust or sand devil is the 

heat flux from the hot surface, although, under certain 
circumstances, dust or sand devils can be formed in a 
moderate surface temperature environment, provided that 
other necessary meteorologic conditions are fulfilled. A 
heat transport (flux) of 0.7 calories per square centimetre 

per minute was measured over a desert dry lake in Cali- 
fornia. For a circular area with a 10-metre diameter, this 
flux would correspond to a net upward heat transport of 
about 50,000 watts. A dust devil moving over a heated 
surface utilizes this energy to maintain itself. When dissi- 
pative forces, such as surface friction and eddy interaction 
with the environment, exceed the available energy, the 
whirlwind is destroyed. 

THEORIES OF VORTEX FORMATION: THE GENERATION 

OF TORNADOES, WATERSPOUTS, AND WHIRLWINDS 

At present, meteorologists have not generally agreed on any 
particular quantitative theory for complete explanation of 
the formation and maintenance of tornadoes, waterspouts, 
and other vortices. Some of the more notable theories 
that seem to fit atmospheric observations and laboratory 
simulation experiments are reviewed in this section. Any 
theory of vortex formation must explain, quantitatively, 
how the potential energy of the environment is converted 
into the organized rotational motion of the vortex. 
Downward development theory. One kind of tornado 

formation theory assumes that the tornado vortex devel- 
ops downward from the parent thunderstorm cloud. It is 
known that the bases of cumulonimbus clouds associated 
with severe thunderstorms have stronger rotation than 
those of ordinary thunderstorms. Further, the visible fun- 
nel appears to work downward toward the ground. This 
visible aspect does not necessarily mean, however, that 
the tornado vortex itself must originate at upper levels, 
since spirally rising air currents could produce a cloud 
sheath resulting from condensation of water vapour in 
the rising air. 
Vortex-contraction theory. During the latter half of the 

20th century radar has been extensively employed in the 
detailed analysis of severe storms. The use of radar in this 
area is based on the fact that clouds and precipitation 
“backscatter” the emitted radiation, thus producing an 
“echo” that can be photographed on a radarscope. Areas 
of relatively clear air (“echo-free”) are delineated by con- 
trast. Radar meteorologists have contributed significantly 
to both theories of tornado development and the meth- 
ods of warning. 
A photograph of a historically significant echo associated 

with an Illinois tornado is reproduced in Figure 45. A 
projection from the mother thunderstorm lengthened and 
curved in a counterclockwise manner to form an echo re- 
sembling a “figure 6” or “hook.” The hook itself is not the 
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Figure 45: Hook echo of a tornado in Champaign, III., 

photographed on a radar scope on April 9, 1953. This was 
the first occasion on which the hook echo, an important 

clue in the tornado warning system, was recognized and 
photographed. 

By courtesy of the Illinois State Water Survey, Urbana, Illinois photograph, Donald W. Staggs 

tornado, but tornadoes are often associated with echoes of 
this shape. An analysis of echo alignments and motions 
and of surface pressure and wind distribution revealed 
that this distribution corresponded to that of a “tornado 
cyclone” detected in 1948. This kind of cyclone is a small 
low-pressure area of about eight to 40 kilometres in cross 
section; the 1948 tornado funnel was 1.6 to 3.2 kilometres 
south of the cyclone centre, and it has been suggested that 
the contraction of this cyclone would result in an increase 
in angular momentum and a large upward motion, pro- 
ducing condensation within the tornado cyclone. 
Severe local-storm theory. A model for severe local 

storms that may produce tornadoes is shown in Figure 46. 
It includes a strong shearing of wind (scissorlike action) 
veering (turning, in clockwise sense) with height. The es- 
sential features of the model are the following: 

1. An updraft of warm, moist air, in which most of the 
streamlines (lines following flow paths) turn counterclock- 
wise (cyclonically) through about 270 degrees. 
2. A downdraft within the precipitation areas ahead of 

the updraft. 
3. An extensive overhanging radar echo ahead of the 

storm. 
4. A region of low reflectivity or “vault” in which there 

is a persistent strong updraft. The largest hail usually falls 
in the area of intense echo surrounding the vault. 

Adapted from K.A. Browning, Journal of the Atmospheric 
Sciences, vol. 21, no. 6 (November, 1964) 
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Figure 46: Vertical section illustrating precipitation trajectories 
in different parts of a severe storm traveling to the right of the 
prevailing winds in the middle troposphere. 



The 
lightning 
hypothesis 

Atmo- 

spheric 
conditions 
essential 

to the 

develop- 
‘ment and 
mainte- 
nance 
of vortices 

5. A hook-shaped echo that has a definite counterclock- 
wise circulation. When a tornado forms, it is usually near 
the forward edges of the hook. It is believed that the 
hook-shaped echo results from rotation within the strong 
updraft. Large hail, frequently associated with tornado- 
breeding storms, requires a vigorous updraft for its for- 
mation. The development of a core of rotation within the 
updraft appears to be required for the genesis of severe 
storms moving to the right of the environmental winds 
in the troposphere. It has been suggested that the nec- 
essary core of rotation within the updraft could develop 
only when the updraft was strong enough to generate the 
growth of giant hail. 
Electricity theory. It is known that lightning, when it 

accompanies a tornado, has peculiar characteristics. The 
high-voltage discharges have been described as brighter 
and bluer than those from other storms. A farmer who 
had looked up into the core of a tornado later described 
the walls as constantly illuminated by lightning flashes 
that zigzagged from side to side. So it is not strange that 
lightning has been hypothesized as the source of energy 
for the genesis or maintenance of tornadoes. Electrical 
theories for tornado formation are not new, but have been 
revived in modern studies. 
Electrical energy is assumed to be transferred to the 

vortex or the incipient vortex by mechanisms such as 
the electromagnetic acceleration of ions or heat released 
from lightning strokes. These electrical transfer mecha- 
nisms have been analyzed on the basis of theory and the 
use of simulated tornado vortex experiments. It has been 

concluded that the electrodynamic acceleration of ions is 
unimportant for either the genesis or maintenance of a 
tornado. Although the heat released from lightning could 
initiate updrafts, this lightning energy would have to per- 
sist for several minutes in order to generate a tornado. 
Laboratory experiments indicate that electrical discharges 
in the centre of an intense vortex inhibit, rather than 
strengthen, its circulation. 
These negative results do not mean that electrical phe- 
nomena might not produce important indirect effects: 
the rate of release of latent heat from condensation and 
precipitation could be influenced by the electrodynamic 
acceleration of charged particles in the vortex. 
General vortex theory. Because of the complex interre- 

lationships of the meteorological factors that must operate 
together to develop a tornado, a quantitative dynamic 
theory for generation and maintenance of these twisters is 
very difficult to formulate. 
A theory, nevertheless, has been formulated for the dy- 

namics of atmospheric vortices, which applies not only to 
tornadoes but also to milder twisters, such as dust devils 
and other whirlwinds. This model is based on the pre- 
existence of two atmospheric conditions considered to be 
essential for the genesis and maintenance of the vortices: 
(1) a thick layer of unstable stratification, either with or 
without the influence of the latent heat of condensation; 
and (2) existence of vorticity. The first factor produces 
sinking because vertical instability aids strong updrafts and 
the rising air mass is replaced by horizontally converging 
air. The second factor provides a source of momentum 
for the development of a stronger tangential velocity as 
the air converges into a smaller radius. Thus tornadoes 
and waterspouts, because they are basically convective in 
nature, are similar to dust devils and fire whirlwinds. For 
all of these vortices the ratio between horizontal extent 
and vertical extent (ranging from '/s to '/so) is small in 
comparison to that for hurricanes and extratropical cy- 
clones (from about 10 to 200). Because only the general 
mechanisms that govern the vortices are of concern, dif- 
ferences depending on atmospheric structural details have 
been disregarded and it is assumed that all of these small- 
scale vortices are governed by the same simple model. 
From a set of equations for atmospheric vortex motions, 

the effective radius of the innermost cell assumed to be 
developing into a vortex was found to be inversely pro- 
portional to the one-third power of the initial vorticity 
and directly proportional to the one-third power of the 
product of the eddy viscosity coefficient and the effective 
depth of the unstable layer. When this layer is shallow, 
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only relatively small and weak whirlwinds, such as dust 
devils, can be produced. 

For a steady state (equilibrium) circular vortex, two solu- 
tions have been derived. The first is a two-cell type, with 
descending motion in the centre and ascending motion in 
the outer part; the second is a one-cell type. The theoret- 

ical descending motion in the centre is compatible with 
the observed sparseness of particulate matter in the cores 
of tornadoes and dust whirls. 
The two-cell solution also indicates that the pressure dis- 

tribution in the outer portion of the vortex is the same as 
the flow in the outer part of the Rankine combined vortex 
described earlier. 
Other solutions for a steady state vortex are possible, but 

it appears that all of them have the following common 
characteristics: 

1. The maximum vertical speed is proportional to a 
stability factor and increases linearly with height in the 
unstable layer. 
2. The maximum tangential speed is proportional to the 

angular momentum and the square root of the stability 
factor; it is inversely proportional to the square root of the 
coefficient of eddy viscosity, but it is almost independent 
of the height. 
3. The radius of the maximum tangential wind is propor- 

tional to the square root of the eddy viscosity coefficient 
divided by the stability factor. 
4. The tangential flow outside the radius of the maximum 

tangential wind closely approximates the relation in which 
the product of velocity and radius is a constant (vr = C). 
The theoretical results of the dynamic-model theory agree 

quite well with observations of tornadoes and dust devils. 
(N.R.W./Ed.) 

Hurricanes and typhoons 

Hurricanes and typhoons are severe tropical storms char- 
acterized by wind speeds exceeding 32 metres per second. 
The winds spiral inward toward the storm centre (char- 
acteristic of cyclonic flow), clockwise in the Southern 

Hemisphere and counterclockwise in the Northern Hemi- 
sphere. At the centre of the storm there are light breezes, 

even the proverbial calm. Barometric pressure decreases 
rapidly toward the centre, where record low pressures 
have been recorded. Wind speed, humidity, and rainfall 
increase toward the central zone, termed the eye, where 
they suddenly decrease. If there is a strong downdraft in 
the eye, temperatures there may be some 8° to 10° C 
higher than in the storm’s main body. 
Such tropical cyclones are not common. Their total num- 

ber in a given year may vary from 30 to 100, with about 
one-quarter occurring near Southeast Asia, one-seventh 
in the Caribbean and adjacent waters, and one-tenth in 
the southwest Pacific and Australian waters. They play 
a noticeable, if spasmodic, role in the general circulation 
of the atmosphere, transporting large amounts of warm, 
moist air from very low to middle latitudes. It is estimated 
that a mature hurricane may export more than 3,500,- 
000,000 tons of air per hour, thus contributing greatly to 
redistribution within the troposphere. The development of 
a hurricane entails the release of large amounts of energy 
and the transfer of substantial quantities of water over 
several degrees of latitude. 

ORIGINS 

A tropical cyclone is likely to occur whenever several of 
the following prerequisites occur simultaneously: (1) lat- 
itude sufficiently high (5°-6°) for the Coriolis force (see 
above) to be appreciable; (2) a warm-water surface (at 
least 27° C) of sufficient area to supply the overlying air 
with large amounts of vapour; in some cases a cyclone 
may form over water at 23° or 24° C if much colder air is 
present at higher altitude; (3) pronounced instability in the 
air column or relatively low pressure at the surface and 
often an anticyclone aloft; (4) little or no vertical wind 
shear (shearing effect produced by the movement of one 
air mass past another). These conditions are most likely to 
occur over the oceanic areas where the intertropical con- 
vergence zone moves 10° or more away from the Equator. 
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The Coriolis force is proportional to both the latitude 
and the angular velocity (rotational speed) of the Earth. 
At these low latitudes, the value of the Coriolis force is 
minimal; this is why, in large and shallow tropical de- 
pressions with very weak winds, the pattern of air flow 
is indistinct. The general instability and enormous vapour 
load make the air most susceptible to any triggering fac- 
tor and especially to convergence due to external wind 
flow. Convection may rapidly become tumultuous. With 
a strengthening of convection, the centripetal wind flow 
gains speed; soon the angular velocity component of the 
Coriolis force becomes sufficient to impart a definite cy- 
clonic curvature to the air flow, and a cyclone becomes 
established. The input of warm, very moist air continues. 
Large-scale condensation of moisture occurs during the 
ascent, and enormous amounts of previously latent energy 
are released. This energy results in stronger winds, which 
in turn lead to the intake and uplift of larger amounts of 
humid air, with a further release of energy. The evolution 
from tranquil tropical depression to violent tropical cy- 

clone takes four to eight days. Strong vertical wind shear 
(e.g., by a jet stream overhead) would impede convection 
and prevent the development of the cyclone. Latent heat 
is the main source of energy in a tropical cyclone. Thus, a 
rapid inflow of dry air can reduce the cyclone to a much 
slower tropical depression. 

Development and classification. The life span of a trop- 
ical cyclone may vary from a few hours to nearly three 
weeks; most cyclones last five to 10 days. All of them be- 
gin as tropical depressions over warm oceanic waters over 
an area 200 to 400 kilometres across. They may remain in 
this formative, rather shapeless stage, with bulging but not 
closed isobars (lines of equal pressure) and pressure above 
1,000 millibars for many days. A substantial number of 
tropical depressions never evolve to a cyclonic stage. 
The immature stage of a tropical storm begins when the 

wind gains strength (from the 65 to 87 kilometres per 
hour associated with weak storms to the gale-force winds 
of 89 to 118 kilometres per hour characteristic of cyclonic 
storms) and follows a spiraling path toward a distinct cen- 
tre. The eye measures five to 15 kilometres across. Wind 
and pressure gradients are very steep around it. Some iso- 
bars are closed, and pressure falls below 1,000 millibars. 
The diameter decreases to 80 to 200 kilometres. Many 
storms remain at this stage throughout their life. In some 
there may be occasional gusts of hurricane force. 
Many investigators hold that the term tropical cyclone 

(hurricane, typhoon) should be reserved for the mature 
stage of intense tropical storms, those in which wind speed 
exceeds 118 kilometres per hour usually over an area of at 
least 100 kilometres in diameter. Isobars are very nearly 
circular at first, and pressure falls well below 1,000 mil- 
libars at the centre, but gradients become less steep. The 
size of the cyclone as shown by the closed isobars may 
vary considerably from just over 100 to more than 2,000 
kilometres in diameter at the surface, with a 20- to 100- 
kilometre eye. 
The cyclone may reach a decaying stage in which the 

pressure rises and the wind slows down while the eye 
becomes wider and less distinct and a revitalized stage in 
which the inflow of cold, moist air brings new energy and 
a frontal structure arises. 
The international classification, in use since the 1950s, 

is based on wind speed. Tropical cyclones are evaluated 
according to several objective criteria: (1) minimum pres- 
sure; (2) wind speed that may be measured over five, three, 
or one minutes or in single gusts; (3) wind direction; (4) 
rainfall quantity and intensity; (5) area or diameter of the 
widest closed isobar or the isobar of 1,000 millibars, or 
area or diameter with winds more than 87 or 118 kilome- 
tres per hour; and (6) point of origin and characteristics 
of the track. 
Core structure. A record low pressure of 870 millibars 

was measured in the eye of a typhoon in the Guam area in 
October 1979. The lowest pressure on land, 892 millibars, 
occurred in a 1935 Florida hurricane. The pressure gra- 
dient may reach three millimetres per kilometre: pressure 
has been observed to fall 38 millibars in 30 minutes and 
16 millibars in five minutes. 

Radar observations show the dynamic core of the cyclone 
as a negr-circular, echoless area; also revealed by the in- 
ward spiraling rainbands, 10-20 kilometres wide and 100- 
150 kilometres long, which converge to form a central 
ring. The core (eye) is quite distinct from the barometric 
centre, which may be up to 80 kilometres away from it on 
the poleward side while the cyclone travels westward and 
later on to the equatorward side when the cyclone heads 
eastward. The position of the core near the ground also 
differs from its position as shown by radar, because the 
rain that causes the radar echoes occurs at about the 700- 
millibar level. 

Travel and modification. A tropical cyclone traveling 
over a land surface loses much energy because of increased 
friction, and wind speeds are reduced. Most of the cyclones 
that reach the high Vietnamese and Malagasy escarp- 
ments die out immediately. On the other hand, the low 
Western Australian plateau is no obstacle, and cyclones 
have been known to travel 1,500 to 1,800 kilometres over 

it. Hurricane “Camille” (1969) traveled 1,800 kilometres 
along a broad arc from Louisiana to Virginia, losing much 
strength but preserving its structure. The intake of much 
dry air, as occurs in high-pressure situations on the west 
coasts of Asia, North America, and Australia, fails to sup- 
ply any further latent energy and may lead to the rapid 
decay and dissipation of the cyclone, especially if it travels 
over cool water. Similar developments occur on the east 

coasts of these continents but are less frequent because 
coastal waters are usually warmer and lasting high-pres- 
sure situations are less common in the hurricane season. 
A most significant development occurs when a tropical 

cyclone happens to enter a long north-south pressure 
trough. The cyclone may then reach the middle latitudes 
without too much change or loss of energy. The intake of 
moist air is still possible, especially on east coasts, where 
warm currents (Gulf Stream, Kuroshio) are present. 

When a stream of mid-latitude air is drawn into the 
cyclone, frontogenesis (formation of frontal structure) oc- 
curs, generally with the appearance of an extraordinarily 
active warm front due to the high speed of the original 
cyclonic circulation. This results in the new extratropi- 
cal frontal structure of the revitalized cyclone becoming 
apparent on surface maps, while at altifude (500-millibar 
level and higher) the nonfrontal tropical features remain 
almost unchanged. At this stage three possibilities arise, 
namely: (1) the cyclone meets a large anticyclone and 
is rapidly filled, eliminating its centre; (2) the cyclone 
continues on its course for some distance and disappears 
gradually by infilling without much further change; or (3) 
the cyclone continues on its course until it enters a wes- 
terly stream where wind speed exceeds the wave velocity, 
in which case the transformation to full-scale mid-latitude 
depression rapidly extends upward and becomes total. For 
some time, however, the cyclone may remain distinctly 
warm and humid and relatively homogeneous, and the 
inner end of the frontal surface remains eccentric. In the 
meantime a cold front is likely to arise on the equatorward 
side, usually also eccentrically. Considerable amounts of 
moisture will condense and fall as rain. The additional 
energy thus released, combined with the more pronounced 
Coriolis force due to the higher latitude, causes the cyclone 
to travel at greatly increased speed. During this phase 
much damage may occur in coastal areas of Japan and 
the Atlantic United States. 

PHYSICAL CHARACTERISTICS 

The shape of the streamlines in a tropical cyclone is not a 
simple spiral, as it would be if there were no zonal (latitude 
belt) easterly winds around it. Because of the greater speed 
around the core, the zonal easterlies are slightly deflected 
outward before they begin their inward spiraling course 
toward the centre of cyclonic indraft. Also, downwind of 
the cyclonic spiral there is a hyperbolic (saddle-shaped) 
divide between the airstreams that flow into the cyclone 
and those that rejoin the zonal, easterly flow after having 
been deflected around the edge of the cyclone. Winds are 
weakest near this hyperbolic divide: there is no wind at all 
at the point where the air may be equally likely to flow 
into the cyclonic indraft or to flow away from it. This 
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is the stagnation point, and it is a necessary element of 
the cyclonic structure. The corridors of convergence that 
cross the stagnation point may be marked by a line of 
clouds, which are only small cumulus on either side of the 
stagnation point and build up to towering cumulonim- 
bus both eastward and westward where the air streams 
crowd together. 
A tropical cyclone is often preceded, at a distance of 

about 1,000 kilometres, by a short spell of fine weather 
due to divergence and subsidence in the prevailing (and 
preceding) easterly air flow. Pressure then begins to fall, 
but cloudiness does not appear until the cyclone is fewer 
than 300 to 500 kilometres away. 
Wind velocity. Wind gusts fluctuate rapidly from 37 

or 56 kilometres per hour to more than 185 kilometres 
per hour, even within two or three minutes, but there is 

no rhythm or regularity. Strong winds often are associ- 
ated with rain bands. The highest gust velocities, recorded 
around the eye, may be close to 260 kilometres per hour. 
The strongest gust recorded (1966) reached 316 kilometres 
per hour. Within the eye, calms or light breezes prevail. 
Beyond the eye, the strongest gusts resume from the op- 
posite direction. 
The actual wind velocity is the result of two dis- 

tinct movements—namely, the inward spiraling of the 
air streams and the progress of the cyclone as a whole 
along its path. The zonal wind strengthens or weakens 
the wind field, thereby extending or reducing the area 
of strong winds and making it asymmetrical. Before its 
recurvature, a cyclone lies in the trade-wind belt (zonal 
easterlies); its poleward side may already have hurricane 
winds 100 to 130 kilometres from the centre because the 
trade winds add momentum to that side of the spiraling 
flow. Conversely, the storm area is greatly reduced on the 
equatorward side. The speed and direction of travel of the 
cyclone and the strength and direction of the trade winds 
are, however, always minor elements in cyclonic wind 
patterns, the spiraling winds being paramount. 
Clouds and precipitation. The usual herald of a tropical 

storm is a broad trail of cirrus. Heavy showers of rain 
may fall on a coastline 500 to 600 kilometres ahead of 
the oncoming storm. Cirmi depart in all directions at high 
altitude. A thin watery veil may pervade the air. Within 
a day or two, the storm appears as a distant wall of 
cumulonimbus. The middle and high clouds travel along 
divergent paths. The lower the clouds, the less direct the 
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exit. Altocumulus may diverge by 20° from the tangents 
to the isobars. Low clouds, which may travel 50 metres 
above the ground, tend to follow a converging course. 
The wind freshens and rain begins to fall. Cloudiness sud- 
denly becomes overwhelming. The wind becomes more 
violent and rain showers heavier. The heaviest rainfall 
occurs patchily just before the eye, in a radius of 20-50 
kilometres, until one side of the wall passes over. There 
follows a 10—45-minute rainless interval with calm or light 
breezes while the eye passes overhead. Then follow the 
heaviest downpours and strongest gusts from the oppo- 
site direction, which occur beneath the steepest towering 
portion of the cloud wall. In coastal locations much sea 
spray is added to the rain. This second rainy spell is also 
likely to last longer, extending radially over a further 20- 
30 kilometres. The rain gradually decreases but may still 
last two or three days if there is enough moist air. The in- 
crease or decrease of rainfall intensity is normally decided 
by streamline convergence (confluence of air flow) or di- 
vergence, hence the spiraling bands of intense rain. Rain 
gauges may miss up to SO percent of the rain because of 
the driving wind, and they may overflow before readings 
are taken. In some cases all instruments have been blown 
away. It is certain, however, that cyclones have brought 
the majority of the heaviest rainfalls recorded (e.g., 1,583 
millimetres in 24 hours in April 1958 to Aurére, on a 
mountain slope on Réunion Island, and 116.8 centimetres 

on a hillside at Baguio, Phil., in 1911). 
When the hurricane’s structure becomes revitalized, a 

renewal of precipitation occurs. The new rainfall zone is 
more distinctly asymmetrical with respect to the hurri- 
cane’s track. The rain may reach 150 or even 200 mil- 
limetres in 24 hours at the most active point of the front, 
but in general it is 50-60 millimetres over some 20,000- 

30,000 square kilometres, enough to cause local flooding 
in some situations. 
Energy of storms. The power of a typhoon K in ergs 

per second may be derived from the empirical formula 
relating power to the lowest pressure of the storm and the 
radius of the largest circular isobar, namely: 

K=0.71 X 102°(1,010 — P ,,,,) (R/111)2, 
in which P,,,,, is the lowest pressure in the typhoon and R 
is the radius of the largest near-circular isobar in kilome- 
tres. The energy that is associated with very severe storms 
is about 10> ergs per second by this formulation. 
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Figure 47: Major tracks and frequency of hurricanes and typhoons. 
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DISTRIBUTION 

The average distribution and frequency of hurricanes and 
typhoons around the world are shown in Figure 47. More 

details appear in Table 5, which gives the frequency by 
area or region. Because of the cool surface waters, tropical 
cyclones do not originate in the eastern South Pacific and 
South Atlantic oceans (Figure 47). 

Table 5: Average Frequency of Cyclones by Area 

average frequency total 
per year 

area 

East and south Asia 
Northwest Pacific 
Bay of Bengal 
Arabian Sea 

North and Central America 

Caribbean and northwest Atlantic 8 
East Pacific and west Mexico 6 

Australia and Oceania 9 

Southwest Pacific and northeast Australia 6 

Timor Sea and west Australia 3 
Southwest Africa and islands 1 

Southwest Indian Ocean and Madagascar 
World 

N 

Migration 
of tropical 
storms 

Seasonality and frequency. Before 1940 many cyclones 
went undetected. At present every disturbance is detected 
by satellite photography. There are four main areas of ori- 
gin of North Atlantic hurricanes: south of the Cape Verde 
Islands, the open waters east of the Lesser Antilles, the 
western Caribbean Sea, and the Gulf of Mexico. The early 
summer hurricanes usually begin in the Gulf of Mexico 
and western Caribbean, where water temperatures rise 
early because of the shallows and the nearby heated land. 
Low pressure farther north often allows the hurricane to 
enter the Gulf area. As the broad expanses of Atlantic 
surface waters warm to 28° C or more in late July and 
August, more hurricanes form much farther east, as far as 
the Cape Verde Islands. They gather more energy as they 
travel west before recurving over the West Indies. By mid- 
September surface waters are cooler, but outbursts of cold 
air aloft are likely; the area of origin moves west again to 
the Caribbean and to the Gulf of Mexico. The high-pres- 
sure outflow of continental air often pushes the recurving 
hurricane along a more easterly path so that it may sweep 
over Florida or the Atlantic seaboard. 
Cyclonic tracks. Whereas a tropical depression may re- 

main almost stationary, a tropical cyclone becomes smaller 
and more intense and begins to travel along a westward 
path, slowly at first, then at about seven to 28 kilometres 
per hour. The path gradually recurves toward the tropic, 
and the speed of travel decreases, in some cases practically 
to a standstill. The westernmost point is reached at lati- 
tude 15°-30° when the path gradually recurves toward the 
east and the speed of travel increases to 28-46 kilometres 
per hour and more. Hurricane “Carol” of 1954 hit New 
England after having traveled 650 kilometres in little more 
than 12 hours. Although tracks have often been described 
as parabolic, this is sometimes true only of their tropical 
part before recurvature. After recurvature the track may be 
almost straight or broadly waving. Some tracks continue 
westward and never recurve. Loops in either sense are 
uncommon but may occur any time because of outside 
pressure influences. To the east of Australia where there 
is a regular procession of anticyclones, during a period of 
14 years there were nine single cyclonic and four single 
anticyclonic loops, four double loops and one triple loop 
among 93 cyclone tracks, and one case (January 1956) of 
two cyclones merging. 
Some of the mid-latitude depressions that reach the 

British Isles from across the Atlantic have their origin 
as hurricanes east of the Caribbean. The last and still 
fearsome winds of a former Caribbean hurricane were ex- 
perienced by the Norwegian explorer Fridtjof Nansen on 
Sept. 5-6, 1888, on the Greenland ice cap. The Galveston, 
Texas, hurricane of 1900 was still a recognizable storm 
after it recurved across the Atlantic, over Europe, and 
into Siberia. 
Hurricanes maintain their enormous strength along the 

coast of North America, probably because of the latent 
energy supplied by the warm current waters. Even within 

the same region their paths may vary: New York City suf- 
fered badly in September 1821 while Boston was immune, 
but Boston was damaged in 1869 while New York City 
was untouched. 

Tropical cyclones passing within 700-800 kilometres of 
the Pacific coast of Mexico send violent southerly winds 
against the shore, where they are known as cordonazos. 
On the average there are six such cyclones a year, mainly 
in the summer and early autumn, with a peak of two in 
September. The average duration recorded is one to eight 
days per storm. Most of these cyclones travel parallel to 
the coast for some distance and then recurve onshore 
before reaching the tropic. A few (fewer than one a year) 
continue northward without recurving and may then affect 
Baja California or, very rarely, southern California north 
of San Diego. Their traveling speed varies from nearly 13 
kilometres per hour in June to more than 20 kilometres 
per hour in August and falls rapidly by September. A high- 
pressure situation over the western United States tends to 

hold a tropical cyclone farther offshore, and the resulting 
greater pressure gradient causes strong, hot winds. A pres- 

sure trough over the western United States induces a more 
rapid recurvature. 

An index of relative cyclonicity has been devised, based 
on the formula relating cyclonicity to the number of 
closed isobars and number of cyclones, namely: 

1 
7 2 j= 7 2a’, 

in which a, is the number of closed isobars in the cyclone 
and n the number of cyclones in a given latitudinal zone. 

DAMAGE CAUSED BY TROPICAL CYCLONES 

Tropical cyclones can cause immense damage, both di- 
rectly (by wind, pressure, and rain) and indirectly (mainly 
through storm surges and floods). 
The wind causes damage that generally increases in pro- 

portion to the square of its velocity, according to the basic 
formula P= KV?, in which P is the pressure exerted by 
the wind against vertical surfaces, V is the wind velocity, 
and K is a factor depending on air density and drag. A 
wind of 74-93 kilometres per hour strips leaves and small 
branches off trees; at 111-130 kilometres per hour it can 
topple shallow rooted trees or snap weaker trees outright, 
blow down thin walls, shift roofing materials, and occa- 
sionally lift a whole roof. A wind of this force may blow 
in large glass windows. At about 130 kilometres, lifting of 
roofs and snapping of trees is general. Hurricane winds 
may exert a pressure of more than 400 kilograms per 
square metre (82 pounds per square foot) on tall struc- 
tures and can flatten weak buildings at first impact. Gusty 
winds, combined with a suitable period of vibration of a 
given structure, have a dynamic effect because they may 
produce resonance (vibrations in phase), leading to break- 
ing point. Damage also is caused to roofs and windows by 
the suction produced by strong winds on the downwind 
side, amounting to 0.5-1 times the windward pressure. As 
with tornadoes, whirlwinds, and waterspouts (see above), 
much direct damage is caused by the rapid fall of external 
pressures. The pressure differential could amount to 300- 
400 kilograms per square metre for a sealed structure. 
Damage may be increased by the fact that the strongest 
gusts, in excess of 185 kilometres per hour, occur immedi- 
ately after the transit of the eye and blow in the contrary 
direction to the preceding gusts, thus adding considerable 
stress to any structures exposed to them. Loose objects 
lifted by the wind become missiles that shatter glass, batter 
walls, and flatten roofs. Wind causes injuries and deaths 
by toppling structures and hurling loose or torn objects 
about with enormous force. Since the eye may take from 
a few minutes to an hour or more to pass over a given 
point, depending on (1) the central or eccentric position 
of that point, (2) the size of the eye itself, and (3) the 
traveling speed of the cyclone, many victims are struck 
after they have left their shelters in the belief that the 
storm was over. The kinetic energy of the whole cyclonic 
system is nearly proportional to its power, but the amount 
of damage and loss of life depends on many other factors, 
among which lack of warning and insufficient prepared- 
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ness can be extremely significant. Furthermore, the torren- 
tial rain brought by a typhoon may erode the soil, causing 
landslides in mountain country and making streams and 
reservoirs overflow. 
Indirect damages are mostly due to a storm surge. This 

is a complex surface deformation of the sea induced by 
the cyclonic winds on coastal waters, which surge as a 
sudden tide against the coast, flooding the countryside and 
impeding the flow of rivers. The level of the sea is raised 
by up to three metres for a period that may last several 
hours, depending on the characteristics and relative po- 
sition of the cyclone and of the coastline affected. The 
level of the sea is raised an additional 0.5—1 metre by the 
low atmospheric pressure. Extreme tides recorded on the 
Gulf Coast were all due to hurricanes. Hurricane “Hazel” 
(1954) brought a 3.5-metre tide to North Carolina. The 
worst storm surge in Tokyo Bay (October 1917) rose 2.3 
metres above normal. Osaka Bay had nine storm surges 
in half a century, one of them (Sept. 21, 1934) reaching 
3.1 metres above normal. Most coastal cities are less than 
three metres above sea level and may thus be extensively 
flooded. Industrial plants in coastal areas may be badly 
damaged by salt spray and seawater. Pounding waves are 
an additional cause of damage to coastal installations and 
structures. Coastal erosion may reach catastrophic propor- 
tions. Most significant may be the cumulative effect of a 
close succession of two or three cyclones, as happened in 
North America in 1954 and 1955. Lakes are affected in 
the same way as the sea but over shorter periods. Because 
of their smaller dimensions, they may develop storm-surge 
seiches (oscillations) of remarkable amplitude; e.g., the 
disastrous 5.5-metre swelling of the southern end of Lake 
Okeechobee in Florida in 1926. 

WARNING AND TRACKING OF TROPICAL CYCLONES 

Because of the small diurnal pressure changes common in 
the low latitudes, it is difficult to single out changes due 
to approaching cyclones. A local drop in pressure of more 
than three to four millibars in 24 hours (or over a distance 
of 500 kilometres or less) may be considered a danger 
sign. The development of markedly curved isobars moving 
toward the observer is a much more definite indication 
of an approaching cyclone, and the roughly circular shape 
of the isobars soon reveals the position of the cyclone’s 
centre. A rapid increase in the height of any thermal in- 
version, as revealed by misty or hazy layers aloft, is often 
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a sign of an approaching cyclone, as is reversal of the 
wind direction in altitude. Humidity is normally high and 
is no useful indicator, but cloud types and movements— 
e.g., a sheet of cirrus or bright red sunsets—may provide 
a belated warning. 
Clearer advance warning may be given by a long ocean 

swell with a slower frequency (two to four times the usual 
interval) than that of normal waves. This swell travels 

outward from the centre for hundreds of kilometres. 
In Australia a cyclone warning station was set up on 

Willis Island, off the Queensland coast, in 1921. Special 
hurricane forecast centres have been maintained by the 
United States Weather Bureau since 1935. 
If a ship reports strong winds or rapidly falling pressure, 

unusual squall activity, or even a wind flow unusual for 
the season, special observations at three-hour intervals are 
requested from all ships in the area, and warnings are 
issued. Because the shape of the cyclone’s path mainly 
depends on the pressure pattern of the time (the cyclone 
tends to travel toward any locus of lower pressure and 
around or away from any locus of high pressure), a syn- 
optic barometric map may allow a gross forecast of a 
cyclone’s track. Pioneer flights into a hurricane took place 
in 1943. Regular aerial hurricane patrols began in 1945, 
reporting location, characteristics, and movements of any 
likely disturbance. Flights may be made into, through, and 
above the storm. The easiest access to the eye of a cyclone 
is from the side of the stagnation point, where the hyper- 
bolic divide is located. Because this is essentially an area 
of very light winds, exact location is very difficult without 
the use of drift smoke signals. The smoke plumes soon 
reveal the direction of the air flow. The plume extending 
toward the lower pressure will follow the indraft-accosting 
spiral, which leads in the shortest time (but not as the 
shortest route) to the centre of indraft. A distinct, clear 
break along a line of growing cumulus to cumulonimbus 
clouds is likely to be due to the prevailing stillness at the 
stagnation point and may be taken as an indicator. 
Radar units provide warning of any storm within range. 

The characteristic spiral banding of dense clouds and rain 
makes cyclonic storms easy to identify. Satellites transmit 
photographs of any part of the Earth and its cloud systems. 
They give the most reliable and comprehensive coverage 
of cloud patterns and reveal storm systems from remote 
areas, where other methods of detection may not always 
penetrate. (J.G./Ed.) 

CLIMATIC VARIATIONS AND CHANGE 

The meteorologist’s concept of climate is a dynamic one, 
including day-to-day changes of weather, the seasonal cy- 
cle, and small-scale variations of atmospheric conditions 
measurable over periods of two to 25 years. Long series of 
observations show something like a “beat” phenomenon, 

with an unevenly varying wavelength. This built-in vari- 
ability of the atmosphere results from the varying time lag 
between any single cause and effect, from the interaction 
of multiple factors, and from mechanisms set in progress 
by one or more variables operating over different time 
scales. Climate is never stable but is subject to continuing 
oscillations, such as the waxing and waning of many at- 
mospheric components over a variable period of 23 to 29 
months. For these reasons it is necessary to define climatic 
variations of different wavelength and amplitude and to 
decide which qualify as short- or long-term fluctuations 
and which are part of the built-in, year-to-year variability 
and thus deserving of the rank of oscillations. (K.W.B.) 

Seasonal cycle 

Each year the Earth experiences changes in its radiation 
budget, and in the distribution of heat input into the 
atmosphere, in the course of the seasonal migration of 
the zenith Sun between 23° N and 23° S. These are far 
greater than any changes associated with the differences 
of one year from another and also are greater than the 
differences between different climatic epochs, except those 

resulting from the presence of extensive ice sheets dur- 
ing the ice ages. The seasonal changes are accompanied 
by a general northward and southward movement of the 
subtropical anticyclone belts and other main features of 
the atmospheric circulation, including expansion of the 
circumpolar vortex of upper winds over the hemisphere 
where it is winter and contraction of the vortex over the 
summer hemisphere. The seasonal migration of these cir- 
culation features, however, is on the average no more than 
10° of latitude (and generally less than this in the Southern 
Hemisphere); 7.e., much less than that of the zenith Sun. 
As a result of the seasonal migration north and south of 

the respective belts of cyclonic activity over the middle 
and high latitudes of each hemisphere and of the equa- 
torial rain zone, many places quite regularly experience a 
wet season and a dry season each year. Near the Equator 
there are two wet seasons, as the rain belt associated with 

the zone of convergence between the surface winds from 
the two hemispheres moves north and south between its 
extreme positions. Over the continents the seasonal mi- 
gration of this intertropical convergence zone proceeds 
farther into the summer hemisphere than it does over the 
oceans, presumably because the heating of the continents 
in summer weakens the subtropical anticyclone develop- 
ment, and the trade winds are correspondingly weak at 
that season over the continental sectors. The extreme case 
is Asia, where, in summer, the southwest monsoon winds, 

supplied from the Southern Hemisphere (where it is win- 
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ter), drive what is essentially the equatorial rain belt to 
latitude 30° N and the foot of the Himalayas. In the north- 
ern winter the Indian subcontinent is largely dominated 
by the northeasterly trade winds, and dry weather on the 
whole prevails except where these winds blow against the 
coast and mountains. 

The highest and lowest temperatures of the year generally 
occur away from the main belts of disturbed weather and 
in conditions that allow periods of clear sky. 
The seasonal migration of the wind zones and belts of 

cloud, rainfall, and cyclonic activity is not a smooth or 
continuous progression but occurs in stages. It is the end 
product of an alternating sequence of pulselike advances 
and retreats. Occasionally the successive pulses occur at 
nearly uniform time intervals, which presumably corre- 
spond to the common duration of some cyclic process in 
the atmosphere or involving atmosphere and ocean. The 
physical nature and origins of these cycles are not yet 
adequately accounted for in spite of much research. Some 
may represent no more than the normal life history of 
an individual anticyclone cell from its first appearance to 
its decay or rejuvenation. Others seem to correspond to 
a repeating cycle affecting much of one hemisphere, with 
intense development of the mid-latitudes westerlies, at 
one phase, followed by breakdown and the appearance of 
blocking or extended meridional (north-south) circulation 

cells. It is unusual for any of these sequences, however, 
to recur more than a few times before their regularity 
is lost. Their occurrence is prominent enough, however, 

to produce many statistical traces of preferred periods of 
around five, seven, and (especially) 30 days. 

The 30-day oscillation is often expressed in a recurrent 
tendency toward periods of low barometric pressure, cy- 
clonic influence, and stormy weather spreading in over 
Europe from the Atlantic about the end of each month, 

particularly from October to March, and toward anticy- 
clonic influence culminating about the 15th to the 20th 
of each month. Calendars that are based on weather phe- 
nomena related to such cyclic oscillations have been pro- 
duced through the years. The tendency for precision (or 
regularity) of the dates of these phenomena seems greatest 
in high latitudes in the sectors of the Earth affected and 
may indicate an origin associated with the onset of the 
polar winter darkness. 

One other period length, the very curious one of about 
26 months, is strongly marked in a monsoonal alternation 
between prevailing west and east winds in the equatorial 
stratosphere, and traces of it are found in the statistics 
of so many surface weather conditions in both low and 
high latitudes that it must be accepted as affecting also 
the lower atmosphere over the whole Earth. This also 
appears to be the time scale of the so-called Southern 
Oscillation. Like the other circulation cycles here men- 
tioned, it is not altogether regular in its performance. The 
cycle length varies at least from 22 to 35 months, and as 
every third or fourth cycle is more prominent than the 
others, it also gives rise to an appearance of some roughly 
seven-year repetitions. At other times, it may cease to be 
discernible at all. Its occurrences presumably bear witness 
to an incomplete return of the oceanic and atmospheric 
heat economy to its initial condition in certain individual 
years. (H.H.L.) 

Climatic change 

Researchers are able to approach the study of climatic 
change with some confidence because of two main tech- 
nological changes: a revolution in observational technique 
that has made possible continuous scrutiny of the entire 
depth of the atmosphere and the surface features of the 
land and ocean; and the computational and data-storage 
capabilities associated with modern electronics. Only in 
recent decades, however, has the observation of climate 
approached the level where such sophistication is possible. 
During the previous 100 years or so, instrumental records 
were usually limited to temperature (air and sea surface), 
pressure, and precipitation (largely over land). Prior to 
that, instrumental records were fragmentary at best and 
are available only from about 1700. For the millennium 

or two before the beginning of the modern era, literary, 

historical, and archaeological sources provide some data; 
but discussion of climate and climatic change in the more 
remote past depends on “proxy” evidence. Most such 
evidence arises from the ability to interpret the world’s 
sedimentary rocks—those deposited by still or running 
waters, by the winds, or by moving or stationary ice, both 
grounded and afloat. Annually accumulated tree growth 
(tree rings) has been a further source. Carefully extracted 

cores from trees, bogs, lakes, glaciers, and the ocean floors 
have provided an intelligible record for the climates of the 
past 750,000 years, as well as a growing body of evidence 
for climates that date back much further. 

The usefulness of these proxy sources would be lim- 
ited, however, without the development of accurate dating 
and calibration methods. Radiocarbon dating of organic 
remains, for example, offers reasonable precision back 
40,000 years or so. The decay of other radioactive (unsta- 

ble) isotopes yields dates back to the early history of the 
planet. Stable isotope chemistry, chiefly using deuterium 
(heavy hydrogen, or hydrogen-2), oxygen-16 and oxygen- 

18, and carbon-12 and carbon-13, does not provide dating 
information, but it does provide evidence of temperature 
changes, ice volume, and, by inference, ocean circulation. 
One recent dating technique is based on the study of 
reversals of the polarity of the Earth’s magnetic field. Ad- 
vances in isotope chemistry have also provided vital tools. 
The picture that emerges from the evidence yielded by 

these relatively new proxy and dating techniques is of 
a fairly stable global climate. Nevertheless, there have 
been prolonged periods, of which the present is one, in 
which large changes have occurred. Dynamically, both 
ocean and atmosphere have many of the characteristics 
of chaotic systems. They obey firmly established dynamic 
and thermodynamic laws but do so in a nonlinear fashion 
that permits seemingly unlimited variability. Thus, there 
are meaningful patterns to be described in this account 
of climate and climatic change, but the chaotic element 

tends to obscure these regularities on any short-term view. 
In spite of, for example, virtually constant input from the 
Sun, only slowly changing atmospheric composition, and 
an even more slowly changing Earth surface, the daily 
weather pattern never quite repeats itself. Each season in 
each locality places bounds within which this variety can 
unfold; but within these constraints the climate is free to 
choose a very diverse set of realizations. 
The aim of the study of climatic change is thus to detect 

the signal of substantive change behind a deafening clam- 
our of short-term noise. 

PRE-PLEISTOCENE CLIMATIC CHANGE 

The present is an abnormal time for the climates of the 
world. Ice sheets cover Greenland and Antarctica, and 
permanent pack ice blocks the Arctic Ocean. The deep wa- 
ters of the oceans are frigidly cold in all latitudes (mostly 
below 3° C). The vegetation map is strongly zonal, with 
treeless tundra on high-latitude land surfaces and luxuri- 
ant rain forest near the equator. It is now known that few 
of these characteristics were typical of most of the Earth’s 
history, and some generalizations can be made about an- 
cient climatic conditions, but detailed information is still 
fragmentary. 
To reconstruct the Earth’s climate in times prior to the 

Pleistocene epoch (that is, more than 1,600,000 years ago), 
it is necessary to examine the geologic record. The fossil 
content of the Earth’s sedimentary rocks speaks for the 
most part of warmer climates than that of today. There 
appears always to have been a warm tropical belt, with 
twin cooler poles. Even near the poles, conditions were at 
most times temperate and apparently ice-free. Geologists 
once referred to these benign conditions as the “normal 
climate” of geologic times, but as early as the late 19th 
century it had become apparent that this rule had to al- 
low exceptions. Nevertheless, the view persisted, and still 
persists, that the Earth at most times lacked snow and ice 
and had no extreme cold in the polar regions. 
Some governing conditions. In one respect there is clear 

evidence that climate has not changed radically for more 
than 3,000,000,000 years. Metamorphic rocks of this age 
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in the Precambrian shields appear to contain metasedi- 
ments that were originally deposited by torrential streams. 
Running or standing water appears to have been present 
on the planetary surface in all subsequent epochs. If so, 
and assuming that atmospheric pressure and the physics of 
water have not changed, temperatures in the range of 0° 
to 100° C must have pertained. Since, moreover, simple 
forms of life evolved in the oceans of early Precambrian 
times, a more realistic estimate of temperatures may be 
0° to 50° C. Present-day temperatures at the surface av- 
erageyl5.C. 
Nevertheless, early climates cannot be compared to mod- 

ern climate with any confidence because other external 
controls must have been very different. For example, 
(1) The early atmosphere was different in composition 

from that of today. In particular it lacked oxygen and 
hence ozone. Powerful ultraviolet radiation reached the 
Earth’s surface, inhibiting terrestrial life and guaranteeing 
an extremely active chemistry in the lower atmosphere. 
Free oxygen and ozone entered the system later in Pre- 
cambrian times, as life in the oceans evolved; but the 
land surfaces were largely naked. This condition held until 
about 440,000,000 years ago (the Late Ordovician epoch). 
(2) The distribution of land and sea was radically dif- 

ferent. Vast crustal changes have occurred, such that the 
physical geography of the planet came to resemble that 
of the modern Earth only in the most recent 66,000,000 
years (the Cenozoic era). 
(3) The positions of the geographic and magnetic poles 

have both shifted relative to the distribution of land 
masses (or vice versa) throughout geologic history. Thus 
the south geographic pole migrated into the Antarctic con- 
tinent more than 100,000,000 years ago, approaching its 
present position about 70,000,000 years ago. In addition, 
the magnetic polarity of the Earth has repeatedly reversed 
itself (a phenomenon that has vital importance for the 
climate of the upper atmosphere and is also useful in the 
dating process). 

(4) The rate of spin of the Earth about its polar axis, 
which determines the length of day, has decreased from 
425 days per year about 500,000,000 years ago to 3651/4 
days per year today. Hence days have become longer. 
This rate of spin determines the Coriolis parameter (see 
above Wind), one of the key controls of the circulation of 
atmosphere and ocean. 

(5) The Sun itself, the source of virtually all the energy 
in the atmosphere, has gradually become hotter, so that 
the solar constant (the power per square metre of the in- 
coming solar radiation) has increased throughout geologic 
history. Heat released from the Earth’s interior (very small 
by comparison) has decreased during this period. 
Because these are all factors that control or influence 

modern climate, ancient climates cannot be expected to 
have resembled modern climate. Moreover, because these 
variables have unknown values, reconstruction of ancient 
climates must rely not on theoretical deduction but on 
empirical evidence from the geologic record. 
The sedimentary record. Deductions can be made about 

the climatic significance of certain classes of sedimentary 
rock. These include calcareous rocks (limestones, marbles, 
marls), arenaceous rocks (sands, sandstones, quartzites, 
conglomerates), carbonaceous rocks (coals, oil- and gas- 
bearing layers), red beds (assemblages of red and yellow 
sandstones, marls, clays, pebble and boulder beds), evap- 
orites (salt, potash, gypsum, certain classes of limestone), 
and glacial deposits (morainic materials, including diamic- 
tites, tills, and outwash fans). Inferences about the climatic 
meaning of such rocks depend on the lithology of the 
materials, the known association of such materials with 
present-day climates, and the fossil biota they contain, if 
any. 
Calcareous rocks. Deposits of calcareous rocks are 

widespread in the sediments of the entire geologic record. 
They occur as much-altered limestones in the Precam- 
brian record, where they sometimes appear as crystalline 
marbles. They are also common in most later periods 
but are especially widespread in the Carboniferous (360,- 
000,000 to 286,000,000 years ago), Jurassic (208,000,000 
to 144,000,000 years ago), and Cretaceous (144,000,000 
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to 66,400,000 years ago) periods, often in richly fossilif- 
erous forms. In the modern world calcareous sediments 
appear to form primarily in warm temperate or tropical 
seas, though foraminiferal oozes (formed from empty cal- 
careous shells) occur even in seas in high latitudes. This 
modern preference for lower latitude sites, together with 
the richness of the marine macrofossil record, which is 

dominated by species typical of warm seas, leads to the 
view that calcareous rocks speak of warm conditions. 
This view is reinforced if, as is often the case, the fossils 

present include corals. Corals are today largely confined 
to subtropical shorelines, typically in the 20°-25° C sea 
temperature range (with temperatures below 18° C fatal 
to some of the reef builders), and to waters with a salinity 
of 2.7 to 4.0 percent. Coralline limestones from the late 
Paleozoic era (c. 350,000,000 to 245,000,000 years ago) 
and the Mesozoic era (245,000,000 to 66,400,000 years 
ago) are found today in high-latitude outcrops. Thus, even 
when corrections for polar shift and continental drift are 
made, it is apparent that warm temperate conditions must 
have been present in high middle latitudes of both hemi- 
spheres during those times. 
Arenaceous rocks. Arenaceous rocks are rich in sil- 

ica and are often made up of fragments of preexisting 
rocks, implying the breakdown of continental surfaces 
by processes of rapid denudation. They are widespread 
in the sedimentary record. These sands, sandstones, and 
quartzites (the indurated form of sandstone) are usually 
deposited near shorelines, where their presence says little 
about climate. However, they may also be associated with 
specific bedding features that argue for torrential runoffs 
(deltaic structures, such as the Catskills Delta in the north- 
eastern United States, are one example). Gravel sheets and 
boulder beds may point up the vigour of the erosion. In a 
few cases, it has been possible to estimate rates of erosion 
and from these to make inferences as to temperatures and 
precipitation. On the whole, however, the sandy rocks of 
the continents have not revealed much about the climatic 
history of the Earth. 
Carbonaceous rocks. In contrast to the arenaceous 

rocks, carbonaceous rocks speak volumes, for they are de- 
rived from abundant living remains. The most dramatic 
evidence comes from the widespread occurrence of coal 
seams in rocks dating from the Carboniferous period on- 
ward. These coal deposits clearly represent the remains 
of forests, chiefly in wetland habitats (where anaerobic 
conditions prevented oxidation of the wastes). In many 
cases, the genera and even species of the dominants can 
be determined from macroscopic fossil contents. Land 
vegetation first became significant in the Devonian period 
(408,000,000 to 360,000,000 years ago), but it was in the 
Late Carboniferous epoch (320,000,000 to 286,000,000 
years ago) that the first great development of wetland 
forests occurred. Forests of gymnosperms (e.g., cycads, 
conifers, and seed ferns) flourished in the swamplands of 
coastal plains and in the floodplains of great rivers. Again 
the evidence is in favour of warm, humid conditions, even 
in relatively high latitudes. The drier land surfaces appear 
to have remained naked, however. The coal measures of 
many regions are intercalations of coal seams within sandy 
or silty materials washed into the wetlands off barren land 
surfaces during periods of marine transgression. 
Coal deposits occur in Mesozoic and even Tertiary (66,- 

400,000 to 1,600,000 years ago) rocks, but they contain 
species that suggést cooler conditions. In the modern 
world, the most extensive swamp areas in which car- 
bonaceous materials accumulate are in middle and high 
latitudes. It is therefore unsafe to assume that Mesozoic 
and Tertiary coals and lignites imply warm climates. 
The widespread occurrence of petroleum and natural 

gas in sediments cannot readily be interpreted in climatic 
terms, because they appear to have originated primarily 
from unspecified marine biota. Their abundance is con- 
sistent with the view that ancient seas and oceans were 
biologically productive, and hence probably warm and 
nutrient-rich; but this consistency does little more than 
reinforce conclusions drawn from other sources. 
Red beds. On all continents, and from many geologic 

epochs, widespread accumulations of red and yellow rocks 
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can be found. These red beds are equivocal in the evi- 
dence they yield. Massive red quartzites of Precambrian 
age and similar deposits from the Devonian and Car- 
boniferous periods, from the Triassic period (245,000,000 
to 208,000,000 years ago), and even from the Tertiary 
all appear rich in hydrated iron oxides (accounting for 

the colour); they sometimes, especially the ancient rocks, 
also contain partially weathered feldspars. Because of their 
false bedding, it is clear that some of the red beds resulted 
from wind deposits; others appear to be associated with 
alluvial fans (fan-shaped accumulations of sediment de- 
posited by streams draining from mountains to adjacent 
plains) or with the desiccation of former lakes. Whether 
deposited by wind or water, these beds appear to have ac- 
cumulated in inland basins, with no discharge to the sea, 
as in modern desert areas. Thus, it is often assumed that 
red bed assemblages imply warm desert conditions. The 
sparse fossil record (totally absent in the older sediments) 
usually gives no firm clue as to the climate. On dynamic 
grounds, it is reasonably certain that deserts have always 
existed in continental subtropical and tropical areas, so 
that the abundance of wind-deposited materials and the 
lack of drainage to the sea are unsurprising. 
In a different category are the duricrusts: hardened, dehy- 

drated crusts formed at or near the Earth’s surface. Duri- 
crusts with high proportions of iron oxide can be found 
in Australia and sub-Saharan Africa. Many parts of these 
continents have remained above sea level for enormous 
periods, and the accumulated weathering layer, known as 
the regolith, may be many metres thick. Some of these an- 
cient regoliths are hard enough to have resisted deflation 
and sheet erosion. Some appear to be laterites, layers of 
soil with a porous, claylike texture. Products of rock de- 
cay, laterites are formed under warm, humid conditions. 
Ancient laterites are mostly of Tertiary date, but some 
may have originated in the Triassic. In some areas they 
occur where laterization of the weathered material is no 
longer possible, providing evidence of climatic change. In 
other regoliths—even in rocks of Precambrian date—it is 
possible to detect buried layers of soil, or paleosoils, whose 
composition and structure may reveal climatic inferences. 
Evaporites. Thick accumulations of common. salt, 

potash, gypsum, and certain kinds of limestone indicate 
that rapid evaporation off marine lagoon or outlet-free 
lake basins has occurred. Such materials accumulate today 
on desert shorelines and in inland basins (e.g., Great Salt 
Lake, Aral Sea, Caspian Sea, Lake Eyre). Their presence in 
ancient sediments points clearly to dry, warm conditions. 
They are especially common in Triassic sediments but 
have been deposited in many epochs in differing areas. 
Glacial deposits. Because glaciation is still in progress 

and because there are very recently deglaciated surfaces, 
chiefly in North America and Eurasia, geologists have a 
detailed knowledge of the lithology, morphology, and gen- 
esis of typical glacial deposits. These include till, or ground 
moraine (unsorted assemblages of pebbles and boulders 
that are typically unrounded by water transport and are 
embedded in a clay or silt matrix); various fluvioglacial 
sands and diamictites; morainic materials; occasionally 
windblown sands, often with dune formation; and in some 
areas (though not of direct glacial origin) windblown loess 
deposits. Sea and lake ice may raft large boulders and 
other coarse material (such as faceted sand grains), even- 
tually depositing them far from the margins of continental 
or alpine glaciers. Finally, glacial ice erodes the surfaces 
across which it moves, leaving striations and molded rock 
forms parallel to the direction of motion. 
Ancient sediments and surfaces have been found to dis- 

play some of the above characteristics, providing evidence 
of past cold conditions. Both tillites (indurated tills) and 
ice-rafted boulders in marine sediments have been de- 
scribed from a number of geologic epochs. In most cases, 
however, the identification of such evidence with glacial 
climates is controversial, because other modes of origin 
can be adduced. 
Nevertheless, it is widely accepted that prolonged 

cold glacial intervals occurred long before the well- 
known glaciations of the Pleistocene epoch (1,600,000 to 
10,000 years ago). The Precambrian record is too shat- 

tered by processes of metamorphism for easy interpre- 

tation, though episodes of Proterozoic (2,500,000,000 
to 540,000,000 years ago) glaciation have been demon- 
strated. (The celebrated Gowganda tillite is of this age.) 
An Infracambrian ice age, about 540,000,000 years ago, 
is widely accepted, as is another in the Ordovician pe- 
riod (505,000,000 to 438,000,000 years ago). There is also 

no doubt that a major and probably prolonged (perhaps 

10,000,000 years) ice age occurred about 280,000,000 years 
ago between the Late Carboniferous and Early Permian 
epochs. Widespread glacially striated surfaces, covered in 
part by Permo-Carboniferous tillites and erratic boulders, 
have been exposed in South Africa and Australia. Permo- 
Carboniferous tillites have also been identified in several 
areas that must have been located in the high southern 
latitudes of Gondwanaland, the ancient protocontinent 
composed of the landmasses of the Southern Hemisphere. 
Uncertainty remains, however. Because glacial deposits 

are thin and are readily removed by subsequent erosion, 
the surviving record is desperately inadequate to provide 
details. Recent attempts at synthesis have even questioned 
whether it is safe to conclude that glacial ice was ever 
absent from former polar regions. Moreover, there may be 
no surviving evidence of some glacial episodes. 
Summary of pre-Cenozoic climates. The scattering of 

equivocal evidence provided by sedimentary records re- 
veals little about climates more than 540,000,000 years 
ago (Precambrian time). It is clear that, in order for ex- 
tensive sediments to accumulate in lakes and seas, strong 
erosion must have occurred, so temperatures must have 
been in the range in -which water is liquid; but more 
precise figures cannot be determined. There are evidences 
of early glaciations, but, like more recent events, these 
appear to have been relatively short-lived. 
For the roughly 500,000,000 years between Precambrian 

time and the Cenozoic era, during which time the basic ge- 
ography of the planet changed as the result of continental 
drift and mountain-building phases, the following gener- 
alizations appear to be supported by reasonable evidence: 
(1) In general, the Earth possessed a usually warm and 

moist climate, with latitudinal zonations. The equatorial 
belt was at least as warm and humid as.it is today, but the 
polar caps lacked ice, the seas were open, and high-latitude 
land vegetation (as it evolved) appears to have responded 
to cool temperate conditions. The equator-pole tempera- 
ture gradient (which drives the atmospheric general circu- 
lation) was usually near half today’s values. Deserts existed 
in the continental areas, probably in subtropical latitudes, 
but at certain times they became more extensive. 
(2) Strong increases in poleward temperature gradients 

occurred at least twice, once at the outset of the Cambrian 
period (about 540,000,000 years ago) and again in Permo- 
Carboniferous times. Allowing for continental drift, these 
episodes appear to have been effective in creating cool 
polar conditions, with westerly winds around the polar 
caps. Evidence from the fossil record also suggests that the 
entire globe was relatively cool and dry from 320,000,000 
to 208,000,000 years ago, during the Late Carboniferous, 
Permian, and Triassic periods. The fossil record then in- 
dicates that the Earth warmed substantially during the 
following 140,000,000 years (the Jurassic and Cretaceous 
periods). The Cretaceous period especially appears to have 
been the heyday of world climate, with calm, equable 
conditions. It was a time of expanded ocean surface, with 
extensive shelf seas. Mean annual surface temperatures 
exceeded present-day values by about 6° C, with no po- 
lar ice caps. 
Summary of pre-Pleistocene Cenozoic climates. As is 

widely known, the Cretaceous period came to an abrupt 
end about 66,000,000 years ago with what appears to have 
been a catastrophic event, possibly asteroid impact. There 
were massive extinctions of many forms of life, perhaps 
because of rapid cooling induced by stratospheric dust 
veils that reduced solar radiation heating of the Earth’s 
surface, allowing freezing temperatures to occur at sea 
level over much of the planet. (This hypothesis has not yet 
been substantiated, but it has led many scientists to be- 
lieve that the smoke and dust produced by explosions in a 
nuclear war could cause similar cold, semidark conditions 
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and that this so-called nuclear winter could also result in 
widespread destruction of plant and animal life.) 
Whatever the nature of the catastrophe that preceded it, 

the early Cenozoic era seems to have continued the warm, 
fairly moist conditions of the mid-Cretaceous. The land 
surface became covered with dense forests of higher plants, 
including most of the genera that are typical of today. 
These forests extended to the land areas near the poles of 

both hemispheres, which were close to their present posi- 
tions. (The fossil remains of stumps and embedded roots 
of trees in the so-called Arcto-Tertiary forest are exposed 
in situ on two of the northernmost islands of Canada, 
Axel Heiberg and Ellesmere.) Since the continents had by 
this time assumed approximately modern latitudes, the 
zonal divisions typical of the modern world—high- and 
mid-latitude forests, arid zone, and tropical rain forests— 
begin to appear in the fossil record. 
Evidence from deep-sea sediments and Antarctic sites, 

however, shows that quite early in the Cenozoic there 
began a slow, intermittent cooling of the world’s oceans, 
both at the surface and in deep waters (see Figure 48). 
There was an especially sharp decrease in temperature 
at the outset of the Early Oligocene epoch (36,600,000 

to 30,000,000 years ago). Renewed and more profound 
cooling began in the Middle Miocene epoch (16,600,000 
to 11,200,000 years ago). The cooling appears to have 

been most pronounced in the bottom waters. Thus was 
introduced the familiar modern fact of cold deep ocean 
water and floor, which is still of immense importance in 
the mechanics of climate. 
There is also evidence of profound atmospheric cooling 

in Antarctica, whose thick ice sheet still covers almost the 

entire continent. Analysis of two cores extracted as part 
of the Deep Sea Drilling Project (a research program un- 
dertaken by several major U.S. oceanographic institutions 
from 1968 to 1983) has revealed the existence of diamic- 
tites and other sediments on the Antarctic shelf about 
longitude 76° E and latitude 66°-68° S. Magnetic polarity 
dating assigns these glacial sediments to the Early Oligocene 
epoch and possibly to the Late Eocene epoch (43,600,000 
to 36,600,000 years ago). The evidence suggests that a 
large glacier complex was present at those times, the ice 
extending northward 140 kilometres beyond its present 
limit. The deposits also contain a leaf from a southern 
beech tree (Nothofagus), indicating that in warmer phases 
an Antarctic forest had been established and that a forest 
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could be reestablished on recently exposed glacial deposits. 
There is much similar evidence to show that the Antarctic 
continent was partly or extensively glacierized from the 
Oligocene to modern times, with the ice sheet reaching its 
maximum extent 6,000,000 to 5,000,000 years ago during 
the Messinian age of the Late Miocene epoch (11,200,000 
to 5,300,000 years ago). According to present opinion the 
repeated growth and collapse of the Antarctic ice sheet 
caused sea-level fluctuations of 80 to 100 metres. 
This summary of Cenozoic climates suggests that the 

climatic asymmetry of the modern world may date to 
antiquity. Today, the Northern Hemisphere has warmer 
temperatures in all latitudes and less glacial ice than the 
Southern Hemisphere (the area of the Greenland ice cap 
is only 14 percent that of the Antarctic). There are corre- 

sponding differences in circulation of both atmosphere and 
ocean, the latter being much influenced by the relative ab- 
sence of land barriers in the Southern Hemisphere. These 
contrasts may also have existed during the late Cenozoic. 
The earliest record of Northern Hemisphere alpine glacia- 
tion (in Alaska) is on the order of 10,000,000 years ago, 
considerably later than the Oligocene dates claimed for 
the Antarctic. The West German climatologist Hermann 
Flohn has argued persuasively that there was a protracted 
period (5,000,000 to 3,500,000 years ago) in which the 
Arctic Ocean remained ice-free while the Antarctic was 
glacierized. This is disputed, however, by scientists who 
maintain that the chief mode of sedimentation in the 
Arctic Ocean has been glacial ice-rafting since at least the 
Late Miocene (with icebergs adrift in the central ocean). 
Presumably, therefore, the Greenland ice cap dates to 
Miocene times. The recent dating of Antarctic glacieriza- 
tion to early Oligocene times, and perhaps beyond, does 
suggest, however, that Flohn’s unipolar glaciation may 
have existed at an earlier time. 
The Cenozoic thus appears as the period in which the 

world began to assume its modern appearance in at least 
four ways: (1) the emergence on land of climatically 
adapted vegetation zones, or biomes, with the flowering 
plants providing a continuous cover in all but the arid 
zone (which was always approximately subtropical in lati- 
tude); (2) a cooling toward the present climatic regime in 
which there is extensive glacierization on land in both po- 
lar zones, with tundra and cold temperate forest along the 
subpolar margins; (3) a cooling of the oceans, especially 
in the Early Oligocene and Late Miocene epochs, with 

From N.J. Shackleton and J.P. Kennett, “Late Cenozoic Oxygen and Carbon lsotopic Changes at DSDP Site 284 
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Figure 48: Temperature fluctuations of (left) ocean surface waters and (right) bottom waters. 
Data based on oxygen isotope analysis of cores from three sub-Antarctic sites. 
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the establishment of permanently very cold deep waters 

and ocean floors worldwide; and (4) the establishment of 
climatic asymmetry between the hemispheres, especially 

as regards the extent and magnitude of land glacierization. 

PLEISTOCENE CLIMATIC CHANGE 

The cooling manifested in the middle and late Cenozoic 
led about 1,600,000 years ago (a precise date cannot be 
specified) into the remarkable epoch in which human be- 
ings slowly became the ecological dominants of the Earth, 
the Pleistocene. For almost a century it was believed that 
the Pleistocene epoch—often called the Ice Age in older 
literature—saw repeated expansions of ice sheets on the 
continents, with warm intervals during which the ice re- 
ceded between the glacial episodes. Stratigraphic evidence, 
such as the mapping of moraines and till sheets with fossil 
soils and warm plant and animal assemblages sandwiched 
between them, suggested that there had been four glacia- 
tions of parts of Europe and North America, with four 

interglacial intervals. The Holocene epoch, which follows 
the Pleistocene and which constitutes the last 10,000 years 
to the present, was seen as the fourth of these interglacials, 
the ice being expected to return. The Holocene was des- 

ignated separate from the Pleistocene because it encom- 
passes the entire history of human civilization and is the 
epoch in which human beings overrode all competing life- 
forms, but it differs in no other significant way from the 
interglacial phases of the Pleistocene. 
This comfortable account of four glacial and four inter- 

glacial episodes was shattered in the second half of the 
20th century by the flood of new evidence introduced 
by a variety of new observational techniques. Among the 
new sources relevant to the reconstruction of past climates 
are: (1) the establishment of reasonably firm dating tech- 
niques that make possible more useful inferences from 
sedimentary and other records; (2) the growth, following 

a suggestion of the American chemist Harold C. Urey in 
1947, of the study of stable isotopes of oxygen, hydro- 
gen, and carbon in natural systems, and the realization 
that these isotopes could yield invaluable evidence of cli- 
matic variation; (3) the organization, initially by a small 
group of individuals from several disciplines, of systematic 
observations of the isotope record in glacial ice, ocean 
sediments, tree tissues, and ancient groundwater (includ- 
ing cave deposits); (4) the remarkable Deep Sea Drilling 
Project and its offshoots, which have yielded, with in- 
ternational collaboration, an immense array of sediment 
cores drawn from areas of the world ocean floor likely 
to yield direct evidence of climatic variation; and (5) the 
growth of paleolimnological and paleoecological studies of 
cores containing lake sediments and peat accumulations, 
chiefly by applying palynological analysis (the study of 
pollen content) to the record, mainly but not exclusively 
in Holocene sediments. 
Dating techniques. There are three main methods used 

for dating geologic materials. One is through carbon-14 or 
other radioisotope analysis. Because radioactive elements 
decay into daughter products at known constant rates, 
unaffected by outside conditions, scientists can calculate 
the age of a material by measuring the ratio of original el- 
ement to daughter product in the sample. A second dating 
technique involves geomagnetic polarity. Over the Earth’s 
lifetime the polarity of its magnetic field has reversed 
many times. These reversals occur everywhere at the same 
instant. Thus, by studying the magnetic alignment of iron 
oxide particles, which depends on the direction of the 
Earth’s polarity at the time the particles solidify, it is pos- 
sible to establish the age of a material in relation to the 
known record of reversals. The third technique analyzes 
visual annual bands, such as tree rings, varve deposits 
(annual layers of sediment formed in lakes by glacial 
meltwater), and in some cases ice layers resulting from the 
seasonal thawing and freezing of glaciers. Occasionally, 
materials can be dated by determining their relative posi- 
tion to well-known, identifiable bands of sediment left by 
volcanic eruptions or periods of eolian dust depositions. 
Oxygen isotope analysis. Once a sample has been 

dated, the climatic signal is then extracted in a variety 
of ways. For the Pleistocene epoch, it has been the ap- 

plication of oxygen isotope analysis to ocean sediments 
that has yielded the best results. Oxygen has two main 
stable isotopes, '°O and '*O, and the waters of the ocean 
contain both. The '8O is heavier than the more abundant 
'°Q because it has two extra neutrons in each nucleus. 
Evaporation favours water containing the lighter '‘O. The 
result is that atmospheric water vapour has a measurable 
deficiency in '8O. Condensation, however, tends to reverse 
this process, so that the vapour is still more depleted 
in '8O, especially as temperatures fall (as they do when 
vapour is carried upward by convection or poleward in 
atmospheric disturbances). As a result, precipitation of the 
vapour falling in cold polar or cold temperate latitudes 
has a marked deficiency in '*O, and the water remaining 
in the ocean is correspondingly enriched in !8O. 
The 'O/'°O ratio, and hence 6'8O (the deviation, in parts 

per thousand, between the ratio of the sample and a stan- 
dard ratio, usually that of standard mean ocean water or 
of a fossil belemnite known as PDB), is readily measured 
in research laboratories and can be used to analyze cores 
from ocean sediments, ice sheets, tree trunks, speleothems 
(stalactites and stalagmites from caves), and any other 
relevant material. Similar stable isotope techniques are 
applied to hydrogen and carbon. The carbon isotope ratio 
has been of special interest in tree-ring analysis. 
In the case of ice cores, the 6'8O record is assumed to yield 

information about the temperature of the evaporation— 
condensation sequence that preceded the deposition of the 
material being analyzed. Suitable calibration curves are 
well established, though their use is actually quite compli- 
cated. Excellent records have been analyzed from Antarc- 
tica, Greenland, and some small Canadian ice sheets. 
The climatic interpretation of marine sediments relies 

chiefly on the fact that much of the accumulated material 
consists of the solid remains (tests) of microorganisms. 
These may originally have been either shallow-water plank- 
ton or benthic species living near or on the ocean floor. 
In either case, the tests provide information about the 
'8Q/'°O ratio of the water that supported them, although 
not in unmodified form; the two isotopes are incorporated 
into the tests in a temperature-dependent fashion. Thus, 
ocean floor oozes, which under the microscope can readi- 
ly be separated into their constituent organisms, contain 
a record of the local temperature of the original habitat 
of the species concerned (surface- or bottom-dwelling). 
Certain indicator species have been standardized for such 
analyses. In addition, the fact that the ice contained in 
continental ice sheets is poor in '8O has meant that 
throughout the Pleistocene epoch ocean water has been 
enriched in '8O at times of high ice volume. In other 
words, the oxygen isotope ratio record from the ocean 
sediments can also be used as a measure of the amount 
of water withdrawn from the oceans to lie on continental 
surfaces as ice. Clearly this withdrawal should also appear 
as changes in sea level (another frequently cited indicator 
of glacial/interglacial climatic contrasts). 
Figure 49 shows a record of oxygen isotope deviations 

in sediments from an equatorial Pacific core spanning 
the past 850,000 years. The geomagnetic polarity rever- 
sal, at 730,000 Bp, anchors the time scale. The numbers 
directly above the curve indicate the different stages of 

From N.J: Shackleton and N.D. Opdyke, “Oxygen Isotope and Paleomagnetic Strati raphy 
of Equatorial Core 28-238: Oxygen Isotope Temperatures on a 105 and 108 Year 

Time Scale,’ Quaternary Research, 3:39 (1973); and N.J. Shackleton in A.B. Pittock 
et al. (eds.), Climatic Change and Variability (1978), Cambridge University Press 
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Figure 49: Oxygen isotope deviations in sediments from an 
equatorial Pacific core (V28-238, at roughly 1° N, 160° E), 
showing sharp and rapid alternations of high and low volumes 
of continental glacial ice (see text). 
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the climatic sequence. Odd numbers, corresponding to 

stages with more negative values of 6'3O, mark times of 
low glacial volume. Even-numbered stages, or those with 

higher values ef d'8O, mark cold glacial phases. As this and 
other records show, there appears to have been a high vol- 
ume of glacial ice on land—i.e., withdrawn from oceanic 
waters—many times in the past 3,000,000 years. Between 
these glacial episodes came shorter phases of low glacial 
ice volume, presumably because of warmer climates. 

Glacial and interglacial phases. Using oxygen isotope 
analysis and other sources, climatologists have been able 
to piece together an extraordinarily detailed record of the 
Pleistocene climates, though much remains to be done. 
Overall, the record shows that the entire epoch was char- 

acterized by fluctuating glacial ice volumes, which were 
associated with swings of global air temperatures and 
equivalent oceanic changes (including small but extensive 
shifts in the temperature of the deep waters in all the 
main ocean basins). The number of glacial episodes and 
of interglacials clearly far exceeds the numbers that were 
once suggested by the study of Pleistocene sediments on 
land. Unfortunately, the complete history of the earlier 
glacial episodes on land may never be known because so 
much of the record was obscured or removed by subse- 
quent glaciations. 
The overall swings in planetary temperature between 

glacial and interglacial episodes have still not been fully 
determined. Interglacial temperatures as much as 5° C 
higher than those of today have been inferred from some 
records. Glacial temperatures on land in the range of 10° 
to 15° C below current values also have been cited. It 
is certain that the actual departures were lowest in equa- 
torial oceanic areas and that the largest swings were in 
high latitudes. 

Considerable detail is available for the past 250,000 
years. This long interval saw two major glacial episodes, 
the last of which, called the Wisconsin in North Amer- 
ica and the Wiirm in the European Alps, left most of 
the available field evidence of glaciation on land surfaces. 
An interglacial separated the two glaciations, beginning 
about 130,000 years ago (though there is dispute over this 
date); it yielded to renewed glaciation at least 80,000 years 
and perhaps as long as 110,000 years ago. It is usually 
argued that the start of this warm interglacial interval 
coincided with a maximum of summer solar radiation in 
the Northern Hemisphere, which is indeed confirmed by 
the Milankovitch theory of orbital variations (see below). 
The evidence also points to an enduring characteristic of 
the global climate: i.e., that major swings in temperature, 
such as glacials and interglacials, tend to affect both hemi- 
spheres simultaneously and thus are global events. 
Figure 50 summarizes an important achievement of 

Antarctic field research, the analysis of an ice core from 
the Soviet research station Vostok, yielding a record that 
spans 160,000 years. Curve A shows the carbon dioxide 
concentration in trapped air bubbles in the ice as a func- 
tion of date. Curve B shows the temperature at the time, 
as derived from 6'8O analysis. The resemblance between 
the two curves shows that temperature and carbon dioxide 
concentration went hand in hand through most of the late 
Pleistocene epoch (though it does not say which is cause 
and which effect). Also plotted in Figure 50 are curves 
showing estimated changes in sea level. Curve C, based on 
6'8O analysis of an east equatorial core from the Pacific 
Ocean floor, shows how global sea level may have varied. 
Sea level was highest at the warmest times, corresponding 
to small volumes of ice in Antarctica (and in the Northern 
Hemisphere) and high levels of atmospheric carbon diox- 
ide. Curve D shows the calculated dates of coral terraces, 
uplifted rapidly over the past 160,000 years or so on the 
coast of Papua New Guinea, in the Huon Peninsula. The 
sea-level curves bear strong resemblances to the Vostok 
data. Thus, there is parallelism between all four pieces of 
evidence, which are drawn from disparate sources, demon- 
strating the global nature of major climatic variations. 
Some uncertainty remains, however, concerning the cor- 

rectness of the dates used on Figure 50. Figure 51 shows a 
third long record, extending from 50,000 to 310,000 years 
ago. It is drawn from borings through a calcite vein, made 
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Figure 50: Agreement among variations in four diverse climatic 
indicators (see text). 

(A) Carbon dioxide concentration in bubbles from the deep ice 
core at the Soviet Antarctic station Vostok (present-day value 
350 p.p.m.v.). (B) Inferred temperatures at Vostok. 
(C) Estimated changes in global sea level. (D) Estimated 
changes in sea level at Huon Peninsuta, Papua New Guinea. 
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of material deposited from percolating surface waters at 
Devils Hole, an open fault zone in the Great Basin of 
the United States near the Nevada—California border. In 
this case, the material was dated using two radioisotope 
techniques, which gave very similar dates. The chronology 
is believed to be correct within approximately 3,000 years 
at the 140,000-year point on the curves. 
There is again a resemblance between the Great Basin 

curve and those in Figure 50, two of which are reproduced 
in Figure 51. The main peaks and troughs, however, fit 
closely only if the lines joining them are slanted (whereas 
they should be vertical if these are simultaneous global 
events). Termination II, the assumed beginning of the last 
interglacial, appears to have occurred in Nevada 147,- 
000 + 3,100 years ago, or 16,000 years before it appears in 
the oceanic record. Thus, the Great Basin curve calls into 

question the validity of the dating techniques used for the 
Antarctic ice and the marine sedimentary records. If the 
Great Basin chronology is correct, the view that there is a 
close fit between solar orbital data and temperature needs 
to be reexamined. 
One fact that emerges clearly from these records, and 

from the earlier work of Willi Dansgaard and his col- 
leagues in Greenland, is the apparent short length of the 
last interglacial. High temperatures, sea levels, and carbon 
dioxide content seem to have lasted barely 20,000 years. 

The period between 110,000 years ago and the culmination 
of the Wisconsin/Wirm glaciation 18,000 years ago was 
one of predominantly cold conditions and low sea levels, 

though both sea level and temperature fluctuated rapidly 
as they sank to their lowest recent levels in 18,000 Bp. 
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Figure 51: Comparison between timing of oxygen isotope 

deviations in sediments from (A) an equatorial deep sea core, 

(B) the Vostok glacial ice core, and (C) the U.S. Great Basin. 
Slanted dashed lines imply a discrepancy in dates (see text). 
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Summary of Pleistocene climates. Uncertainties. still 
abound, but a clear view of Pleistocene climate is now 
within reach. The epoch emerges as an interval of al- 
most 2,000,000 years, during which temperatures were 
usually below those normal to geologic history and dur- 
ing which polar ice caps waxed and waned. There were 
many episodes of full glaciation when global temperatures 
may have been 5° C or more below present values, and 
perhaps 10° C below more ancient norms. There were, 
however, other intervals—interglacials or interstadials— 
of relative warmth, usually with enriched carbon dioxide 
concentration in the atmosphere. Most warm intervals 
appear to have been quite short, and they seem to have 
ended abruptly with a return to colder glacial conditions. 
These repeated changes (vastly more numerous and more 
complex than was once supposed) and the general cool- 
ness continued a trend clearly visible during the preceding 
Tertiary period. 
The events of the Pleistocene epoch have left a remarkable 

record in ocean sediments, in the Greenland, Antarctic, 
and Canadian ice caps, and in certain continental sedi- 
ments. Modern geochemical and geophysical techniques 
have made possible quantitative estimates of temperature, 
sea level, and atmospheric compositional changes. These 
have been coupled with paleoecological reconstructions 
of past living communities on land and in the sea. The 
Pleistocene is the earliest period for which the record is 
amenable to quantitative methods. 

LATE PLEISTOCENE AND HOLOCENE CLIMATIC CHANGE Ee ANGE 
Evidence bearing on the most recent 18.000 years of 
Earth history is more diverse and persuasive than that 
available for earlier epochs. The geophysical and geo- 
chemical methods described for the Pleistocene continue 
to be valuable, but emphasis now shifts toward paleolim- 
nological and paleoecological data (lake sediments and 
peat deposits, interpreted chiefly for their pollen contents) 
and the art of climatic modeling. In the 1980s, research 
was further expanded by the coming together of two quite 
different traditions, those of field geologists and biologists 
on the one hand and those of atmospheric scientists on 
the other. The result has been a remarkable advance in 
climatic knowledge. 
Two exercises involving leading research figures from 

many disciplines and several countries have particularly 
contributed to the fund of knowledge. The acronyms by 
which they are known are CLIMAP (Climate: Long-range 
Interpretation, Mapping, and Prediction) and COHMAP 
(Cooperative Holocene Mapping Project). CLIMAP was 
an attempt to specify in considerable detail the condition 
of the Earth’s surface, most notably the oceans, at the 
climax of the Wisconsin glaciation 18,000 years ago; it 
also included a series of mathematical modeling exercises 
aimed at defining the atmospheric circulation present at 
that time. COHMAP is a later exercise designed to un- 
ravel the history of deglaciation of North America and 
Eurasia, the recolonization of the northern land surfaces 
by plants and animals, and the equivalent changes in the 

tropics and the Southern Hemisphere. Much of the fol- 
lowing discussion is based on information derived from 
these two studies. 
At the time of the late Wisconsin maximum, and for sev- 

eral millennia on either side of 18,000 Bp, two major ice 
sheets, the North American complex and the Fennoscan- 
dian ice sheet, covered a substantial part of the northern 
continents. These must have accumulated during the long, 
intermittent cooling in the interval following 110,000 pp. 
Furthermore, because the solar radiation regime at 18,000 
BP did not differ much from that of today, the ice sheets 
must have been inherited from the past. They, neverthe- 
less, imposed their own effects on world climate. 
The North American complex included a deep cover over 

the Western Cordillera, the Laurentide sheet centred on 
Hudson Bay, and the Greenland sheet (in part linked with 
the Laurentide by floating shelf ice, also present along the 
Arctic Ocean flank). Its southern limit on land extended 
from Puget Sound across the Missouri and Ohio valleys to 
New England and the Canadian Atlantic provinces. The 
Fennoscandian ice sheet covered Scandinavia, Finland, 
much of Britain and Ireland (which had local glaciation as 
well), parts of the North European Plain, the Baltic states, 
northwestern Russia, and Belarus. Smaller ice sheets cov- 
ered the Alps and certain mountain masses in central and 
eastern Asia. Alpine glaciers were extended in many of the 
world’s mountain systems, including those of the tropics. 
There was a major expansion of the Arctic Ocean pack 
ice into the Norwegian Sea, with seasonal ice extending 
into the Atlantic as far south as a line from Portugal to 
the Grand Banks off Newfoundland. The southern limit 
of the cold Arctic water—the oceanic polar front—was 
pushed far south of its present locus. 
The Antarctic ice sheet, then as now the largest glacial 

mass, was surrounded by a large expansion of the seasonal 
pack ice belt in the Antarctic Ocean. Alpine glaciation af- 
fected the Andes, the southeastern Australian ranges, and 
New Zealand, but the absence of extensive land removed 
any possibility of large-scale southern hemispheric glacia- 
tion outside Antarctica. 
These conditions speak of a world with annual temper- 

atures 5° to 6° C below present values, with averages 
over and near the ice sheets perhaps 10° to 15° C be- 
low. Because of the equatorial shift of the oceanic polar 
fronts, there were extensive areas of both southern and 
northern oceans that were 10° C colder than at present. A 
worldwide drop in humidity and precipitation (with local 
exceptions) must also have occurred. 
Causes of deglaciation and Holocene warming. It is now 

widely held that the rapid recovery of temperatures after 
the Wisconsin maximum was caused by variations in the 
Earth’s orbital behaviour: This astronomical or orbital 
variation theory of climatic change, which was developed 
in 1920 by Milutin Milankovitch, a Serbian scientist, 
explains not only the Holocene recovery but also many 
of the remarkable fluctuations of Pleistocene times. The 
theory is based on the fact that the orbit of the Earth 
around the Sun varies in three ways. All of the variations 
are small, but, especially when they reinforce one another, 
they are sufficient to cause significant redistributions of so- 
lar heating between latitude belts or hemispheres. Because 
the hemispheres differ greatly in surface properties and 
heat storage capacity, these orbitally caused variations in 
the pattern of solar heating are capable of changing global 
climate. The three modes of variation are the obliquity, or 
tilt, of the Earth’s axis, which varies with an average period 
of about 41,000 years; the precession of the equinoxes, 
which refers to the movement of perihelion (the point 
when the Earth is nearest to the Sun) around the path of 
orbit and which varies with a period of roughly 22,000 
years; and the eccentricity of the orbit, varying with a pe- 
riod near 100,000 years. Elaborate mathematical analysis 
of these parameters has made it possible to calculate the 
corresponding changes in solar heating of the Earth over 
the past 750,000 years. 
These calculations show, for example, that over the 

past 18,000 years the amount of solar energy reaching 
the Earth in summer was concentrated in the Northern 
Hemisphere, reaching a peak of 40 watts per square metre 
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above 1950 values between 12,000 and 9,000 years ago. 
This corresponded to an 8 percent increase in northern 

high-latitude summer heating, enough, it is believed, to 
account for the wastage of the Fennoscandian and North 
American glaciers (only Greenland’s ice survives today). 
The winter cooling that compensated for the extra sum- 
mer heat (orbital changes produce such seesaw effects) was 
most effective in the subtropical latitudes of the Southern 
Hemisphere. After 9,000 Bp these trends reversed, and the 
modern world has a solar heating pattern much like that of 
the late Wisconsin maximum in 18,000 Bp. The climatic 
impact of these changes, as calculated for the COHMAP 
exercise, is shown in Figure 53. 
The right-hand panels of the figure illustrate the main 

features of the atmospheric circulation over the North 
American-European region (at 3,000-year intervals) and 
over the African-Indian Ocean-Australasian area (at 9,000- 

year intervals). These sketches are based on more detailed 
originals derived from the application of an atmospheric 
general circulation model (AGCM) to the conditions ap- 
plicable at the time, including the solar radiation, the 

extent of ice cover, sea-surface temperatures, and other 
boundary conditions. The left-hand panels are COHMAP 
reconstructions of the measured environmental changes 
in the two sectors during the past 18,000 years. For land 
areas these are based primarily on pollen analysis of dated 
lake sediments, with some data from long peat sequences 
(a recent synthesis extends back into the last interglacial). 
The striking northward march of the forest biomes into the 
glaciated northern landscapes dominates events on land. 
Also visible is the rapid shrinkage of glacial ice on land: 
the Fennoscandian ice sheet was almost extinct by 9,000 
BP and the Laurentide sheet by 6,000 Bp. At sea there was 
a major reopening of the northern North Atlantic and 
Norwegian seas as the pack ice front retreated. In addition, 
as glacial ice melted, sea levels rose, reducing land area in, 
for example, northwestern Europe and Southeast Asia. 
By 9,000 Bp summer temperatures and precipitation had 

risen above present-day values in much of the land area 
of the Northern Hemisphere. These warm conditions— 
the so-called hypsithermal interval (or, in older usage, cli- 
matic optimum)—remained in place until about 6,000 Bp, 
after which temperatures fell slowly to their present values 
(with minor irregularities discussed later) some centuries 
before the Christian era. This period of warmer climate 
occurred earlier in western North America than in the 
east, where the shrinking Laurentide ice kept tempera- 
tures cool. It also made an early appearance in parts of 
the Southern Hemisphere. In New Zealand, for example 
(where the glacial maximum is believed to have preceded 
that of the Northern Hemisphere by 6,000 to 7,000 years), 
warmest conditions appear to have occurred between 10,- 
000 and 8,000 Bp. 

The Holocene warming was accompanied by far-reach- 
ing climatic changes in the arid zone and in the monsoon 
lands of Africa and Asia. Like the warming, these changes 
were in response to the orbitally caused changes in the 
amounts of incoming solar radiation. Geologic data show 
that rainfall in these areas was especially affected. 
An excellent measure of rainfall in the arid zone is the 

water level in closed lake basins (many of which are now 
dry). Figure 52 shows the changes in lake levels (in gen- 
eralized form) on the chief continents. In North America, 
where the obstacle of the Laurentide ice sheet and associ- 
ated anticyclonic circulation drove the main westerly jet 
stream southward throughout the Wisconsin, lake levels 
in the western United States (especially the Great Basin) 
were high until about 10,000 Bp, when the ice sheet re- 
ceded and circulation assumed its modern pattern (with 
the jet stream entering the continent further north at 
about 50° N). Because the jet stream steers the cyclonic 
storms bringing rain and snow, the now-arid southwest 
was abundantly watered until this northward shift. 
African lakes, by contrast, were low in glacial times. 

After about 12,000 Bp, however, they rose to high ley- 

els, especially between 10,000 and 7,000 Bp, until general 
desiccation occurred after 5,000 Bp. While general cooling 
affected high northern latitudes at this time, there seems 
to have been a marked slackening in the monsoon rainfall 
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Figure 52: Estimates of’ percentage of high, intermediate, and 
low water levels in inland lakes. 

From. F.A. Street and A.T. Grove, ‘'Global Maps of Lake Level Fluctuations Since 30,000 B.P.,"" 
Quaternary Research, 12:83-118 (1979), Academic Press 

that fed many of the African lakes. In Northern Africa, in 
particular, the moist phase of the early Holocene attested 
to by the high lake levels corresponded to the appearance 
of lush savannas supporting hippopotamuses and other 
large animals throughout the present-day Sahara desert. 
This early Holocene moist phase was widespread else- 
where in the Middle East and other parts of Asia, enabling 
(as it closed) early human innovators the opportunity to 
move from hunting to pastoralism and from gathering to 
arable agriculture. 
Research has confirmed that the Milankovitch orbital 

changes strengthened the monsoonal* currents of the 
Northern Hemisphere during the early Holocene. At the 
time of the Wisconsin maximum the monsoon was weak, 
but between 12,000 and 5,000 Bp summer temperatures 
in inner Asia were as much as 4° C warmer than today, 
making possible the strong monsoon of this period. 
The Recent (pre-instrumental) phase. Although climat- 

ically inseparable from the Holocene epoch, the time pe- 
riod in which human civilization developed is sometimes 
referred to as the Recent phase. This phase comprises the 
past two millennia globally and the past nine locally. A 
much more secure chronology of events can be compiled 
for this period, and there is a substantial increase in the 
body of climatic evidence available. In fact, the volume 

of evidence is so great that only a short list of the major 
sources can be presented here. Prior to the 17th cen- 
tury, when instrumental records began to be kept, these 
sources included: (1) the methods already defined for the 
Holocene epoch, except for those with low time resolu- 
tion capabilities (such as the solar orbital data); (2) direct 
glaciologic and glacial geomorphologic observation, espe- 
cially in intensively studied areas such as the European 
Alps and the Scandinavian countries; (3) tree-ring analy- 
sis, or dendrochronology, which provides evidence for the 
past nine millennia in favourable areas; (4) full archae- 
ological evidence; and (5) the vast documentary record, 
which tends to provide anecdotal or episodic evidence and 



492 Climate and Weather 

Data Model 

one \ present — 
Ohh Crd al 

colder 

present 

Ada % FELIS LLL OES MELT OLS EEL 

includes such sources as records of grape, hay, and grain 
harvests, logs of harbour conditions, and land-use records. 
Content analysis has recently sharpened use of some of 
these sources. 
The picture that emerges from the evidence is of a climate 

quite similar to that of today, yet not discontinuous with 
that of middle and late Holocene times. The differences 
that have been demonstrated are often subtle and poorly 
defined. Many long-term records, such as those for stream 
flow, can even be interpreted as a form of noise, lacking 
meaningful pattern. Others have obvious and prolonged 
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fluctuations that deserve mention, but it is usually difficult 
to establish the geographic extent of these fluctuations, 
because the record is badly broken in time and space. 
One of the most detailed local records is that provided by 

the pollen analysis of the great peat bogs of northern Eu- 
rope. During the late prehistoric and early historic phases 
of the past 6,000 years, these bogs appear to have un- 
dergone a number of desiccations (warm, dry summers), 
revealed in the bog cores as dry, often wooded, surfaces. 
The dry phases were generally followed by wet conditions 
in which peat accumulation was rapid. These overlying 
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Figure 53: COHMAP reconstructions of (left panels) changes in environmental distributions, 
based on observed data, and (right panels) estimated changes in climate, based on general 
circulation model (see text). 

From COHMAP Project Members (1988), ‘Climatic Changes of the Last 18,000 Years: Observations and Model Simulations," Science, vol. 241, 
no. 4869, pp. 1043-1052 (1988), copyright 1988 by the American Association for the Advancement of Science 

layers of renewed peat growth are known as “recurrence” 
horizons. For a long time the analysis of these and other 
such singularities in the peat and lake-floor record seemed 
indispensable to the interpretation of the post-glacial cli- 
matic record. Today, they are viewed as evidence of minor 

fluctuations in a record that does not greatly depart from 
present conditions. Thus, the slight cooling that followed 
the hypsithermal interval is recognized as spasmodic. Sim- 
ilarly, it is clear that Europe in the period 500 Bc to AD 
1000, which was crucial to the continent’s human settle- 
ment, was subject to climatic fluctuations whose sociolog- 
ical importance far outweighed their small magnitude. 
There is general agreement that from perhaps ap 600 

to 1400 European and North Atlantic climates became 
warmer and probably drier. Evidence of this warming 
comes from many regions and includes such sources as 
agricultural records as well as limited pollen, water-level, 
and macrofossil data. Although the evidence is often rather 
flimsy, it implies that during those eight centuries temper- 
atures were perhaps as much as 1.5° C higher than those 

of today. As a result of this medieval warm period, Viking 
settlers were able to establish thriving colonies in Iceland, 
Greenland, and Newfoundland. The northern limit of viti- 
culture, which requires sunny, warm conditions, extended 

farther north than it does today, into northern France 
and Germany and southern England. In Arctic Canada 
and Greenland the highly developed Thule culture, which 
depended on whaling for sustenance, flourished late in the 
period, until colder conditions made whaling impossible. 
Although it is clear that the Middle Ages were charac- 

terized by warm conditions, any objective compilation of 
local records must reveal that no real coherence exists. 
The climax of the warming occurred at different times in 
different places, and no region experienced stable, contin- 
uous warmth for more than two or three centuries. Alpine 
glaciers were far advanced in their valleys at the height 
of the period, and there is much other evidence that con- 

firms the variability of the regime. Outside Europe and the 
North Atlantic area, in fact, there is little evidence that 
this warm phase ever took place. 
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Studies of glacial sediments, tree rings, and written 

records show that, from the beginning of the 16th century 
until the mid-19th century, cooler and harsher conditions 
prevailed in most parts of the world. As with the medieval 
warm period, the climax of the so-called Little Ice Age 

arrived at different times in different areas. In general, 
the Northern Hemisphere, especially North America, the 
Arctic, and East Asia, seems to have been affected earlier 
than the Southern Hemisphere. Some conditions appear 
to have been globally synchronous, but their magnitude 
varied from place to place. In addition to regional varia- 
tions, there was increased variability from season to sea- 
son, from year to year, and from one group of years to the 
next, so that, for example, central England experienced 
several of its hottest summers in the 17th century, one of 

the coldest centuries on record. Some of the effects of the 
Little Ice Age on human life are reflected in records of 
crop failures and famines, the abandonment of northern 

farms and villages, and changes made in sailing routes to 
avoid advancing ice. Although the main cold phase ended 
about 1700, the bleak winters and cool, moist summers 
that characterized the Little Ice Age continued in many 
parts of the world until as late as the mid-19th century. 
In 1850, for example, meteorological instrument records 
show that temperatures were still about 0.7° C below 

present-day global values. 

Contemporary climatic change. Meteorological instru- 
ment records survive from as early as the 17th century, 
but it was not until about 1850 that the number of well- 
calibrated instrumental records of temperature and precip- 
itation was adequate for statistical analysis. Since then, the 

data files have accumulated rapidly, and in recent decades 
reasonable quality control has been achieved by the World 
Meteorological Organization. The record extends over the 
entire globe (now observed continuously by a variety of 
sensors on geostationary or polar-orbiting satellites), as 
well as upward into the stratosphere, with less-abundant 
data from the mesosphere. 

Temperature fluctuations. Figure 54 shows an estimate 
of global mean annual temperature changes at the surface 
from 1860 to the 1980s. The estimates are adjusted to 

From (top) P.D. Jones, T.M.L. Wigley, and P.B. Wright, "'Global Temperature Variations 
Between 1861 and 1984." Nature, vol. 322, no. 6078, pp. 430-434 (1986); and (bottom) P.D 

Jones et al,, ‘Evidence for Global Warming in the Past Decade," Nature, vol. 332, no. 6167, p 
790 (1988), both reprinted by permission of Nature, copyright © Macmillan Magazines Limited 
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Figure 54: Variation of mean surface air temperature from 
1860 to the 1980s. 

allow for the unequal spacing of data points between land 
and sea, between mid-latitudes ‘and the polar regions, and 
between the hemispheres. Data from cities with a popula- 
tion of more than 100,000 have been omitted or adjusted 
because of the so-called urban heat island effect. (Urban 

areas are warmer than the surrounding countryside be- 
cause asphalt, concrete, and other urban surfaces absorb 

and store heat more efficiently than rural vegetation.) The 
curves show: (1) an almost linear increase of tempera- 

ture throughout the record, amounting to 0.7° C since 
1860; (2) an irregular sequence in the Northern Hemi- 
sphere, where in particular the period 1940-70 showed 

no increase, or even a slight decline; (3) a much more 
uniform upward trend in the ocean-dominated Southern 
Hemisphere; and (4) an especially vigorous warming in 
the 1980s, the warmest decade in the entire record. 
There have been questions as to whether the effect of 

urban heating on local temperatures has been truly elim- 
inated from such data. An investigation suggested that 
as much as 0.1° C of the apparent warming might have 
been due to this contamination of the record. One similar 
temperature analysis is believed to have been seriously 
compromised by urban heating. The self-heating of cities 
is, of course, a real effect that has had significant eco- 
nomic consequences. On the global scale, however, it is in 
reality negligible. Unfortunately, this may not be true of 
its impact on the record. 
It appears that a real global warming of 0.4° C has oc- 

curred in the 20th century and that it accelerated in the 
1980s after a three-decade hesitation. If the responsible 
agent is the greenhouse effect (see below Climate and life), 
the warming is at the lower end of the model-predicted 
range; higher temperatures might have been expected 
from the increase in greenhouse gases observed since the 
19th century. Greenhouse heating might also have been 
expected to be concentrated in polar and subpolar lati- 
tudes, while, in fact, temperature increases in the Northern 

Hemisphere have been greatest in a high mid-latitude belt. 
Many large regions, including much of North America, so 
far show little or no upward trend of temperature. 
Precipitation fluctuations. Precipitation measurements 

are less amenable to study and in any case are only avail- 
able on land. Figure 55 shows an analysis of precipitation 
data from Northern Hemisphere land stations. In each 
graph the percentile position is relative to frequency dis- 
tribution, as specified by a mathematical representation. 
(For example, a percentile value of 0.6 in any given year 
means that precipitation in that year was greater than 
or equal to 60 percent of the other annual values.) This 
analysis shows that little has changed in the equatorial 
belt since about 1900, but a significant decrease in pre- 
cipitation has affected subtropical areas (5°-35° N) since 
1960. Mid- and high-latitude stations (35°-70° N) show a 

substantial increase since 1950. Again the effect is nonuni- 
form, large areas—notably Europe—having escaped any 
obvious change. Studies have also shown that there are 
marked seasonal differences in precipitation. 
In the 1980s there have been many severe droughts, 

and there is a natural tendency for lay observers to view 
these as manifestations of the greenhouse effect, several 
formulations of which predict drought in mid-latitude 
areas. Although this is a possibility, most authorities agree 
that the droughts and other fluctuations are expressions of 
climate’s natural internal variability and not of externally 
forced change. The reasons for such large-scale variability 
remain unclear, however. Some authorities have argued 
that variability tends to increase as mean temperatures 
decrease, so that the possibility of damaging cold extremes 
is enhanced. Others see the variability as largely random. 
Other fluctuations. Two remaining aspects of recent cli- 

matic fluctuations (i.e., nonlasting change) that deserve 
attention are the great African desiccation of the 1960s, 
°70s, and °80s. and the recognition of the El Nifio/Southern 
Oscillation (ENSO) phenomenon as a source of world- 
wide variability. 

Rainfall in Africa has been highly disturbed since the 
1950s, especially in sub-Saharan regions. Numerous stud- 
ies have demonstrated that the generally high values appli- 
cable to the 1950s and early 60s gave way toa prolonged 
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Figure 55: Variation of precipitation over land areas in the Northern Hemisphere from 
1850 to 1985 (see text). 

From R.S. Bradley et al., Precipitation Fluctuations Since the Mid-19th Century,’ Science, vol. 237, no. 4811, pp. 171-175 (1987), 
copyright 1987 by the American Association for the Advancement of Science 

The desiccation affecting much of Africa, but especially the 
African margins of the deserts. Many countries in the Sahelian 
drought and Sudanian zones of North Africa experienced a decline 

in the already inadequate annual rainfall extending from 
the early 1960s (when it was abundant) until the mid- 
1980s. Indeed in some areas the decline had not been 
reversed by the late 1980s. The impact on food supplies 
was catastrophic, the effects being exacerbated in Ethiopia, 
Chad, and Sudan by wars. Over the whole continent the 
two or three decades of drought were tragically unhelpful 
to the emerging countries of the formerly colonial area. 
Although no credible cause can be assigned to this fluc- 
tuation, which is not yet fully understood, it has been 
alleged that human misuse of the land has exacerbated a 
natural fluctuation. 
ENSO events recur every three to seven years. The im- 

mediate symptom is the flooding of the normally cold 
Pacific coastal waters off Peru by warm equatorial water 
from the west. Such El Nifio events are accompanied by 
changes in the trade winds over the entire Pacific and by 
large rainfall anomalies over Australasia, India, and parts 

of southeast Asia (the Southern Oscillation component). 
Recent research, especially at the Scripps Institution of 
Oceanography at La Jolla, Calif., has shown that major 
ENSO events are accompanied by worldwide changes in 
pressure distribution and by anomalies in temperature and 
rainfall over North America, Australia, and even Eurasia. 
The dynamics of these huge teleconnections of climate 
are not understood, but it is recognized that the year-to- 
year variability of the modern climate is not a local phe- 
nomenon. Moreover, such global interconnections have 
almost certainly existed throughout the Earth’s history. 

CAUSES OF CLIMATIC VARIATION 

General considerations. Explanation—the identification 
of causes—is always difficult when one discusses complex 
phenomena, and climate is very complex. In many ways 
the atmosphere and oceans function as if they were each 

closed systems, in which change in behaviour is achieved 
by purely internal processes. In other ways, atmosphere 
and ocean are linked, and changes in either may arise from 
interaction with the other. The climatic system, like most 

other natural systems, behaves in a nonlinear fashion; 
that is, it does not necessarily change proportionally in re- 
sponse to a change in external forcing. In fact, the system 
is choked with feedbacks, both positive and negative, that 
ensure that this nonlinearity will prevail. It might seem, 
for example, that local temperatures ought to be controlled 
by local input of solar energy. In no simple way is this 
true, however. In the first place, the solar heating triggers 
a return flow of energy to space (whose dependence on 

temperature is extremely nonlinear). Furthermore, local 
temperature is much affected by the transport of heat by 
ocean currents and the winds—i.e., advection of heat. This 
is why, for example, Sweden and Hudson Bay have such 
different climates, in spite of being in the same latitudes. 
Advection depends in turn on the distribution of solar 
heating over the whole Earth—and the transport terms 
in the equations governing atmospheric motion are the 
reason why these equations are nonlinear. In short, cause 

can never really be separated from effect in the real world. 
Nevertheless, it ts reasonable to try to answer the ques- 

tion “Why does climate vary?” To do so, the nature of 
climate must be considered: 
(1) Climate is best described as the prevailing, and hence 

expected, sequence of states of the atmosphere (loosely, 

weather) at a given locality. This definition can be ex- 
tended to cover regions, hemispheres, or even the entire 

globe. Climatic change is the shift of this sequence to some 
new apparently lasting state. 
(2) The perceived scope of climate has recently been 

broadened to include a wider range of measurable pa- 
rameters (e.g., humidity, particle load, ionization, cloud 
regime, salinity) and to extend over the entire depth and 
height of the lower atmosphere as well as the surface layers 
of the ocean. 
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(3) Climate may be viewed as part of a larger climatic 

system, an idea closely related to that of ecosystem. Thus, 
climate pervades not only the atmosphere and ocean but 
also the soil, ice masses, lakes and rivers, and the living 
cover of the Earth—all of which interact with the Sun- 
driven climate of the atmosphere. 
(4) The atmosphere and ocean behave in part as chaotic 

systems. Although they obey well-known laws, they re- 

spond to the laws in a bewilderingly complex way. In spite, 
for example, of reliably periodic forcing by the Sun and 
tides, the sea and air appear never to repeat themselves 
precisely, showing instead a preference for nonperiodic 
behaviour. Tiny events—in principle even the batting of 

a butterfly’s wings—can amplify into consequences that 
simply cannot be predicted from the known governing 
laws. 

In some ways the wonder is not that weather and climate 
are so variable but that regularities do exist behind the 
complex facade. Nevertheless, it is clear that climate is 
not just a randomly behaving system. Distinct rhythms 
and spatial patterns recur, and their signals can be isolated 
from the noise so evident in climatic statistics. In describ- 
ing climates, therefore, it is necessary to define not only 
the mean, modal, or median values of the appropriate 
parameters, such as temperature, pressure, precipitation, 
and wind velocity, but also the frequencies and character- 
istics of the variability, whether it is periodic, nonperiodic, 
or quasi-periodic. It is vital to recognize that variability 
within the chosen averaging period is as much part of 
climate as the mean values of each parameter. Thus the 

year-to-year variability of rainfall in the Great Plains of 
the United States or in Sahelian Africa is quite as im- 
portant (and deserving of explanation) as the mean value 
of rainfall. In economic terms the variability may be the 
most important aspect. 
Another component of climate requiring definition is in- 

terdependence. Correlations often exist between variables 
as measured locally, for example, between precipitation 
and humidity or between wind direction and visibility. 
Teleconnections, or correlations between variables mea- 

sured in different places, also exist. Finally, a long time 
series of a quantity such as temperature often displays 
autocorrelation; /.e., its present behaviour is related to its 
behaviour at other times. Some of these correlations are of 
fundamental importance. For example, the frictional drag 
of the winds on the sea surface, which partly governs the 
oceanic circulation, depends on the covariance (a measure 
of correlation) of vertical and horizontal components of 
the wind and on similar covariances within the sea. 
Explanation of climatic change, if it is to be attempted 

fundamentally, must take these points into consideration. 

If a popular theory of climatic change, such as the Mi- 
lankovitch orbital variation theory, can only explain part 
of the observed change (as is commonly the case), it is 
necessary to look beyond it, until most of that change 
is understood. Theory, moreover, should be expressed in 
quantitative terms. Qualitative guesses no longer appeal 
(physicists call such guesses “hand-waving”), although they 
still have a place in the generation of hypotheses. 
Identified causes. Theory suggests (and evidence con- 

firms) that the following may be causes of certain types of 
climatic variation. 

Variations in the solar constant. Calculations suggest 
that a | percent change in the solar constant can produce 
a change in surface global temperature in the range of 
1° to 1.5° C. Recent observations show that there have 
been minor aperiodic changes (+0.2 percent) in the solar 
constant but none sufficient to account for observed in- 
tervening fluctuations (on the order of +1° C since the 
Little Ice Age). 
Variations in the Earth’s orbit. As described above, 

variations in the Earth’s orbit around the Sun can cause 
variations in the distribution and seasonality of solar radi- 
ation, which in turn may result in climatic changes. The 
orbital variation effect has been identified clearly in the 
geologic, glaciologic, and biotic record of the past 300,000 
years, but it is less successful in explaining climatic condi- 
tions dating farther back in time. Orbital variations, more- 
over, can only be used to explain fluctuations on the order 

of 1,000 years or more, because all three components— 
precession of the equinoxes, obliquity, and eccentricity— 
work on long, predictable time scales. It is generally agreed 
that the waxing and waning of ice sheets and variations 
of sea level can be related to these parameters in the past 
300,000 years, as can many aspects of Holocene variation, 
notably the monsoons. 
Variations in atmospheric composition. The concentra- 

tion of carbon dioxide in the Earth’s atmosphere is known 
to have varied greatly in geologic time and also in Pleis- 
tocene, Holocene, and Recent times, including the past 
century. It is also known that times of increased carbon 
dioxide levels have coincided with times of higher temper- 
atures. Although it is clear that a close correlation exists 
between carbon dioxide and air temperature, it is still not 
known whether increases in carbon dioxide cause temper- 
ature increases or vice versa. Theory suggests, however, 
that carbon dioxide (as well as other trace gases in the 

atmosphere) allows short-wave energy (visible light) from 
the Sun to reach Earth relatively unobstructed but hinders 
long-wave energy (infrared radiation) reradiating from the 
Earth’s surface from escaping back into space and that 
this trapping of energy results in a rise in temperature. 
Variations in climate during the next century are expected 
to be dominated by this so-called greenhouse effect. 
Volcanic dust loading of the atmosphere. Explosive 

eruptions (e.g., El Chichon, Mex., 1982) are known to 
introduce material into the stratosphere that can remain 
in suspension for one to three years. This dust veil can re- 
duce solar input, possibly leading to a fall in temperature. 
The biggest explosive eruptions (e.g, Mount Tambora, 
1815; Krakatoa, 1883; both in Indonesia) are known to 

have produced marked cooling for a few years after the 
event. It has been argued that a high frequency of explo- 
sive eruptions may account for past cool periods. Such 
eruptions may also have significantly modified the solar- 
orbital control of late Pleistocene and Holocene climates. 
Variations in the distribution of land and sea due to 

crustal changes. Mountain building, continental uplift, 
and the drifting of continents have profoundly influenced 
world climate. They operate on the scale of geologic pe- 
riods, requiring many millions of yearg.to complete their 
effects. An example of a climatic change caused by topo- 
graphic variations is the creation of the cold deep waters 
of the ocean, which was favoured by such changes as the 
opening of the Antarctic Ocean (as continental drift sep- 

arated Australia and Antarctica), the rise of the Isthmus 
of Panama, and the closing off of the Tethys, the ancient 
ancestor of the Mediterranean Sea. 
Together, these five theories provide possible explana- 

tions for much of the known climatic variation on the 
global scale and on many of the observed time scales. Yet, 
for the most part they do so only in a crude way, usually 
in relation to mean annual global or polar air temper- 
atures, sea-ice and land-ice distribution, the position of 

oceanic fronts, and other integrators of long-term climatic 
features. They have little to say, in particular, about the 
internal variability of climate. 

Contemporary areas of research. Meteorologists and 
geologists recognize, in fact, that major gaps still exist in 
the explanation of climatic variation. On the geologic time 
scale, for example, it has proved difficult to explain the ap- 
proximately 100,000-year recurrence period for the cold, 
glacial episodes of the Pleistocene. This period resembles 
that of the dominant mode of the orbital eccentricity of 
the Earth, but this aspect of orbital variation is thought 
inadequate to explain the glacial episodes so vividly shown 
in the deep-sea core record. 

Very much closer to hand, the numerical modeling of 
atmospheric behaviour (see below Numerical weather pre- 
diction [NWP] models) has proved effective in the predic- 
tion of weather events as much as five or 10 days ahead, 
starting from a specified initial state. Such models try to 
predict actual events but lose that ability quickly as the 
chaotic nature of the dynamics blurs the outcome. Never- 
theless, the models can be modified into atmospheric gen- 
eral circulation models (AGCMs). These AGCMs, which 
do not start from a specified initial state (the weather of 
the moment) and which do not predict actual events, can 
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be used, with specified boundary conditions (such as car- 
bon dioxide content, sea surface conditions, relief features, 
and continental coastal outlines), to create the statistics of 
hypothetical climates—including that of the present. Ref- 
erence was made above to the use of one such model in 
analysis of the COHMAP results for the Holocene epoch. 
AGCMs and their cousins, oceanic general circulation 

models (OGCMs), can be refined to the point where they 
predict not only mean temperature, pressure, and rainfall 
but also the annually repeated seasons and nonperiodic 
variability. Unfortunately, the several models now oper- 
ational do not compare well with one another in their 
predictions of regional detail. They also usually differ from 
observed fact on this scale to an unacceptable degree, 
especially as regards precipitation. 
The most difficult part of climate to predict is unfortu- 

nately the one of maximum economic import—variations 
from month to month, from year to year, and from decade 
to decade. Marked and persistent anomalies occur on all 
these time scales (and have probably existed throughout 
geologic history), but at present they can be neither ex- 
plained nor predicted. It is thought that they may be re- 
lated to such periodic or quasi-periodic fluctuations as the 
so-called “Chandler wobbles” of the Earth’s axis, sunspot 
cycles, the ENSO phenomenon, and the so-called Julian— 
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Madden waves in the tropical circulation, but until the 
mechanics of such phenomena are more completely un- 
derstood, no real theories can be advanced. 
Finally, it remains uncertain whether or not the at- 

mosphere—ocean system responds exclusively to physical 
controls. It is possible that biologic regulation is also at 
work. The idea that the living cover of the Earth interacts 
with the atmosphere is well established, but meteorologists 
and glaciologists have generally seen climate as the control 
and the rest of the ecosystem as response. In 1972 the 

British chemist James Lovelock challenged this view when 
he put forward the Gaia hypothesis. Briefly, the Gaia 
hypothesis suggests that the climate of the Earth has for 
eons been modulated—perhaps even controlled—by the 
biota, which regulates the concentration of atmospheric 
carbon dioxide and other organically derived substances 
so as to keep temperature and precipitation at advanta- 
geous levels. In effect the Earth is, in Lovelock’s most 
recent restatement (1988), a living organism, with self- 
regulating processes (homeostasis) capable of ensuring the 
survival of a life-sustaining global climate. (This matter is 

discussed at greater length below in the section Climate 
and life.) Lovelock’s view has been widely disputed, but it 
is recognized that the role of life in climate and climatic 
change cannot be lightly dismissed. (F.K.H.) 

CLIMATIC CLASSIFICATION 

General considerations 

The climate of an area, as previously noted, is the syn- 
thesis of the weather conditions that have prevailed there 
over a long period of time (usually 30 years). This syn- 
thesis involves both averages of the climatic elements 
and measurements of variability (such as extreme values 
and probabilities). Climate is a complex, abstract concept 
involving data on temperature, humidity, precipitation 
type and amount, wind speed and direction, atmospheric 
pressure, sunshine, cloud types and coverage, and such 
weather phenomena as fog, thunderstorms, and frost and 
the relationships among them. As such, no two localities 
on Earth may be said to have exactly the same climate. 
Nevertheless, it is readily apparent that, over restricted 
areas of the planet, climates vary within a limited range 
and that climatic regions are discernible within which 
some uniformity is apparent in the patterns of climatic 
elements. Moreover, widely separated areas of the world 
possess similar climates, which tend to recur in similar 
geographic relationships to each other. This symmetry and 
organization of the climatic environment suggests an un- 
derlying worldwide regularity and order in the phenomena 
causing climate (e.g., patterns of radiation, atmospheric 
pressure, winds, fronts, and air masses), which were dis- 
cussed in earlier sections. 
Climate classification is an attempt to formalize this 

process of recognizing climatic similarity, of organizing, 
simplifying, and clarifying the vast amount of weather 
data collected by the meteorological services of the world, 
and of systematizing the long-term effects of interacting 
climatic processes to enhance scientific understanding of 
climates. Users of climate classifications should be aware 
of the limitations of the procedure, however. 

First, climate is a multidimensional concept, and it is 
not an obvious decision as to which of the many observed 
weather variables should be selected as the basis of the 
classification. This choice must be made on a number of 
grounds, both practical and theoretical. For example, us- 
ing too many different elements opens up the possibilities 
that the classification will have too many categories to be 
readily interpreted and that many of the categories will 
not correspond to real climates. Moreover, measurements 
of many of the elements of climate are not available for 
large areas of the world or have been collected for only 
a short time. The major exceptions are temperature and 
precipitation data, which are available almost universally 
and have been recorded for extended periods of time. 
The choice of variables also is determined by the purpose 

of the classification (e.g., to account for distribution of 
natural vegetation, to explain soil formation processes, or 
to classify climates in terms of human comfort). The vari- 
ables relevant in the classification will be determined by 
this purpose, as will the threshold values of the variables 
chosen to differentiate climatic zones. 
A second difficulty results from the generally gradual na- 

ture of changes in the climatic elements over the Earth’s 
surface. Except in unusual situations due to mountain 
ranges or coastlines, temperature, precipitation, and other 
climatic variables tend to change only slowly over distance. 
As a result, climate types tend to change imperceptibly as 
one moves from one locale to an adjacent one. Choosing 
a set of criteria to distinguish one climatic type from 
another is thus equivalent to drawing a line on a map to 
distinguish the climatic region possessing one type from 
that having the other. While this is in no way different 
from many other classification decisions that one makes 
routinely in daily life, it must always be remembered that 
boundaries between adjacent climatic regions are placed 
somewhat arbitrarily through regions of continuous, grad- 
ual change and that the areas defined within these bound- 
aries are far from homogeneous in terms of their climatic 
characteristics. 
Most classification schemes are intended for global- or 

continental-scale application and define regions that are 
major subdivisions of continents hundreds to thousands 
of kilometres across. These may be termed macroclimates. 
Not only will there be slow changes (from wet to dry, 
hot to cold, etc.) across such a region as a result of the 

geographic gradients of climatic elements over the conti- 
nent of which the region is a part, but there will exist 
mesoclimates within these regions associated with climatic 
processes occurring at a scale of tens to hundreds of 
kilometres that are created by elevation differences, slope 
aspect, bodies of water, differences in vegetation cover, 

urban areas, and the like. Mesoclimates, in turn, may 

be resolved into numerous microclimates, which occur at 

scales of less than 0.1 kilometre, as in the climatic dif- 
ferences between forests, crops, and bare soil, at various 

depths in a plant canopy, at different depths in the soil, 
on different sides of a building, and so on. 
These limitations notwithstanding, climate classification 

plays a key role as a means of generalizing the geographic 
distribution and interactions among climatic elements, 
of identifying mixes of climatic influences important to 
various climatically dependent phenomena, of stimulating 
the search to identify the controlling processes of climate, 
and, as an educational tool, to show some of the ways in 
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which distant areas of the Earth are both different from 
and similar to one’s own home region. 

Approaches to climatic classification 

The earliest known climatic classifications were those of 

classical Greek times. Such schemes generally divided the 
Earth into latitudinal zones based on the significant par- 
allels of 0°, 23.5°, and 66.5° of latitude and on the length 
of day. Modern climate classification has its origins in 
the mid-19th century, with the first published maps of 
temperature and precipitation over the Earth, which per- 
mitted the development of methods of climate grouping 
that used both variables simultaneously. 
Many different schemes of classifying climate have been 

devised (more than 100), but all of them may be broadly 

differentiated as either empiric or genetic methods. This 
distinction is based on the nature of the data used for clas- 
sification. Empiric methods make use of observed climatic 
data, such as temperature, humidity, and precipitation, or 
simple quantities derived from them (e.g., evaporation). 
In contrast, a genetic method classifies climate on the 
basis of its causal elements, the activity and characteristics 
of all factors (air masses, circulation systems, fronts, jet 
streams, solar radiation, topographic effects, and so forth) 
that give rise to the spatial and temporal patterns of cli- 
matic data. Hence, while empiric classifications are largely 
descriptive of climate, genetic methods are (or should be) 

explanatory. Unfortunately, genetic schemes, while scien- 
tifically more desirable, are inherently more difficult to 
implement because they do not use simple observations 
of the atmosphere. As a result, such schemes are both less 

common and less successful overall. Moreover, the regions 
defined by the two types of classification schemes do not 
necessarily correspond; in particular, it is not uncommon 
for similar climatic forms resulting from different climatic 
processes to be grouped together by many common em- 
piric schemes. 
Empiric methods may be subdivided further based on 

the manner in which the climatic data are used. Some 
approaches attempt to employ climatic data directly and 
to group patterns of their statistics on some “rational” ba- 
sis, drawing guidance from the numbers themselves. More 
commonly, however, climates have been classified on the 
basis of the response of some phenomenon to climate. 
For example, climatic types have been differentiated on 
the basis of natural vegetation distributions, human com- 
fort, soil formation, rock weathering, and myriad other 
factors whose intensity, nature, or distribution are felt to 

be controlled or influenced by climate. As such, criteria 
for differentiating different climatic groups are determined 
by the assumed behaviour of the phenomenon chosen to 
relate to climate rather than the statistical properties of 
the data themselves. The distinction between these two 
empiric approaches is not as clear as might at first be 
thought, however. While the thresholds chosen to differ- 
entiate groups might be determined by the characteristics 
of the climatic statistics themselves, the choice of variables 

on which to base the classification is made by its author. 
That choice is made on the basis of some perceived sig- 
nificance in the variables selected. This perception implies 
some subjective view of the nature of climate or its signif- 
icance to some dependent phenomenon. 

GENETIC CLASSIFICATIONS 

Genetic classifications group climates by their causes. 
Among such methods, three types may be distinguished: 
(1) those based on the geographic determinants of climate, 
(2) those based on the surface energy budget, and (3) those 
derived from air-mass analysis. 
In the first class are a number of schemes (largely the work 

of German climatologists) that categorize climates accord- 
ing to such factors as latitudinal control of temperature, 

continentality versus oceanicity, location with respect to 
pressure and wind belts, and effects of mountains. These 
classifications all share a common shortcoming: they are 
qualitative, so that climatic regions are designated in a 
subjective manner rather than as a result of the applica- 
tion of some rigorous differentiating formula. 

An interesting example of a method based on the energy 
balance of the Earth’s surface is the 1970 classification of 
Werner H. Terjung, an American geographer. His method 
utilizes data for more than 1,000 locations worldwide on 
the net radiation received at the surface, the available 
energy for evaporating water and for heating the air and 
subsurface. The annual patterns are classified according to 
the maximum energy input, the annual range in input, 
the shape of the annual curve, and the number of months 
with negative magnitudes. The combination of character- 
istics for a location is represented by a label consisting of 
several letters with defined meanings, and regions having 
similar net radiation climates are mapped. 
Probably the most extensively used genetic systems, how- 

ever, are those that employ air-mass concepts. Air masses 
are large bodies of air that in principle possess relatively 
homogeneous properties of temperature, humidity, etc., 
in the horizontal. Weather on individual days may be 
interpreted in terms of these features and their contrasts 
at fronts, which suggests that climate, as a synthesis of 

weather, can be treated likewise. While air masses are 
the proximate causes of climate rather than the ultimate 
controls (which are the factors that gave the air masses 
their characteristics), this approach can still be properly 
regarded as genetic. 
Two American geographer-climatologists have been most 

influential in classifications based on air mass. In 1951 
Arthur N. Strahler described a qualitative classification 
based on the combination of air masses present at a given 
location throughout the year. Some years later (1968 and 
1970), John E. Oliver placed this type of classification on a 
firmer footing by providing a quantitative framework that 
designated particular air masses and air mass combinations 
as “dominant,” “subdominant,” or “seasonal” at partic- 
ular locations. He also provided a means of identifying 
air masses from diagrams of mean monthly temperature 
and precipitation plotted on a “thermohyet diagram,” a 
procedure that obviates the need for less common upper- 
air data to make the classification. 

EMPIRIC CLASSIFICATIONS 

Most empiric classifications are those that seek to group 
climates according to their effects on some climate-depen- 
dent phenomenon. While many such phenomena have 
been used in this way, natural vegetation stands out as one 
of prime importance. The view held by many botanist- 
climatologists is that natural vegetation functions as an 
integrator of the characteristics of climate in a region; 
the vegetation, in effect, is an instrument for measuring 
climate in the same way that a thermometer measures 
temperature. That this view is an oversimplified one is 
undoubtedly true. Nevertheless, it has been a prime mo- 
tivation of many climatologists, and its preeminence is 
apparent in the fact that many textbooks and other sources 
refer to climates using the names of vegetation, as, for 
example, rain-forest, taiga, or tundra. 
Wladimir K6ppen, a German botanist-climatologist, de- 

veloped the most popular (but not the first) of these 
vegetation-based classifications. His aim was to devise for- 
mulas that would define climatic boundaries in such a 
way as to correspond to those of the vegetation zones that 
were being mapped for the first time during his lifetime. 
K6ppen published his first scheme in 1900 and a revised 
version in 1918. He continued to revise his system of 
classification until his death in 1940. Other climatologists 
have modified portions of K6ppen’s procedure on the ba- 
sis of their experience in various parts of the world. 
K6ppen’s classification is based on a subdivision of ter- 

restrial climates into five major types, which are repre- 
sented by the capital letters A, B, C, D, and E. Each of 
these climate types except for B is defined by temperature 
criteria. Type B designates climates in which the control- 
ling factor on vegetation is dryness (rather than coldness). 
Aridity is not a matter of precipitation alone but is de- 
fined by the relationship between the precipitation input 
to the soil in which the plants grow and the evaporative 
losses. Since evaporation is difficult to evaluate and is not 
a conventional measurement at meteorological stations, 
K6ppen was forced to substitute a formula that identifies 
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aridity in terms of a temperature-precipitation index (i.e., 
evaporation is assumed to be controlled by temperature). 
Dry climates are divided into arid (BW) and semiarid 
(BS) subtypes, and each may be differentiated further by 
adding a third code, h for warm and k for cold. 
As noted above, temperature defines the other four ma- 

jor climate types. These are subdivided, with additional 
letters again used to designate the various subtypes. Type 
A climates (the warmest) are differentiated on the basis 
of the seasonality of precipitation: Af (no dry season), 
Am (short dry season), or Aw (winter dry season). Type 
E climates (the coldest) are conventionally separated into 
tundra (ET) and snow/ice climates (EF). The mid-latitude 

C and D climates are given a second letter, f (no dry 
season), w (winter dry), or s (summer dry), and a third 
symbol (a, b, c, or d [the last subclass exists only for D 
climates]), indicating the warmth of the summer or the 
coldness of the winter. Table 6 gives the specific criteria 
for the Ké6ppen—Geiger—Pohl system of 1953. 
The Koppen classification has been criticized on many 

grounds. It has been argued that extreme events, such as 
a periodic drought or an unusual cold spell, are just as 
significant in controlling vegetation distributions as the 
mean conditions upon which K6ppen’s scheme is based. 
It also has been pointed out that meteorological factors 
other than those used in the classification, such as sun- 
shine and wind, are important to vegetation. Moreover, 
it has been contended that vegetation can respond only 
slowly to climate, so that the vegetation zones observable 

today are in part adjusted to past climates. Many critics 
have drawn attention to the rather poor correspondence 
between the Koppen zones and the observed vegetation 
distribution in many areas of the world. In spite of these 
and other limitations, the Képpen system remains the 
most popular climatic classification in use today. 
A major contribution to climate grouping was made by 

the American geographer-climatologist C. Warren Thorn- 
thwaite in 1931 and 1948. He first used a vegetation- 
based approach that made use of the derived concepts of 
temperature efficiency and precipitation effectiveness as 
a means of specifying climatic effects on vegetation. His 
second classification retained these concepts in the form 
of a moisture index and a thermal efficiency index but 
radically changed the classification criteria and rejected 
the idea of using vegetation as the climatic integrator, 
attempting instead to classify “rationally” on the basis of 
the numerical values of these indices. His 1948 scheme 
is encountered in many climatology texts, but it has not 
gained as large a following among a wider audience as the 
K6ppen classification system, perhaps because of its com- 
plexity and the large number of climatic regions it defines. 
While vegetation-based climate classifications could be 

regarded as having relevance to human activity through 
what they may indicate about agricultural potential and 
natural environment, they cannot give any sense of how 
human beings would feel within the various climate types. 
Terjung’s 1966 scheme was an attempt to group climates 
on the basis of their effects on human comfort. The 
classification makes use of four physiologically relevant 
parameters: temperature, relative humidity, wind speed, 
and solar radiation. The first two are combined in a 
comfort index to express atmospheric conditions in terms 
perceived as extremely hot, hot, oppressive, warm, com- 
fortable, cool, keen, cold, very cold, extremely cold, and 
ultra cold. Temperature, wind speed, and solar radiation 
are combined in a wind effect index expressing the net 
effect of wind chill and addition of heat to the human 
body by solar radiation. These indices are combined for 
different seasons in different ways to express how humans 
feel in various geographic areas on a yearly basis. Terjung 
visualized that his classification would find applicability 
in medical geography, climatological education, tourism, 
housing, clothing, and as a general analytical tool. 
Many other specialized empirical classifications have 

been devised. For example, there are those that differen- 
tiate between types of desert and coastal climates, those 
that account for different rates of rock weathering or soil 
formation, and those based on the identification of similar 
agricultural climates. 

Climate and Weather 499 

Table 6: Criteria for Classifying Major Climatic 
Types According to the Képpen-Geiger-Pohl 
Scheme (1953) 

letter symbol criterion 

2nd 3rd Ist 

temperature of coolest month 18° C 
or higher 

f precipitation in driest month at least 
60 mm 

m precipitation in driest month less than 

60 mm but equal to or greater than 
100 — (r/25)* 

w precipitation in driest month less 

than 60 mm and less than 100 — (r/25) 

Bt 70% or more of annual precipitation falls 

in the summer half of the year and r 
less than 20¢ + 280, or 70% or more of 
annual precipitation falls in the winter 
half of the year and r less than 20/, or 
neither half of the year has 70% or more 
of annual precipitation and r less than 
20t + 1404 

WwW ris less than one-half of the upper limit 
for classification as a B type (see above) 

S ris less than the upper limit for 
classification as a B type but is more than 
one-half of that amount 

h t equal to or greater than 18° C 
k t less than 18° C 

(¢: temperature of warmest month 

greater than or equal to 10° C, and 
temperature of coldest month less 
than 18° C but greater than —3° C 

s precipitation in driest month of 
summer half of the year is less 
than 30 mm and less than one-third 
of the wettest month of the winter half 

Ww precipitation in driest month of the 
winter half of the year less than one-tenth 
of the amount in the wettest month of 
the summer half 

f precipitation more evenly 
distributed throughout year; 
criteria for neither s nor w satisfied 

a temperature of warmest month 
22° C or above 

b temperature of each of four warmest 
months 10° C or above but 
warmest month less than 22° C 

G temperature of one to three months 
10° C or above but warmest 
month less than 22° C 

D temperature of warmest month greater 
than or equal to 10° C, and temperature 
of coldest month —3° C or lower 

s same as for type C 
w same as for type C 
f same as for type C 

same as for type C 
same as for type C 
same as for type C 
temperature of coldest month less 

than —38° C (d designation then 
used instead of a, b, or c) 

a0 p 

E temperature of warmest month 
less than 10° C 

4 temperature of warmest month 
greater than 0° C but less than 10° C 

temperature of warmest month 
0° C or below 

*In the formulas above, r is average annual precipitation total (mm) 
and f is average annual temperature (° C). All other temperatures 
are monthly means (° C), and all other precipation amounts 
are mean monthly totals (mm). +Any climate that satisfies 
the criteria for designation as a B type is classified as such, 
irrespective of its other characteristics. {The summer half of 
the year is defined as the months April-September for the 
Northern Hemisphere and October—March for the 
Southern Hemisphere. 

World distribution of major climatic types 

The following discussion of the climates of the world is 
based on groupings of Képpen’s climatic types. It should 
be read in conjunction with Table 6 (for the specific 
criteria defining each type), Figure 56 (for the geographic 
extent of each type), and Figure 57 (which provides sam- 
ple annual temperature and precipitation data for many 
of the climates discussed). 
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TYPE A CLIMATES 

Koppen’s A climates are found in a nearly unbroken belt 

around the Earth at low latitudes, mostly within 15° N 
and S. Their location within a region in which available 
net solar radiation is large and relatively constant from 
month to month ensures both high temperatures (gener- 

ally in excess of 18° C) and a virtual absence of thermal 
seasons. Typically, the temperature difference between day 
and night is greater than that between the warmest and 
the coolest month, the opposite of the situation in mid- 

latitudes. The terms winter and summer have little mean- 

ing, but in many locations annual rhythm is provided by 
the occurrence of wet and dry seasons. Type A climates 
are controlled mainly by the seasonal fluctuations of the 
trade winds, the intertropical convergence zone (ITCZ), 

and the Asian monsoon (see above Wind). 

Wet equatorial climate (Af). Within about 12° latitude 

of the Equator lies a region of consistently high temper- 
atures (around 30° C), with plentiful precipitation (150- 
1,000 centimetres), heavy cloud cover, and high humid- 
ity, with very little annual temperature variation. Such 
regions lie within the influence of the ITCZ in all months: 

the converging, ascending air spawns convectional thun- 
derstorm activity with much of the rainfall occurring in 
late afternoon or early evening when the atmosphere is 
most susceptible to thunderstorms. While precipitation is 
profuse in all months, variations do occur in response to 
the precise location of the ITCZ, drier months resulting 
when the circulation brings the region to its periphery. 
Other zones of Af climate are found beyond the usual 
margins of ITCZ activity, in coastal Madagascar, southeast 
coastal Brazil, and much of Central America and west- 
ern Colombia, where trade winds blow onshore all year 
to encounter coastlines backed by mountain barriers that 
stimulate the formation of precipitation as warm, moist 
tropical air is forced to ascend and cool. Such regions 
also may receive precipitation from tropical disturbances, 
including hurricanes. 
Tropical monsoon and trade-wind littoral climates (Am). 

These climates resemble the Af in most characteristics, 
with small annual temperature ranges, high temperatures, 
and plentiful precipitation (often more than Af climates 
in annual total). They differ from the latter, however, in 
that they exhibit a short dry season, usually in the low- 
sun (“winter”) season. The highest temperatures generally 
occur at the end of this clear spell. Two distinct processes 
can give rise to Am climate types. The largest areas, 
mostly in southern and southeastern Asia, result from 
the Asian monsoon circulation that brings convective and 
orographic precipitation in the summer when warm, moist 

Equator 

maritime tropical air moves over land to converge into 
the low-pressure zone north of the Himalayas. In winter, 
by contrast, cool, dry air diverges out of the Siberian 
anticyclone to the north, bringing a cooler, drier, and 
clearer period of variable length. In the Americas and in 
Africa, continents that are not large enough to generate a 
true monsoon circulation, Am climates are of the trade- 
wind littoral variety. These areas receive precipitation on 
narrow coastal strips through orographic effects as the 
moist air of the trade winds ascends mountain chains. 
Seasonal migrations and changes in the intensity of these 
winds give rise to short, moderately dry seasons. Summer 
precipitation may be enhanced by tropical disturbances 
traveling in the trade winds. 

Tropical wet-dry climate (Aw). This climate has distinct 

wet and dry seasons, with most of the precipitation occur- 
ring in “summer.” Total amounts of rainfall are less than 
in the previous two climate types (50-175 centimetres), 

most of which occur in convectional thunderstorms. The 
dry season is longer than in the Am climates and becomes 
progressively longer as one moves poleward through the 
region. Temperatures are high throughout the year but 
show a greater range than Af and Am climates (19°-20° 
C in winter and 24°-27° C in summer). Throughout most 
of the region, the cause of the seasonal cycle is the shift 
in the tropical circulation throughout the year. During the 
high-sun season, the ITCZ moves poleward and brings 
convergent and ascending air to these locations, which 
stimulates convective rainfall. During the low-sun season, 
the convergence zone moves off to the winter hemisphere 
and is replaced by the periphery or core of the subtropical 
anticyclone, with its subsiding, stable air resulting in a 
period of dry, clear weather, the intensity and length of 
which depend on latitude. 

TYPE B CLIMATES 

Arid and semiarid climates cover about a quarter of the 
Earth’s land surface, mostly between 50° N and 50° S, 
but they are mainly found in the 15°-30° latitude belt 
in both hemispheres. They exhibit low precipitation, great 
variability in precipitation from year to year, low relative 
humidity, high evaporation rates (when_water is available), 
clear skies, intense solar radiation, and high wind speeds. 
Tropical and subtropical desert climate (BWh, part of 

BWk). Most of the tropical, true desert (BW) climates of 
the Earth occur between 15° and 30° latitude, at the pole- 
ward end of the Hadley cell circulation (see above). These 
regions are dominated in all months by the subtropical 
anticyclone, with its descending air, elevated inversions, 
and clear skies. This is an atmospheric environment that 

Adapted from Arthur N. Strahler, Physical Geography, third edition; John Wiley & Sons, Inc. 
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Figure 56: World distribution of the K6ppen climatic types (see text). 
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Figure 57: Annual temperature and precipitation patterns for several locations with different 
climatic conditions. 

From W.M. Marsh and J. Dozier, Landscape: An Introduction to Physical Geography, copyright © 1981 John Wiley & Sons, Inc.; 
reprinted by permission of John Wiley & Sons, Inc. 

inhibits precipitation. The most extreme arid areas also 
are far removed from sources of moisture-bearing winds in 
the interiors of continents and are best developed on the 
western sides of continents, where the subtropical anticy- 
clone shows its most intense development. An exception 
to the general tendency for aridity to be associated with 
subsidence is in the so-called Horn of Africa region, where 
the dryness of Somalia is caused more by the orientation 
of the landmass in relation to the atmospheric circula- 
tion. Both the high- and low-sun monsoonal winds blow 
parallel to the coast, so that moisture-laden maritime air 
can penetrate over land only infrequently. In most low- 
latitude deserts, cloud cover is uncommon (fewer than 30 
days per year have clouds in some areas). Precipitation 
amounts are mostly in the range 0-25 centimetres, al- 
though the unreliability of precipitation is more significant 
than the small totals. Average figures have little meaning; 

a location with a 10-year mean of five centimetres, for 
example, might have received 50 centimetres in one year 
as a result of an unusual intrusion of moist air, followed 
by nine years with no measurable precipitation. 
Temperatures are high, with monthly means in the range 

21°-32° C. Daily temperature variations are extreme. 
Ranges of 35° C are not unknown when daytime maxima 
in excess of 40° C are followed by a rapid nocturnal 
temperature drop brought about by the limited capacity 
of the dry, cloudless desert air to emit infrared radiation 
to the ground to offset radiation loss from the surface 
at night. The highest air temperatures recorded on Earth 
have been in the BWh regions; for example, Death Valley 
in the western United States has reached 57° C, while 

al-‘Aziziyah in Libya has had a recorded high of 58° C. 
Actual surface temperatures may reach 82° C on dry sand 
under intense sunshine. 
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An interesting variant of tropical and subtropical deserts 
are the so-called West Coast Desert areas found on the 
western coastal margins of the regions discussed above 
(e.g., in the Sonoran Desert of North America, the Peru 

and Atacama deserts of South America, and the Sahara 

{Moroccan part] and Namib deserts of Africa). These areas 
are much cooler than their latitude would suggest (monthly 
mean temperatures of only 15°-21° C), and parts are 
classified as BWk in Képpen’s scheme. The cooling results 
from air flow off adjacent coastal waters where upwelling 
of the ocean gives rise to cold currents. Deserts of this sort 
are subject to frequent fog and low-level clouds; yet they 
are extremely arid. Some parts of the Atacama Desert, for 
example, have recorded no precipitation for 20 years. 
Tropical and subtropical steppe climate (BSh). The 

low-latitude semiarid (or steppe) climate occurs primarily 
on the periphery of the true deserts treated above. It is 
transitional to the Aw climate on the equatorward side 
(showing a summer rainfall maximum associated with 
the ITCZ and a small annual temperature range) and to 
the Mediterranean climate on its poleward margin (with 

a cooler, wetter winter resulting from the higher latitude 
and mid-latitude frontal cyclone activity). Annual precip- 
itation totals are greater than in BW climates (38-63 cen- 

timetres). Yearly variations in amount are not as extreme 

as in the true deserts but are nevertheless large. 
Mid-latitude steppe and desert climate (BSk, part of 

BWk). Although these climates are contiguous with the 
tropical dry climates of North and South America and of 
central Asia, they have different origins. Cool true deserts 
extend to 50° latitude and cool steppes reach nearly 60° 
N in the Canadian Prairies, well beyond the limits of the 

subtropical anticyclone. These climates owe their origins 
to locations deep within continental interiors, far from 

the windward coasts and sources of moist, maritime air. 
Remoteness from sources of water vapour is enhanced in 

some regions (e.g., the Great Plains of the United States) 
by mountain barriers upwind. Temperature conditions 
are extremely variable, with annual means decreasing and 

annual ranges increasing poleward. In the higher latitudes, 
winters are severely cold, with meager precipitation (much 
of it in the form of snow) associated with polar and arctic 
air in frontal cyclones. Summer precipitation is more often 
convective, arriving in the form of scattered thunderstorm 
activity brought about by irregular incursions of moist air. 
Both BWk and BSk climates in the mid-latitudes owe their 
origins to these mechanisms, but the steppe type tends to 
be located peripheral to the true desert, either adjacent to 
the moister C and D climates or at the poleward extent of 
the range, where reduced evaporation under cooler condi- 
tions makes more of the scarce precipitation available as 
soil moisture for plant growth. 

TYPE C AND D CLIMATES 

Through a major portion of the middle and high latitudes 
(mostly from 25° to 70° N and S) lies a group of cli- 
mates classified within the K6ppen scheme as C and D 
types. Most of these regions lie beneath the upper-level, 
mid-latitude westerlies throughout the year, and it is in 
the seasonal variations in location and intensity of these 
winds and their associated features that the explanation 
of their climatic character must be sought. During sum- 
mer, the polar-front and its jet stream move poleward, 
and air masses of tropical origin are able to extend to 
high latitudes. During winter, as the circulation moves 
equatorward, tropical air retreats and cold polar outbreaks 
influence weather, even within the subtropical zone. The 
relative frequency of these air masses of different origins 
varies gradually from low to high latitude and is largely 
responsible for the observed temperature change across 
the belt (which is most marked in winter). The air masses 
interact in the frontal systems commonly found embedded 
within the traveling cyclones that lie beneath the polar- 
front jet stream. Ascent induced by convergence into these 
low-pressure cells and by uplift at fronts induces precipi- 
tation, the main location of which shifts with the seasonal 
circulation cycle. Other important sources of precipitation 
are convection, mainly in tropical air, and forced uplift 
at mountain barriers. Monsoon effects modify this general 

pattern in eastern Asia, while the subtropical anticyclone 
plays a role in the explanation of climate on the western 
sides of the continents in the subtropics. 
Humid subtropical climate (Cfa, Cwa). These climates 

are found on the eastern sides of the continents between 
20° and 35° N and S latitude. Most show a relatively uni- 
form distribution of precipitation throughout the year (the 

Cfa types), with totals in the range 75—150 centimetres. In 
summer these regions are largely under the influence of 
moist, maritime airflow from the western side of the sub- 
tropical anticyclonic cells over low-latitude ocean waters. 
Temperatures are high; the warmest months generally av- 

erage about 27° C, with mean daily maxima from 30 ° to 
38° C and warm, oppressive nights. Summers are usually 
somewhat wetter than winters, with much of the rainfall 
coming from convectional thunderstorm activity; tropical 
cyclones also enhance warm-season rainfall in some re- 
gions. The coldest month is usually quite mild (5°-12° C), 
although frosts are not uncommon, and winter precipita- 
tion is derived primarily from frontal cyclones along the 
polar front. In North America the spring and early sum- 
mer seasons, when the front begins its northward return, 
are notorious for the outbreak of tornadoes associated 
with frontal thunderstorms along the zone of interaction 
between tropical and polar air. In eastern and southern 
Asia the monsoon influence results in a modified humid 
subtropical climate (Cwa) that has a clearly defined dry 
winter when air diverges from the Siberian anticyclone 
and the polar front and cyclone paths are deflected around 
the region. These areas generally lie on the poleward side 
of Am and Aw climates and exhibit a somewhat larger 
annual temperature range than Cfa types. Winters are 
sunny and rather cool. Annual precipitation totals average 
about 100 centimetres but vary from 75 centimetres to 
200 centimetres. 
Mediterranean climate (Csa, Csb). Between about 30° 

and 45° latitude on the western sides of the continents is 
found a series of climates that show the unusual combina- 
tion of hot, dry summers and cool, wet winters. Poleward 

extension and expansion of the subtropical anticyclonic 
cells over the oceans bring subsiding air to the region in 
summer, with clear skies and high temperatures. When the 
anticyclone moves equatorward in winter, it is replaced 
by traveling, frontal cyclones with their attendant precip- 
itation. Annual temperature ranges are generally smaller 
than those found in the Cfa climates, since locations on 

the western sides of continents are not well positioned to 
receive the coldest polar air, which develops over land 
rather than over the ocean. Mediterranean climates also 
tend to be drier than humid subtropical ones, with precipi- 
tation totals ranging from 35 to 90 centimetres; the lowest 
amounts occur in interior regions adjacent to the semi- 
arid steppe climates. Some coastal locations (e.g., southern 
California in the western United States) exhibit relatively 
cool summer conditions and frequent fogs where cold off- 
shore currents prevail. Only in Europe where the latitude 
for this climate type fortuitously corresponds to an ocean 
basin (that of the Mediterranean, from which this climate 
derives its name) does the Cs type extend eastward away 
from the coast for any significant distance. 
Marine west coast climate (Cfb, Cfc). Poleward of the 

Mediterranean climate region on the western sides of the 
continents, between 35° and 60° N and S latitude are 
regions that exhibit ample precipitation in all months. Un- 
like their equatorward neighbours, these areas are located 
beyond the farthest poleward extent of the subtropical an- 
ticyclone, and they experience the mid-latitude westerlies 
and traveling frontal cyclones all year. Precipitation totals 
vary somewhat throughout the year in response to the 
changing location and intensity of these storm systems, 
but annual accumulations generally range from 50 to 250 
centimetres, with local totals exceeding 500 centimetres 
where onshore winds encounter mountain ranges. Not 
only is precipitation plentiful but it is also reliable and 
frequent. Many areas have rainfall more than 150 days 
per year, although the precipitation is often of low inten- 
sity. Fog is common in autumn and winter, but thunder- 
storms, tornadoes, and hurricanes are infrequent. Strong 
gales with high winds, however, may be encountered in 
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winter. These are equable climates with few extremes of 
temperature. Annual ranges are rather small (10°-15° C), 
about half those encountered farther to the east in the 
continental interior at the same latitude. Mean annual 
temperatures are usually 7°—-13° C in lowland areas, the 
winters are mild, and the summers are relatively moder- 
ate, rarely having monthly temperatures above 20° C. 
In North and South America, Australia, and New 

Zealand, north-south mountain ranges backing the west 
coasts of the landmasses at these latitudes confine the ma- 
rine west coast climate to relatively narrow coastal strips 
(but enhance precipitation). By contrast, in Europe the 
major mountain chains (the Alps and Pyrenees) run east— 
west, permitting Cfb and Cfc climates to extend inland 

some 2,000 kilometres into East Germany and Poland. 

Humid continental climate (Dfa, Dfb, Dwa, Dwb). The 

D climates are primarily northern hemispheric phenom- 
ena, since landmasses are absent at the significant latitudes 
in the Southern Hemisphere. The humid continental sub- 
group occupies a region between 30° and 60° N in central 
and eastern North America and Asia in the major zone 
of conflict between polar and tropical air masses. These 
regions exhibit large seasonal temperature contrasts with 
hot summers and cold winters. Precipitation tends to be 
ample throughout the year in the Df section, being derived 
both from frontal cyclones and, in summer months, from 
convectional showers when maritime tropical air pushes 
northward behind the retreating polar front. Many areas 
show a distinct summer precipitation maximum because 
of this convective activity, although more uniform patterns 
are not uncommon. Severe thunderstorms and tornadoes 
are an early summer occurrence when the polar front is 
in the southern margin of the Dfa region. Winter precipi- 
tation often occurs in the form of snow, and a continuous 
snow cover is established for from one to four months 
in many parts of the region, especially in the north. This 
snow often arrives in conjunction with high winds from 
an intense frontal cyclone, giving rise to a blizzard. 
Winters tend to be cold but are subject to occasional 

frigid or mild spells brought about by periodic incursions 
of arctic or tropical air. Indeed the changeable nature of 
weather in all seasons is a characteristic feature of the cli- 
mate, especially in such areas as the eastern United States 
and Canada where there are few topographic barriers to 
limit the exchange of air masses between high and low 
latitudes. Mean temperatures are typically below freezing 
from one to several months, and the frost-free season 
varies from fewer than 150 to 200 days per year. Annual 
precipitation totals range from 50 to 125 centimetres, 
with higher amounts in the south of the region and in 
the uplands. 
In eastern Asia (Manchuria and Korea), a monsoonal 

variant of the humid continental climate (Dwa, Dwb) 
occurs. This climate type has a pronounced summer pre- 
cipitation maximum and a cold, dry winter dominated by 
continental polar air diverging out of the nearby Siberian 
anticyclone. 
Continental subarctic climate (Dfc, Dfd, Dwce, Dwd). 

North of the humid continental climate, from about 
50° to 70° N, in a broad swath extending from Alaska 
to Newfoundland in North America and from northern 
Scandinavia to Siberia in Eurasia, lie the continental sub- 
arctic climates. These are regions dominated by the winter 
season, a long, bitterly cold period with short, clear days, 
relatively little precipitation (mostly in the form of snow), 
and low humidity. In Asia the Siberian anticyclone, the 
source of continental polar air, dominates the interior, 

and mean temperatures 40°-50° C below freezing are 
not unusual. The North American representative of this 
climate is not as severe but is still profoundly cold. Mean 
monthly temperatures are below freezing for six to eight 
months, with an average frost-free period of only 50-90 
days per year, and snow remains on the ground for many 
months. Summers are short and mild, with long days 
and a prevalence of frontal precipitation associated with 
maritime tropical air within traveling cyclones. Mean tem- 
peratures in summer only rarely exceed 16° C, except in 
interior regions where values near 25° C are possible. As a 
result of these temperature extremes, annual temperature 
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ranges are larger in continental subarctic climates than in 
any other climate type on Earth, up to 30° C through 
much of the area and more than 60° C in central Siberia, 
although coastal areas are more moderate. Annual pre- 

cipitation totals are mostly less than 50 centimetres, with 
a concentration in the summer. Higher totals, however, 
occur in marine areas near warm ocean currents. Such 
areas also are generally somewhat more equable and may 

be designated marine subarctic climates (see Figure 57). 

Areas with a distinct dry season in winter, which results in 
the Koppen climate types Dwe and Dwd, occur in eastern 
Siberia, both in the region where the wintertime anticy- 
clone is established and in the peripheral areas subject to 
dry, divergent airflow from it. 

TYPE E CLIMATES 

Koppen’s type E climates are controlled by the polar and 
arctic air masses of high latitudes (60° N and S and 
higher). These climates are characterized by low tempera- 
tures and precipitation and by a surprisingly great diversity 
of subtypes. 
Tundra climate (ET). Tundra climates occur between 

60° and 75° of latitude, mostly along the Arctic coast of 
North America and Eurasia and on the coastal margins 
of Greenland. Mean annual temperatures are below freez- 
ing and annual ranges are large (but not as large as in 
the adjacent continental subarctic climate). Summers are 
generally mild, with daily maxima from 15° to 18° C, al- 
though the mean temperature of the warmest month must 
be less than 10° C. Days are long (a result of the high 
latitude), but they are often cloudy. The snow cover of 

winter melts in the warmer season (though in places with 
mean annual temperatures of —9° C or less the ground at 
depth remains permanently frozen as permafrost); how- 
ever, frosts and snow are possible in any month. Winters 

are long and cold (temperatures may be below 0° C for 
six to 10 months), especially in the region north of the 
Arctic Circle where, for at least one day in the year, the 
Sun does not rise. Winter precipitation generally consists 
of dry snow, with seasonal totals less than in the summer 
when cyclonic storms that develop along the boundary 
between the open sea and sea ice yield more rainfall. 
Typical annual totals are less than 35 centimetres, but a 
range from 25 to 100 centimetres is possible, with higher 
totals in upland areas and downwind of coasts. The latter 
regions also exhibit warmer winters, even in areas where 
the sea freezes; some climatologists regard them as a more 
equable polar marine subtype. 
Snow and ice climate (EF). This climate (designated as 

Arctic in Figure 57) occurs poleward of 65° N and S 
latitude over the ice caps of Greenland and Antarctica 
and over the permanently frozen portion of the Arctic 
Ocean, the source regions for arctic air masses. Tempera- 
tures are below freezing throughout the year, and annual 
temperature ranges are large, but again not as large as 
in the continental subarctic climates. Winters are frigid, 
with mean monthly temperatures from —20° C to —65° 
C; the lowest temperatures occur at the end of the long 
polar night. The EF climate holds the distinction for the 
lowest recorded temperatures at the Earth’s surface: the 
Vostok II research station in Antarctica holds the record 
for the lowest extreme temperature (—89° C), while the 
Plateau Station has the lowest annual mean (—56° C). 
Daily temperature variations are very small, because at 
such high latitudes’ the Sun’s elevation varies little over the 
daylight period. Precipitation is meager in the cold, stable 
air (in most cases, five to 50 centimetres), with the largest 
amounts occurring on the coastal margins. Most of this 
precipitation results from the periodic penetration of a 
cyclone into the region, which brings snow and ice pellets 
and, with strong winds, blizzards. High winds also occur 
in the outer portions of the Greenland and Antarctic EF 
climates, where cold, dense air drains off the higher, cen- 
tral sections of the ice caps as katabatic winds (see above 
Local wind systems). 

HIGHLAND CLIMATES 

The major highland regions of the world (the Cascades, 
Sierra Nevada, and Rockies of North America, the Andes 
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of South America, the Himalayas and adjacent ranges and 
the Tibetan Highlands [or Plateau] of Asia, the eastern 
highlands of Africa, and the central portions of Borneo 
and New Guinea) cannot be classified realistically at this 
scale of consideration, since the effects of altitude and 
relief give rise to myriad mesoclimates and microclimates. 
This diversity over short horizontal distances is unmap- 
pable at the continental scale. Very little of a universal 
nature can be written about such mountain areas except 
to note that, as a rough approximation, they tend to re- 
semble cooler, wetter versions of the climates of nearby 
lowlands in terms of their annual temperature ranges and 
seasonality of precipitation. Otherwise, only the most gen- 
eral characteristics may be noted. 
With increasing height, temperature, pressure, atmo- 

spheric humidity, and dust content decrease. The latter 

effect results in high atmospheric transparency and en- 

hanced receipt of solar radiation (especially of ultraviolet 
wavelength) at elevation. Altitude also tends to increase 
precipitation, at least for the first 4,000 metres. The orien- 
tation of mountain slopes has a major impact on solar ra- 
diation receipt and temperature and also governs exposure 
to wind. Mountains can have other effects on the wind 
climate; valleys can increase wind speeds by “funneling” 
regional flows and may generate mesoscale mountain- and 
valley-wind circulations as well. Cold air also may drain 
from higher elevations to create “frost pockets” in low- 
lying valleys. Furthermore, mountains can act as barriers 
to the movement of air masses, can cause differences 
in precipitation amounts between windward and leeward 
slopes, and, if high enough, can collect permanent snow 
and ice on their peaks and ridges; the snow line varies in 
elevation from sea level in the subarctic to about 5,500 
metres at 15°-25° latitude. (A.J.A.) 

CLIMATE AND LIFE 

Coevolution of climate and life 

It has been well established that life and climate interact 
and that they have mutually altered each other over geo- 
logic history. In a sense, they have undergone coevolution, 
a term coined by the American biologists Paul R. Ehrlich 
and Peter H. Raven to describe the process whereby two 
or more species depend on the interactions between them. 
It might be said that the coevolution of life and climate 
during the past 4,000,000,000 years of Earth history is an 
expression for the incredibly complex mixture of forces 
causing climatic change. 

THE DEVELOPING ATMOSPHERE 

According to a widely held theory, the release of gases 
from the interior of the Earth during volcanic eruptions, 
along with other primitive processes, produced the planet’s 
early atmosphere. Such processes determined the Earth’s 
albedo (reflectivity to incoming solar radiation) and its 
heat-trapping “greenhouse” properties (see below Causes 
of climatic change: The greenhouse effect). Eventually car- 
bon, hydrogen, oxygen, and nitrogen—the basic chemical 
constituents of life—were synthesized into primitive or- 
ganic molecules from which early life forms subsequently 
evolved. This probably occurred during the first 500,- 
000,000 years of Earth history. Anaerobic bacteria (those 
capable of living in the absence of oxygen) thrived in 
this early atmosphere, which consisted primarily of water 
vapour and carbon dioxide, with trace amounts of ammo- 
nia, methane, and various other gases. These organisms 
survived during this period because they found their eco- 
logical niche—i.e., an environment having suitable chem- 
ical and physical conditions. 
The evolution of atmospheric oxygen. Over an extended 

period of time, life contributes to the evolution of the 
natural environment, just as changing environmental con- 
ditions influence the development of organisms and their 
ability to survive. This interaction is exemplified by the 
evolution of atmospheric oxygen. The large volume of 
oxygen found today in the atmosphere accumulated over 
billions of years largely as a result of two processes. One of 
these consists of mechanisms for removing oxygen from 
the air and ocean and converting it to an oxide sediment, 
such as iron oxide. The other process is photosynthesis, 
a primary producer of oxygen. It seems likely that, once 
the continental crust was well oxidized (a comparatively 
efficient process), the absorption and conversion of free 
oxygen was controlled by oceanic mechanisms, which be- 
came less efficient. Thus, the production of oxygen by 
photosynthesizing organisms on an ever-expanding scale 
eventually outstripped the oxygen-removing capabilities 
of the environment. Ironically, the increasing supply of 
atmospheric oxygen was a disaster for many of the primi- 
tive anaerobic bacteria that produced it. Yet, the oxygen- 
rich atmosphere opened the door to the development of 
higher life forms. 
The Gaia hypothesis. The close interrelation between 

life and its environment, and its philosophical significance, 
was noted by the British chemist James E. Lovelock and 
the American biologist Lynn Margulis. They called this 
idea of complementary evolution of life and environment 
the Gaia hypothesis after Gaia, the ancient Greek goddess 
of the Earth. As Lovelock put it, this is “a new insight 
into the interactions between the living and the inorganic 
parts of the planet. From this has arisen the hypothesis, 
the model, in which the Earth’s living matter, air, oceans, 
and land surface form a complex system which can be 
seen as a single organism and which has the capacity to 
keep our planet a fit place for life.” 
The Gaia hypothesis is highly controversial because it 

intimates that individual species (e.g., ancient anaerobic 
bacteria) might sacrifice themselves for the benefit of all 
living things. Furthermore, the hypothesis has yet to be 
formulated quantitatively and in a scientifically testable 
manner. However, regardless of the eventual validity of 
the idea that life controls its environment for its own 
benefit, the recognition that the Earth’sephysical, chemi- 
cal, and biological components interact and mutually alter 
their collective destiny, by accident or design, is a pro- 
found insight. 

CAUSES OF CLIMATIC CHANGE 

The fact that climate influences terrestrial life is readily 
apparent. At the same time, it is all too clear that humans 
and other constituents of the biosphere affect climate 
significantly. Although many details about the interde- 
pendence of climate and the biosphere remain unknown, 
it has been firmly determined that there are relatively 
fixed supplies of certain elements essential to life (i.e., 
nutrients) that circulate in the environment. These mate- 
rials are transported (by wind or water, for example) and 
transformed chemically into forms that can be used by 
living things. 
Nutrients move in biogeochemical cycles. Climate, 

through atmospheric circulation, influences life by its ef- 
fect on the flow of nutrients through these cycles. Many of 
these materials help to determine the composition of the 
atmosphere, which in turn affects climate. Water vapour 
is one such material. When it forms clouds, the Earth’s 

albedo changes and more of the Sun’s rays are reflected 
back into space. There is less heating, and so the climate 
is altered. (Water vapour and clouds also are important 
elements in the greenhouse warming effect; see below.) 
Water is one of the most important nutrients for sus- 

taining life, and its movement is termed the hydrologic 
cycle. What kinds of vegetation will grow in a given lo- 
cation is largely determined by the availability of water. 
Water is transferred to the air by means of evaporation 
and transpiration. Evaporation is the process whereby 
liquid water both from bodies of water (e.g., rivers and 
lakes) and from the soil is transformed to water vapour. 
Transpiration involves the discharge of water vapour to 
the atmosphere from the surfaces of plants, particularly 
from their leaves. The total transfer of moisture to the 
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air via both these processes is termed evapotranspiration. 
On a global average, evapotranspiration on land is about 
six times less than evaporation of water from the ocean. 
Evapotranspiration, however, is often the principal local 
source of water vapour at the centres of continents. 
Precipitation in the hydrologic cycle interacts with the so- 

called sedimentary cycle. Water helps to transport materi- 
als from the land to the sea, where they are incorporated 
into sediments. In the short term, this cycle consists of 
the processes of erosion, nutrient transport, and sediment 
formation. In the geologic, long-term sense, the sedimen- 
tary cycle utilizes mechanisms other than water flow. 
The processes involved are sedimentation, uplift, seafloor 
spreading, and continental drift. 

The hydrologic and sedimentary cycles work together in 
the distribution of hydrogen, carbon, oxygen, nitrogen, 
phosphorus, and sulfur. These elements are the macronu- 
trients, elements that account for 95 percent of the com- 

position of all living organisms; they are necessary for 
sustaining life. The natural supply of these nutrients is 
fairly constant, with ample amounts existing within the 
Earth’s crust. They are not always accessible, however, 
and must be recycled for life to continue. 
The carbon cycle. The carbon cycle is the biogeochem- 

ical cycle that is probably of greatest interest to climatolo- 
gists. Carbon exists in trace amounts in the atmosphere as 
carbon dioxide CQ). It also exists in this and other forms 
in greater amounts in soil and bodies of water. Plants 
build their tissues with carbohydrates that are synthesized 
from CO, and water through photosynthesis, which utilizes 
solar energy. In spring and summer this process becomes 
more active because increasing sunlight and warmer tem- 
peratures help plants take CO, out of the air at a more 
rapid rate. In the Northern Hemisphere the concentration 
of CO, in the air decreases by a few percent from spring 
to fall (tens of billions of tons of CO, are involved). In the 
Southern Hemisphere the uptake of CO, is only about a 
third as much because there is less landmass and so fewer 
plants. In fall and winter the other part of the carbon 
cycle predominates as photosynthesis decreases and plants 
die and decay, introducing more CO, into the atmosphere 
than is removed by photosynthesis. Furthermore, the car- 
bon cycle is influenced by exchanges of CO, between the 
atmosphere and the ocean. These exchanges are controlled 
by complex chemical processes in the ocean. In addition, 
other nutrients (e.g., water and nitrogen) interact with car- 
bon and life forms in an interlocking set of biogeochemical 
cycles. The very large carbon reservoirs in sedimentary 
rocks also are part of this biogeochemical cycling on a 
geologic time scale. 
Although CO, constitutes only about 0.03 percent of 

the air, it affects the atmospheric heat balance because 
it absorbs infrared radiation. As a result, some of Earth’s 
heat that ordinarily escapes as infrared rays into space is 
trapped by the atmosphere. 

The greenhouse effect. This trapping of heat in the 
lower levels of the atmosphere is the so-called greenhouse 
effect. Next to water vapour, carbon dioxide is the most 
important gas in this process. There are other trace gases 
that, in concentration in the atmosphere, can create a 
strong greenhouse effect. Notable among these is methane 
(CH,), which is produced by insects, humans, and other 
animals, and nitrous oxide (N,O), which may be in- 
creasing due to the rapid growth in the use of nitrogen 
fertilizers. In satisfying its energy and agricultural needs, 
humankind has probably increased the amount of CO, in 
the atmosphere by 20 to 30 percent since the Industrial 
Revolution. Most projections point to roughly another 10 
percent increase by the year 2000 and possibly as much 
as a 100 percent increase over preindustrial levels by the 
mid-21st century. 
Using these estimates, global mean surface temperature 

could rise by approximately 1° C by the turn of the century 
and up to 5° C by the end of the 21st century. The lat- 
ter figure approaches the magnitude of the average global 
temperature changes from glacial to interglacial periods. 
The implications of this warming are discussed below. 
At this juncture, it is important to recall that climate 

largely determines what can grow where and the rate at 
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which nutrients cycle through life and the environment. 
Completing the coevolutionary link between climate and 
life is the important fact that life affects the Earth’s albedo 
and the composition of its atmosphere. Both of these 
regulate the energy balance of the planet, which in turn 
determines climate. 
Reduction in rain-forest cover. Tropical rain forests play 

an important role in the exchange of gases between the 
biosphere and atmosphere. Significant amounts of nitrous 
oxide, carbon monoxide, and methane, for example, are 
released into the atmosphere from these forests. This 
metabolism is being changed by human activity. More 
than half of the carbon monoxide derived from tropical 
forests comes from their clearing and burning, which is 
reducing the size of such forests around the world. 
Another consequence of this deforestation must be ex- 

amined. In the upper Amazon basin of South America, 
the rain forest recycles rains brought primarily by easterly 
trade winds. Surface transpiration and evaporation supply 
about half the rainfall for the entire region. In basins of 
dense forest cover far from the ocean, these local pro- 
cesses can account for most of the local rainfall. Should 
the Amazon Rain Forest, which accounts for 30 percent 
of the land area in the equatorial belt, disappear, drought 
would likely follow, and it might well affect the global 
energy balance. All around this equatorial belt, including 
Africa and the South Pacific islands, “forest farmers” are 
clearing portions of the rain forests each year. In some 
areas, it is being done to provide grazing land for more 
cattle with which to feed, at least in part, the nations of 
the Northern Hemisphere. In others, the deforestation is a 

survival response; that is to say, increasing population and 
uneven distribution of food supplies force the populace 
to expand their fields. Unfortunately, the soils in many 
parts of these cleared lands are not suitable for sustained 
agricultural use. 

Impact of climate on human life 

GENERAL OBSERVATIONS 

The interest in long-term atmospheric changes induced by 
human activities (anthropogenic changes) sometimes over- 
shadows the fact that the natural short-term variability of 
climate also must be considered in assessing the influence 
of climate on society. Average, or mean, conditions are 
not a sufficient representation of the role climate plays 
in environmental and human affairs. Biologic systems 
are strongly affected by extremes in weather and climate. 
Accordingly, the character of climatic variability has an 
important effect on both natural and human communities 
and on the health of those communities. 
A few obvious examples of the negative impact that 

natural climatic variability has had in the United States 
include the following. During the 1930s, crop and soil 
damage was the worst ever sustained in the Dust Bowl 
region of the central United States, and a forced emi- 
gration from the Great Plains reinforced the economic 
problems brought on by the Great Depression. In the 
winter of 1977, drought in the west and extreme cold in 
the east created economic disruptions estimated at billions 
of dollars. In the hot summer of 1980, the elderly, poor, 
and infirm in the south central states suffered abnormally 
high rates of mortality and morbidity. In addition, yields 
of such summer crops as corn and soybeans were greatly 
reduced. No thorough analysis of the distribution of losses 
and benefits resulting from climatic fluctuations of this 
sort has been made, but estimates put the net loss in the 
range of billions of dollars. 
Experience with natural climatic fluctuations should be 

drawn upon both to develop policy measures with which to 
minimize society’s vulnerability to anthropogenic climatic 
changes and to take advantage of new climatic resources. 
Atmospheric impact assessments for dealing with long- 
term problems usually involve an extrapolation of expe- 
rience with the shorter-term effects of natural variability. 
Such experience, however, suggests that population size 
and the distribution and availability of resources medi- 
ate how natural climatic variability already affecis society 
regardless of the existence of long-term climatic trends. 
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Thus, it is necessary to project how both climatic and 

societal factors will evolve and interact. 
Day-to-day variability is an important atmospheric fac- 

tor because society and the living environment respond 
nonlinearly to such variations. For example, the freez- 
ing point is a threshold below which small changes may 
have major effects on vegetation. Similarly, above certain 
temperatures, plant, animal, and human vitality can be 
seriously threatened. Since present-day climatic variability 

could well be superimposed on long-term climatic trends, 
one of the most significant effects of a seemingly small 
shift in the “mean” climate could be a large change in the 
frequency of harmful extreme situations. 

WEATHER AND TECHNOLOGY 

In the latter part of the 1800s during the homesteading of 
the Great Plains, farmers were for the most part success- 

ful because the weather was generally favourable. Severe 
drought conditions in the 1890s, however, shattered the 
illusion that life on the plains was necessarily good and 
drove out many settlers. This pattern of boom-and-bust 
farming recurred several times: good weather and high- 
production years were followed by periods of drought, eco- 
nomic ruin, and serious soil erosion. The worst drought 
and resultant soil degradation occurred during the 1930s 
in the area of the Dust Bowl. Average wheat and corn 
yields fell by as much as 75 percent. Worse, millions of 
tons of valuable topsoil were lost. 
As a result of this climate-induced disaster, the federal 

government established the U.S. Soil Conservation Service 
to help farmers protect the soil. Decades later new crop 

strains better adapted to regional climates were developed, 
and irrigation and chemical fertilizers were made avail- 
able to take advantage of the new genetic strains and to 
promote production. These advances, together with the 
development of such technological aids as tractors, me- 
chanical harvesters, irrigation pumps, and agrochemicals 
(e.g., pesticides and herbicides), have increased the pro- 
ductivity (average yield of grain per harvested area) of the 
Great Plains by 200 to 300 percent since the 1930s. To- 
tal production (productivity multiplied by total harvested 
area) also has risen. In addition, the amount of year-to- 

year variability in yield, relative to the average yield, for 
most grains has decreased over time. Yet, while the rela- 
tive variability (year-to-year variability as a percentage of 
long-term average yield) has generally declined for crops 
in recent years, the absolute variability (year-to-year vari- 
ability in yield by itself) has increased on the whole in 
spite of all the technological advances. 
This has led to an ongoing debate about the relative role 

of climate versus the role of technological advances in 
influencing both average-yield and yield-variability trends 
during the 1960s and ’70s. While agrotechnology appears 
to have been the prime factor behind the general increase 
in annual grain yield, there is some doubt as to its actual 
contribution to the favourable decrease of variability in 
relative yield. Some investigators, most notably the Amer- 
ican geographer Richard Warrick, have argued that this 
decrease cannot be entirely attributed to modern farming 
practices. Only if the weather anomalies of the 1960s and 
°70s had been as bad as those from roughly 1930 to the late 
1950s could agrotechnology be credited with the reduced 
impact of climatic stress on crop yields. Warrick and his 
associates compiled an index of the severity of summer 
droughts in the Great Plains in the period 1931-77 (Fig- 
ure 58), which indicates quite clearly that since the late 
1950s weather conditions have not been bad enough to 
test the hypothesis that technological advances have truly 
reduced the annual variations of grain yield. Given this 
situation, it is risky to assume that modern technology in 
the “breadbasket” of North America can stably maintain 
yearly productivity. 

WORLD FOOD PRODUCTION AND CLIMATE 

World food production outpaced population growth 
through the 1960s. Many began to believe that the tech- 
nologies responsible for the so-called green revolution had 
ended the threat of Malthusian disaster. The worldwide 
events of 1972 and those of 1974 in the United States and 
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Figure 58: U.S. Great Plains drought area, 1931-77. Shown 
here is the number of divisions exhibiting severe or extreme 

drought (= —3.00) conditions, based on Palmer index values 

summed over five months, April through August. The more 
intense the drought, the higher the division-month number. 

From R.A. Warrick, ‘Drought in the Great Plains: A Case Study of Research on Climate and 
Society in the U.S.A.," in J. Ausubel and A.K. Biswas (eds.), Climatic Constraints and Human 
Activities (1980), Pergamon Press Ltd: reprinted with permission 

Canada badly shook the conviction that technology had 
finally solved the problem of world hunger. 
Adverse effects of global weather conditions. The year 
1972 was not a good year for much of the world. There 
were serious climatic, economic, and human setbacks: 
severe droughts occurred in what was then the Soviet 
Union, India, Southeast Asia, Australia, Central and South 
America, and the Sahel region of Africa; Peru’s protein- 
rich anchovy fishery was devastated as a result of an El 
Nino event (see below); and grain supplies in many major 
food-producing areas were depleted. The resulting famines 
eventually killed or debilitated tens of millions of people. 
The total number of deaths in India and Bangladesh at- 
tributed to this bad-weather year was a million or more. 
Shortfalls in Soviet, Indian, African, and Peruvian food 

production led to a 3 percent drop in global grain produc- 
tion in 1972. Such a seemingly small loss, when combined 
with a growing need for food and a 2 pegcent annual pop- 
ulation growth rate, proved to be a significant problem. 
Climatologists publicly debated the role of climate in these 
events and the likelihood that climate-induced troubles 
would increase. 
Grain crises in the mid-1970s. Except for 1974, world 

grain consumption rose steadily after 1966. Total grain 
yields began dropping in 1973; they were down by roughly 
4.5 percent in 1974 from the 1973 yields. Harvested area 
was up only about 0.4 percent in 1974 over 1973. Conse- 
quently, worldwide grain production in 1974 was set back 
by about 3 percent—tens of millions of metric tons. In 
addition, the upward trend in world grain trade broke in 
1974. All of this occurred at a time when grain stocks 
were about the lowest in decades. 
Grain security in the 1980s. A number of years of good 

weather returned to most of the world near the end of 
the 1970s. However, 1980 was hot and dry in the central 
United States, which resulted in low yields in summer 
crops. There were poor harvests in the Soviet Union as 
well. Consequently, the world had about the same level 

of grain security—approximately 14 percent—at the be- 
ginning of the 1980s as it did entering the 1970s. This 
level dropped another percentage point the next year, but 
it recovered somewhat by 1982. 
A weather event occurred in 1983 in the United States 

that illustrates some of the consequences of governmental 
crop planning and controls. There was a large surplus 
of grains in 1982 that had farmers complaining about 
depressed prices for their crops. The U.S. Department of 
Agriculture introduced a new program that paid grain 
farmers to withhold acreage from production. It esti- 
mated that harvested area in the United States for coarse 
grains would drop from more than 43,000,000 hectares 

(106,000,000 acres) in 1982 to an estimated 33,000,000 
hectares in 1983. This decrease of 23 percent in crop area 
by the summer of 1983 occurred at the same time that 
a heat wave struck the corn belt. Yields of coarse grains 
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dropped, and production fell to a little under 140,000,000 
metric tons, a reduction of nearly half compared to that of 
1982. This depleted the existing stocks of coarse grains to 
about two-thirds by 1984. Fortunately, poor yields did not 
continue, and there was some recovery the following year. 
This situation, however, initially had some uncomfortable 

parallels with that which prevailed just before the food 
crisis of the early to mid-1970s. 
The climatic events of the 1970s and ’80s show all too 

clearly that it is becoming more and more risky to ignore 
the impact of abnormal weather when making food pol- 
icy. Climate is not the constant it was assumed to be in 
past food-policy analyses. 

Sahelian drought. The Sahel, which borders the south- 
ern fringe of the Sahara in Africa, is extremely prone 
to drought. Persistent drought conditions, coupled with 
substantial population growth in the region (an increase 
of more than 30 percent since the early 1950s) and a 
doubling of the livestock herd, have resulted in a gradual 

desertification of the Sahel. Desertification is extremely 
difficult to reverse. At first, there is a slow loss of soil 
fertility; this is followed by a process of rapid degradation, 
with the soil eventually losing its structure and ability to 
retain enough moisture to sustain vegetation. 

While climatic variations have played a major role in this 
disaster, economic and social priorities have been involved 

as well. The introduction of Western technology made it 
possible for the inhabitants of the Sahel to drill deep water 
wells. This situation encouraged the herdsmen not only 
to give up their nomadic way of life and remain near the 
wells but also to raise more livestock. Overgrazing resulted 
and, as drought conditions persisted, competition for for- 
age became more and more intense. Herds of goats tore 
up the remaining indigenous plants by their roots, thereby 
destroying the ability of the plants to reproduce by them- 
selves. At the same time, the increasing human population 
led to the cultivating of more and more marginal, ecologi- 
cally fragile lands for subsistence farming. (The most fertile 
lands were frequently used to grow cash crops—namely, 
cotton and peanuts for foreign markets.) Furthermore, Sa- 
helian farmers began reworking the marginal land within 
one to five years, whereas they had traditionally allowed 
these lands to remain fallow for 15 to 20 years, giving 
them ample time to recover. In changing their farming 
practices, the Sahelians contributed to the destruction of 

their lands. As the desert moved southward, so did the 

people and their livestock. This resulted in further de- 
nudation and deforestation. Desertification had set in by 
the late 1960s, followed by widespread famine. A major 
international project was undertaken to keep millions of 
Sahelians alive. Normal rains returned briefly to the Sahel 
during the mid-1970s; however, since no effective, long- 
term remedies were applied in animal, agricultural, and 
human control, outside aid again became necessary in the 
mid-1980s as drought conditions prevailed once more for 

From P. Lamb, ‘Rainfall in Subsaharan West Africa During 1941-83," 
Zeitschrift fur Gletscherkunde und Glazialgeologie, No. 21 (1985) 
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Figure 59: Rainfall index, 1940-83, for 20 sub-Saharan stations in 
West Africa, west of 10° E between 1° N and 19° N. 
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a prolonged period (especially in the eastern sections of 
the sub-Sahara in Ethiopia), causing widespread famine 

and death. Figure 59 provides an index of rainfall for the 
Sahel during this period. What caused these droughts is 
still debated, but one of the theories involves unusual or 
anomalous temperature patterns in certain parts of the 
ocean. 
El Nifio/Southern Oscillation. The interaction between 

the ocean and the atmosphere also can have a marked 
impact on life, health, and food. A manifestation of this is 
the El Nitto phenomenon that occurs in the Pacific Ocean. 
Every few years the temperature of the normally cool sur- 
face waters of the eastern equatorial Pacific increases. In 
turn, the warmer waters affect the atmosphere, and rainfall 
and surface temperatures along western South America 
increase substantially. The reduction of cool upwelling 
water off the western coast disrupts commercial anchovy 
fishing in the region because the plankton on which the 
anchovies feed are nourished by nutrients brought up by 
the colder upwelling water. When the plankton decrease, 
so do the anchovies. 
The El Nifo phenomenon is not confined to the wa- 

ters of South America. The normally warm Pacific water 
along Australia is replaced by an upwelling of cold wa- 
ter; precipitation in the western Pacific seems to decrease 
as a result. In addition, changes in atmospheric pressure 
occur off the shores of Australia, just as they do along 
the western coast of South America, and wind patterns 
deviate from their normal course in both cases. Extra- 
severe drought in Australia and flood-producing torrential 
rains and heat in South America occur concurrently with 
and are blamed on El Nifio. This entire effect has been 
referred to as ENSO, for El Nifio/Southern Oscillation. 
Studies suggest that the ENSO can affect mid-latitude 

climates, modulating the position and intensity of the 
polar-front jet stream (see above). An El Nifio event that 
began in early 1982 lasted well into 1983. It was accompa- 
nied by unusual weather events outside of the equatorial 
Pacific region. Western Europe suffered from record sum- 
mer heat. Late-fall temperatures in the United States were 
very cold; winter was mild; spring rains were far above 
normal and spring temperatures in the central part of the 
country were extremely cold; and summer conditions in 
the Midwest and Southeast were extremely hot and dry. 
These abnormal weather conditions were consistent with 
a shift in the jet-stream pattern away from its normal 
one and were with little doubt caused in part by the in- 
tense El Nino. 

The ENSO appears to be a truly disruptive force that 
wreaks havoc on life. In 1982-83 it not only caused the 
drought in Australia and the flooding along the western 
coast of South America and the loss of the anchovy catch 
there, but it also damaged corn, soybean, and other sum- 
mer crops in the United States, which resulted in losses 
amounting to billions of dollars. Clearly a better under- 
standing of the El Nifio and its associated atmospheric 
effects is needed, leading perhaps to predictive skill. 

Impact of human activities on climate 

Three distinct atmospheric problems have been debated 
intensely since about the mid-1970s, though two of them 
are quite old issues: the possible reduction of stratospheric 
ozone from chemical emissions; the generation of acid 
rain; and climatic change stemming from the greenhouse 
effect. What these three problems have in common is 
quite simple: they all (1) are complex and punctuated by 
large uncertainties, (2) could be long-lasting, (3) transcend 
state and even national boundaries, (4) may be difficult 
to reverse, (5) are inadvertent by-products of widely sup- 
ported economic activities, and (6) may require substan- 
tial investments of present resources to hedge against the 
prospect of large future environmental changes. 

OZONE DEPLETION 

Of these problems, the only one to have received any 
substantial public policy action is that centring on the 
reduction of stratospheric ozone. Ironically, it is perhaps 
the easiest of the problems to reverse. 
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The importance of the stratospheric ozone layer in 
shielding the Earth’s surface from the harmful effects of 
solar ultraviolet radiation has been recognized for several 

decades. It was not until the early 1970s, however, that 
scientists began actually to grapple with the fact that even 

relatively small decreases in the stratospheric ozone con- 
centration can have a serious impact on human health— 

an increased incidence of skin cancer, particularly among 
fair-skinned peoples. Plans in the United States, Great 
Britain, and France to build a commercial fleet of super- 
sonic aircraft triggered much heated discussion over the 
potential reduction of the ozone layer by the exhaust gases 
(é.g., nitric oxide) emitted by such high-altitude planes. 
The debate in turn stimulated intensive scientific research 
on the stratosphere, which resulted in new findings and 
new concerns. ‘ 
By the mid-1970s, various U.S. investigators had deter- 

mined that chlorofluorocarbons (CFCs), widely employed 
as propellants in aerosol spray cans, could reduce the 

amount of stratospheric ozone significantly. A tempo- 
rary ban was imposed on the use of certain CFCs in 
the United States, but only after much emotional debate 
among environmental and industrial scientists, reports by 
the National Academy of Sciences, and the development 
by industry of economically viable substitutes for spray- 
can propellants. (For a more detailed discussion of this 
issue, see ATMOSPHERE: Depletion of stratospheric ozone.) 

ACID RAIN 

Acid precipitation has been known for centuries in locales 
such as London where sulfur discharged by the burning 
of coal produces toxic smogs; however, the problem did 
not assume scientific, economic, and political prominence 
until the early 1980s. As it transcends national bound- 
aries, the acid rain problem has become a subject of 
heated controversy between otherwise friendly neighbours 
like the United States and Canada or Germany and the 
Scandinavian countries. 
Scientific’ studies have shown that the process that re- 

sults in the formation of acid rain generally begins with 
the discharge of sulfur dioxide and nitrogen oxides into 
the atmosphere. These waste gases are released by the 
combustion of fossil fuels by automobiles, electric power 
plants, and smelting and refining facilities. They also are 
emitted by some biological processes. The gases combine 
with atmospheric water vapour to form sulfuric and nitric 
acids. When rain or some other form of precipitation 
falls to the surface, it is highly acidic, frequently with a 
PH value of less than 4. (The term pH is defined as the 
negative logarithm of the hydrogen ion concentration in 
kilograms per cubic metre. The pH scale ranges from 0 to 
14, with lower numbers representing greater acidity.) The 
consequent acidification of surface and subsurface waters 
is widely believed to have a detrimental effect on the 
ecology of the affected areas. Such regions as the Cana- 
dian Shield in Quebec and the Adirondack Mountains 
in New York are especially susceptible to contamination, 
because the snowpack buildup in winter allows a deadly 
pulse of acidic meltwater to occur during spring. As highly 
acidic water is toxic to many aquatic organisms, many 
lakes in these regions are biologically damaged. It also 
has been found that acid precipitation is harmful to trees 
and other forms of vegetation, causing foliar injury and 
reduction in growth (see also ATMOSPHERE: Acid rain and 
allied problems). 
The “cause-and-effect linkages” of the acid rain problem 

have been more clearly demonstrated in scientific terms 
than those related to ozone depletion; yet, the former has 
received much less direct policy action. The primary rea- 
son is the potential economic impact of efforts to remedy 
the problem—i.e., the enormous expenditure that would 
be required to control the emission of sulfur compounds 
from power plants, refineries, and facilities of other smoke- 
stack industries. There continues to be loud and angry 
debate as to the environmental and economic benefits of 
corrective action, particularly since the relationship be- 
tween the discharge of potentially acidic compounds and 
the ultimate delivery of acid precipitation to specific geo- 
graphic areas is not straightforward. 

GREENHOUSE EFFECT INDUCED BY CARBON DIOXIDE pentane te Lew td © As Mn AE vn en ie cht! PE Bae Bk 
AND OTHER TRACE GASES 

Finally, the most long-lasting and potentially least re- 
versible global problem is the greenhouse effect. As noted 
above, this effect is induced by carbon dioxide, chloroflu- 
orocarbons, methane, and more than a dozen other gases 
in concentration in the atmosphere. The role played by 
carbon dioxide is the most significant. The amount of 
CO, in the atmosphere has risen steadily since the mid- 
1800s largely as a result of the combustion of coal, oil, 
and natural gas on an ever-widening scale. In 1850 the 
global CO, level of the atmosphere was roughly 280 parts 
per million, whereas by the late 1980s it had increased to 
approximately 350 parts per million. 
Should present trends in the emission of greenhouse 

gases, particularly of CO,, continue beyond another 100 
years, climatic changes larger than any ever experienced 
during recent geologic periods can be expected. This could 
substantially alter natural and agricultural ecosystems, hu- 
man and animal health, and the distribution of climatic 
resources. In addition, any significant greenhouse warming 
could cause a rapid melting of some polar ice, resulting 
in a rise in sea level and the consequent flooding of 
coastal areas. 
In spite of these long-term possibilities, the greenhouse 

problem has received the least policy-oriented attention 
of any of the three major issues at hand. There are var- 
ious reasons for this: (1) The problem is fraught with 
technical uncertainties. (2) It has perceived “winners” and 
“losers”—economic and otherwise. (3) No one nation act- 

ing alone can do much to counteract the CO, buildup 
in the atmosphere. (4) Dealing with the problem substan- 
tively could be expensive and even alter life-styles. (5) 
There is no way of proving the validity of the greenhouse 
theory to everyone’s satisfaction except by “performing 
the experiment” on the real climatic system, which would 
necessarily involve all living things on Earth. (6) The prin- 
cipal greenhouse gas, CO, is an inherent by-product of 
the utilization of a commodity that is most fundamental 
to the economic viability of the world—fossil-fuel energy. 
(This fact more than any other explains why the green- 
house problem is so difficult to solve.) «° 
Detailed analysis of the problem. It seems appropriate 

to break down the issue of greenhouse warming into a 
series of stages and then consider how policy questions 
might be addressed against the background of these more 
technical stages. The present discussion will deal with the 
problem specifically as it relates to increasing atmospheric 
CO, for the sake of simplicity, though other related ques- 
tions certainly can be dealt with in the same manner. 
Behavioral assumptions. At the very basis of the prob- 

lem is the need to make behavioral assumptions about 

the future use of fossil fuels (or alternatively of the 
projected extent of deforestation, because this, too, can 
affect the amount of carbon dioxide in the atmosphere; 
see above). In essence, this issue has to do with social 

science rather than with chemistry, physics, or biology. 
It depends on projections of human population, the per- 
capita consumption of fossil fuel, deforestation rates, re- 
forestation activities, and perhaps even countermeasures 
for dealing with the additional CO,. These projections, of 
course, are contingent on such questions as the likelihood 
of alternative energy systems or conservation measures 
becoming available, their costs, and their acceptability to 
society. Furthermore, trade in carbon-based fuels will be 
determined not only by energy requirements and available 
alternatives but also by the economic health of potential 
importing nations. This, in turn, will depend on whether 
those nations have adequate capital resources to spend 
on energy, rather than on other precious strategic com- 
modities such as food or fertilizer or even weaponry. The 
future can be projected by drawing up scenarios such as 
that in Figure 60, which shows different projected CO, 
concentrations based on assumed rates of growth in the 
use of fossil fuels. Most typical projections are in the 1- 
2 percent annual growth range, implying doubling of at- 
mospheric CO, by the middle of the 21st century. It has 
already increased by some 25 percent in the 20th century. 
Carbon cycle. Once the plausible scenarios for CO, 
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Figure 60: Projected carbon dioxide concentrations from 1980 
for different annual growth rates in fossil-fuel energy use. 
The projections reflect the assumption that no increase in 
fossil-fuel energy use will occur (constant 1975 emission) and 
the possibility of negative growth, with annual energy growth 
after 1985 assumed to be reduced by a fixed amount (about 2 
percent of present demand) each year. 

From (data for negative growth line) A.B. Lovins et a/., Least-Cost Energy: Solving the CO2 
Problem (1982), Brick House; (remaining data) S.H. Schneider and R. Londer, The Coevolution 
of Climate and Life, copyright ©1984 by S.H. Schneider and R. Londer, reprinted with 
permission of Sierra Club Books 

buildup have been devised, it is necessary to determine 
exactly which interacting biogeochemical processes con- 
trol the global distribution of carbon and its stocks. This 
involves uptake by green plants (since CO, is the basis of 
photosynthesis, more CO, in the air means faster rates of 
photosynthesis), changes in the amount of forested area, 
the types of vegetation planted, and the way in which cli- 
matic change affects natural ecosystems. The growth rate 
of photosynthesizers, such as grain plants and trees, may 
well increase. On the other hand, weeds and vegetation 
that harbour disease-bearing insects would also become 
more vigorous. Moreover, since there is a slow removal of 
CO, from the atmosphere, largely accomplished through 
chemical processes in the ocean that take from decades 
to centuries, the rates at which climatic change modifies 

mixing processes in the ocean also need to be taken into 
account. There is considerable uncertainty over just how 
much CO, will remain in the air, but most present es- 
timates put the so-called airborne fraction at about 50 
percent, which suggests that, over the time frame of a 
century or two at least, something like half the CO, in- 
jected into the atmosphere will remain and exacerbate the 
greenhouse effect. 

Global climatic response. Once the amount of carbon 
dioxide that may exist in the atmosphere over the next 
century or so has been projected, its significance in terms 
of climate has to be estimated. The greenhouse effect, 
notwithstanding all of the controversy that surrounds the 
term, is not a scientifically controversial subject. In fact, it 
is one of the best, most well-established theories in the at- 
mospheric sciences. For example, with its extremely dense 
atmosphere composed largely of CO,, Venus has very high 
surface temperatures (up to about 500° C). By contrast, 
Mars, with its very thin CO, atmosphere, has temperatures 
comparable to those that prevail at the Earth’s poles in 
winter. The explanation for the Venus hothouse and the 
Martian deep freeze is really quite clear—the greenhouse 
effect. This mechanism works because some gases and par- 
ticles in a planet’s atmosphere preferentially allow sunlight 
to filter through to the surface of the planet relative to the 
amount of radiant energy that the atmosphere allows to 
escape back to space. This latter kind of energy (infrared 
energy) is affected by the amount of greenhouse material 
in the atmosphere. Therefore, increasing the amount of 
greenhouse gases raises the surface temperature of the 
planet by increasing the amount of heat that is trapped 
in the lowest part of its atmosphere. While that part of 
the subject is not controversial, what is open to debate 
is exactly how much the Earth’s surface temperature will 
rise given a certain increase in a trace greenhouse gas 
such as CO,. Complications arise due to processes known 
as feedback mechanisms. For example, if the CO, added 
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to the atmosphere were to cause a given temperature in- 
crease on Earth, warming would melt some of the snow 
and ice that now exist. Thus, the white surface, originally 
covered by the melted snow and ice, would be replaced 
with darker blue ocean or brown soil, surface conditions 
that would absorb more sunlight than the snow and ice. 
Consequently, the initial warming would create a darker 
planet that absorbs more solar energy and thereby pro- 
duces greater warming in the end. This is only one of a 
number of possible feedback mechanisms, however. Be- 
cause many of them are interacting simultaneously in the 
climatic system, it is extremely difficult to estimate quan- 
titatively how many degrees of warming the climate will 
undergo for any given increase in greenhouse trace gases. 
Unfortunately, there is no period in Earth history that 

investigators can examine when carbon dioxide concentra- 
tions in the atmosphere were, say, twice what they are to- 
day and whose climatic conditions are known with a high 
degree of certainty. For this reason, investigators cannot 
directly verify their quantitative predictions of greenhouse 
warming on the basis of historical analogs. Instead, they 
must base their estimates on climatic models. These are 
not laboratory models, since no laboratory could approach 
the complexity of the real world. Rather, they are mathe- 
matical models in which basic physical laws are applied to 
the atmosphere, ocean, and glaciers; the equations repre- 
senting these laws are solved with computers with the aim 
of simulating the present terrestrial climate. 
Many such models have been built during the past few 

decades. The calculations roughly agree that, if the atmo- 
spheric CO, concentrations were to double, the Earth’s 
surface temperature would warm up somewhere between 

1° and 5° C. As a point of comparison, the global surface 
temperature of the Earth during the Ice Age 18,000 years 
ago was on average about 5° C lower than it is today. 
Thus, a temperature change of more than one or two 
degrees worldwide represents a very substantial alteration. 
Regional climatic response. To estimate the importance 

of climatic changes to society, researchers need not, how- 

ever, study global average temperature so much as the pos- 
sible regional distribution of evolving patterns of climatic 
change in the future. Will it, in the year 2010, be drier in 
Iowa, wetter in Africa, more humid in New York, or too 
hot in India? Unfortunately, to predict reliably the fine- 
scale regional response of variables, such as temperature 
and rainfall, requires climatic models of greater complexity 
(and cost) than are currently available. At present, there is 
simply no consensus among knowledgeable atmospheric 
scientists that the regional predictions of state-of-the-art 
models are reliable. Nevertheless, most experts agree that 

the following coherent regional features might well occur 
by about the year 2035: wetter subtropical monsoonal 
rain belts; longer growing seasons in high latitudes; wetter 
springs in high and middle latitudes; drier midsummer 
conditions in some mid-latitude areas (a potentially seri- 
ous agricultural and water supply problem in major grain- 
producing nations); increased probability of extreme heat 
waves (with possible health consequences for people and 
animals in already warm climates); and an increase in 
sea level by a few tens of centimetres. Considerable un- 
certainty remains in these regional estimates, even though 
many plausible scenarios have been investigated. 
Environmental impact. The possible impact on envi- 

ronment and society needs to be determined from a given 
set of scenarios for regional climatic change. Most impor- 
tant are the effects on crop yields and water supply. Also 
of concern is the potential for altering the range or num- 
ber of pests that affect plants and diseases that threaten 
the health of humans or lower animal forms. Another 
point of interest is the effect on unmanaged ecosystems. 
For example, ecologists are much concerned that the rapid 
rate at which tropical forests are being destroyed due to 
human expansion is eroding the genetic diversity of the 
Earth. Since the tropical forests are in a sense reposito- 
ries for the bulk of living genetic materials on Earth, the 
world is losing some of its irreplaceable biologic resources. 
In addition, substantial future changes to tropical rainfall 
have been predicted by climatic models. This means that 
present-day reserves (or refugia) may be unable to sustain 
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those species that they are designed to protect if rapidly 

evolving climatic change produces conditions in the refu- 
gia sufficiently different from those of today. 
Economic, social, and political effects. Estimating the 

distribution of economic winners and losers, given a sce- 
nario of climatic change, involves more than simply look- 
ing at the total dollars lost and gained, were it possible to 
make credible calculations. It also requires looking at such 
important equity questions as who wins and who loses 
and how the losers might be compensated and the winners 
taxed. If the corn belt in the United States, for example, 
were to “move” north by several hundred kilometres as 

a result of greenhouse warming, then $1,000,000,000 a 
year lost on lowa farms could well become Minnesota’s 

$1,000,000,000 gain. Some macroeconomic views of this 
hypothetical problem, from the perspective of the United 
States as a whole, might see no net losses. Much social con- 
sternation, however, would be generated by such a shift in 
climate, particularly since the cause of the change would 

be economic, CO,-producing activities. Even the percep- 
tion that the economic activities of one nation could cre- 
ate climatic changes that would be detrimental to another 
has the potential for disrupting international relations, as 
is already occurring in the case of acid rain. While the 
details are still difficult to establish, there is considerable 
scientific consensus that regional climatic changes of en- 
vironmental significance are likely to occur over the next 
few generations. In essence, the environmental changes 
induced by CO, and other greenhouse gases create what 
might be termed a problem of “redistributive justice.” 
Policy responses. The last stage in dealing with the 

greenhouse effect concerns the matter of appropriate pol- 
icy responses. Three classes of action could be considered. 
The first is mitigation through purposeful intervention 

to minimize the potential effects on the environment. 
For example, dust might be deliberately spread in the 
stratosphere to reflect some sunlight and cool the climate 
as a countermeasure to inadvertent warming by a CO, 
buildup. This solution suffers from the obvious flaw that, 
since there is uncertainty associated with predicting the 
inadvertent consequences of human activities, substan- 
tial uncertainty must surround any deliberate attempts at 
climatic modification. It may be that existing computer 
models overestimate changes and underestimate proposed 
modification schemes. If so, human intervention would be 
the proverbial “cure worse than the disease.” In that case, 
the prospect for international tensions is so staggering and 
society’s legal instruments to deal with the problem so 
immature that it is hard to imagine any substantial miti- 
gation strategies for the foreseeable future. 
The second is simply adaptation. Adaptive strategies, 

favoured by many economists, would simply allow society 
to adjust to environmental changes without attempting 
to mitigate or prevent the changes in advance. It would 
be possible to accommodate climate change, for instance, 
by planting alternative crop strains that would be more 
widely adapted to a whole range of plausible climatic con- 
ditions anticipated for the future. Such adaptive strategies 
are often recommended because of the uncertain nature 
of the redistributive character of future climatic change. 
The third type of policy response, namely prevention, is 

the most active. It might involve discontinuing the use of 
chlorofluorocarbons and other potential ozone-reducing 
gases, or a reduction in the amount of fossil fuel used 
around the world. These policies, often advocated by en- 
vironmentalists, are controversial because in some cases 
they require substantial immediate investment as a hedge 
against large future environmental change, change that 
cannot be predicted precisely. What can be considered 
practical options are increasing the efficiency of energy 
end use (in a word, conservation), the development of al- 
ternative energy systems that are not based on fossil fuels, 
or, more radically, establishing a “law of the air.” Such a 
measure was proposed in 1976 by two American scientists, 
the anthropologist Margaret Mead and the climatologist 
William W. Kellogg. To curtail CO, emissions, they sug- 
gested setting up a global standard and assigning various 
nations the right to generate certain levels of the gas. 
The “appropriate” policy response will depend not only 

on scientific information about the probabilities and con- 
sequences of physical, biologic, and social impact scenarios 
but also on the value judgments of individuals, groups, 
corporations, and nations as to how to deal with the 
potential distribution of gains and losses implied by the 
buildup of carbon dioxide and other trace gases. There is 
no scientific answer as to how society should act and no 
scientific basis for any particular policy choice. All science 
can do is provide scenarios and assess the probabilities and 
consequences of various plausible alternatives. The public 
and government leaders need to understand that decisions 
have to be made in the face of scientific uncertainty by 
optimizing clearly stated sets of often conflicting values. 
Atmospheric problems are fundamentally global in both 

cause and effect. Moreover, they are inextricably interwo- 
ven with the overall problem of global economic devel- 
opment and cannot be removed from the discussion of 
population, resources, environment, and economic justice. 
Rich nations cannot ask poor nations to abandon their 
development plans simply because of the potential CO, 
problem. Any global strategies for preventing CO, buildup 
will require cooperation between rich and poor nations on 
the transfer of knowledge, technology, and capital. 
A further point of contention in the dialogue between 

developed and developing countries will be the question of 
population-growth rates. This is quite relevant to the CO, 
issue simply because total emission is the per-capita emis- 
sion rate times the population size. If there is a movement 
in the future toward parity between rich and poor in per- 
capita use of fossil fuels, then population growth (which 
is occurring predominantly in Third World countries) will 
become as important a factor in the long-term CO,/cli- 
mate problem as is high per-capita use of fossil fuels today 
(largely a problem of developed nations). 
Furthermore, there is an ethical question associated with 

atmospheric problems: Do we have the right to commit 
future generations to unprecedented atmospheric pertur- 
bations without actively attempting to prevent or at least 
anticipate them? To be sure, there is much uncertainty. 
It is safe to say, however, that humankind is abusing the 
atmospheric environment faster than it is understanding 
it. Clearly, some of the uncertain consequences could be 
serious and even irreversible. 

From S. Manabe and RJ. Stouffer, Journal of Geophysical Research, 
85.5529-54 (1980); published by the American Geophysical Union 
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Figure 61: Global winter-to-summer temperature extremes, 
computed (top) and observed (bottom). A three-dimensional 
climate model was used for the top map. 
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Verification of model predictions. The largest climatic 
change to occur on Earth since the dinosaurs inhabited 
the planet some 100,000,000 years ago is the seasons. 
Temperature differences between winter and summer are 
many tens of degrees—in some cases 10 times—larger 
than those anticipated over the next century from an 
intensification of the greenhouse effect. How well, then, 
do existing climatic models fare in predicting this mas- 
sively large seasonal change? They do quite well, in fact, 
as Figure 61 suggests. Thus, it is not likely that climatic 
models are making a fundamental error in predicting fu- 
ture warming and at the same time reproducing the very 
large seasonal differences that they do. On the other hand, 
seasonal variations occur within a year, whereas the rate 
of change for an increase of trace gases in the atmosphere 
is many decades. In effect, seasonal simulation skill is a 
piece of circumstantial evidence and not final proof of 
model validity. Nevertheless, it certainly lends a great deal 
of credence to the basic theoretical claims behind the 
greenhouse effect. 
What other bits of supporting evidence can be brought 

to bear? The furnacelike conditions on Venus and the 
frigid air of Mars were noted above. When data on the 
atmospheric composition of these planets are fed to the 
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computer models used to predict greenhouse warming on 
the Earth, corresponding changes are indeed produced— 
i.é., temperatures on Venus are hundreds of degrees 
warmer and those of Mars are hundreds of degrees colder. 
Is this proof that the mathematical models are accurately 
predicting the terrestrial greenhouse effect? Again, the evi- 
dence is only circumstantial but strong. One other piece of 
circumstantial evidence can be cited—namely, the ability 
of present climatic models to reproduce the vastly differ- 
ent conditions on Earth during ancient times when ice 
stretched all the way from the Arctic to northern Europe 
and the mid-Atlantic region of the United States, 
Finally, what has been happening to the Earth’s climate 

during the past 100 years? If one takes all of the reliable 
records of temperature readings and averages them for 
the world, one finds that the Earth has warmed up about 
0.5° C over the past century. At the same time, it has 
been determined that the CO, level is about 25 percent 
higher today than it was a century ago. Therefore, what 
has happened on Earth is broadly consistent with what the 
climatic models suggest should have been happening. The 
warming of the planet over the past century is yet another 
piece of circumstantial evidence, not conclusive proof in 
and of itself, but still important. (S.H.S./A.B.Ri.) 

METEOROLOGICAL MEASUREMENT 
AND WEATHER FORECASTING 

General considerations 

MEASUREMENTS AND IDEAS AS THE BASIS 

FOR WEATHER PREDICTION 

The link between meteorological measurement and 
weather forecasting, the two topics of this section, is both 
necessary and convenient: necessary because all weather 
forecasts are grounded in data that have only very recently 
been measured, and convenient because attention is fo- 
cused on the central importance of observations for the 
practice of science. With few other scientific enterprises 
are observations so vital as in the case of weather fore- 
casting. From the days when early humans ventured from 
caves and other natural shelters, perceptive individuals in 
all likelihood became leaders by being able to detect na- 
ture’s signs of impending snow, rain, or wind, indeed of 
any change in weather. With such information they must 
have enjoyed greater success in the search for food and 
safety, the major objectives of that time. 
In a sense, weather forecasting is still carried out in ba- 

sically the same way as it was by the earliest humans— 
namely, by making observations and predicting changes. 
The tools used to measure temperature, pressure, wind, 
and humidity in the late 20th century would certainly 
amaze them, and the results obviously are better. Yet, 
even the most sophisticated numerically calculated forecast 
made on a supercomputer requires a set of measurements 
of the condition of the atmosphere—an initial picture of 
temperature, wind, and other basic elements, somewhat 
comparable to that formed by our forebears when they 
looked out of their cave dwellings. The primeval approach 
entailed insights based on the accumulated experience 
of the perceptive observer, while the modern technique 
consists of solving equations. Although seemingly quite 
different, there are underlying similarities between both 
practices. In each case the forecaster asks “What is?” in 
the sense of “What kind of weather prevails today?” and 
then seeks to determine how it will change in order to 
extrapolate what it will be. 
Because observations are so critical to weather prediction, 

an account of meteorological measurements and. weather 
forecasting is a story in which ideas and technology are 
closely intertwined, with creative thinkers drawing new 
insights from available observations and pointing to the 
need for new or better measurements, and technology 
providing the means for making new observations and for 
processing the data derived from measurements. It tells 
of the theories of the ancient Greek philosophers, Renais- 

sance scientists, and the scientific revolution of the 17th 
and 18th centuries and of the creativity of 20th-century 
atmospheric scientists and meteorologists. Likewise, it tells 
of the development of the “synoptic” idea—that of char- 
acterizing the weather over a large region at exactly the 
same time in order to organize information about pre- 
vailing conditions. In synoptic meteorology, simultaneous 
observations for a specific time are plotted on a map for a 
broad area whereby a general view of the weather in that 
region is gained. (The term synoptic is derived from the 
Greek word meaning “general or comprehensive view.”) 
The so-called synoptic weather map came to be the prin- 
cipal tool of 19th-century meteorologists and continues 
to be used today in weather stations and on television 
weather reports around the world. 
Figure 62 provides an example of an early synoptic map, 

which depicts the conditions on the morning of March 
13, 1888, during the famous blizzard that paralyzed New 
York City for days and caused about 400 deaths. The 
storm delivered 60 to 120 centimetres of blowing, drifting 
snow, amid very cold temperatures, to a wide area from 
western New England to New Jersey on the heels of mild 
springlike weather. The map shows that the storm centre, 
where the sea-level pressure is lowest, was off the eastern 
tip of Long Island on the morning of the 13th, with a 
new centre forming far out at sea. Lines of equal pressure 
(isobars) circle the storm, as do the winds. The crowded 
isobars around the very low pressure at the centre im- 
ply strong winds. The dashed lines of equal temperature 
(isotherms) show that the storm occurred in connection 
with a great outbreak of subzero (in Fahrenheit) air from 
the continental interior, which was carried far into the 
Atlantic by the storm circulation. Tracing the 60° and 
50° isotherms in the Atlantic shows that it was 55° F that 
morning in Bermuda, a rare event even at that distance 
from the storm. 
Synoptic maps of this sort created a comprehensive pic- 

ture. The synoptic meteorologist became an expert at 
drawing weather maps and interpreting prevailing condi- 
tions to be able to infer future conditions. 
Since the mid-20th century, digital computers have made 

it possible to calculate changes in atmospheric conditions 
mathematically and objectively—i.e., in such a way that 
anyone can obtain the same result from the same ini- 
tial conditions. The widespread adoption of numerical 
weather prediction models brought a whole new group 
of players—computer specialists and experts in numeri- 
cal processing and statistics—to the scene to work with 
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Figure 62: Surface weather map showing the meteorological conditions at 7:00 AM, EST, 
on March 13, 1888, during the great storm of March 11-14; from the first issue of National 
Geographic Magazine, October 1888 (see text). 
By courtesy of the National Geographic Society 

atmospheric scientists and meteorologists. Moreover, the 
enhanced capability to process and analyze weather data 
stimulated the long-standing interest of meteorologists in 
securing more observations of greater accuracy. Techno- 
logical advances since the 1960s have led to a growing 
reliance on remote sensing, particularly the gathering of 
data with specially instrumented Earth-orbiting satellites. 
By the late 1980s, forecasts of weather were largely based 
on the determinations of numerical models integrated 
by high-speed supercomputers, except some shorter-range 
predictions, particularly of local weather conditions, which 
were made by specialists directly interpreting radar and 
satellite measurements. 

PRACTICAL APPLICATIONS OF WEATHER FORECASTING 

Systematic weather records were kept after instruments 
for measuring atmospheric conditions became available 
during the 17th century. Undoubtedly these early records 
were employed mainly by those engaged in agriculture. 
Planting and harvesting obviously can be planned bet- 
ter and carried out more efficiently if long-term weather 
patterns can be estimated. In the United States, national 
weather services were first provided by the Army Signal 
Corps beginning in 1870. These operations were taken 
over by the Department of Agriculture in 1891. By the 
early 1900s free mail service and telephone were provid- 
ing forecasts daily to millions of American farmers. The 
U.S. Weather Bureau established a Fruit-Frost (forecast- 
ing) Service during World War I, and by the 1920s radio 
broadcasts to agricultural interests were being made in 
most states. 

Weather forecasting became an important tool for avi- 
ation during the 1920s and °30s. Its application in this 
area gained in importance after Francis W. Reichelderfer 
was appointed chief of the U.S. Weather Bureau in 1939. 
Reichelderfer had previously modernized the navy’s me- 
teorological service and made it a model of support for 
naval aviation. During World War II the discovery of very 
strong wind currents at high altitudes (the jet streams, 
which can affect aircraft speed) and the general suscepti- 
bility of military operations in Europe to weather led to a 
special interest in weather forecasting. 
The most famous wartime forecasting problem was for 

Operation Overlord, the invasion of the European main- 
land at Normandy by Allied forces. An unusually intense 
June storm brought high seas and gales to the French 
coast, but a moderation of the weather that was success- 
fully predicted by Colonel J.M. Stagg of the British forces 
(after consultation with both British and American fore- 
casters) enabled General Dwight D. Eisenhower, supreme 
commander of the Allied Expeditionary Forces, to make 
his critical decision to invade on June 6, 1944. 
The second half of the 20th century has seen unprece- 

dented growth of commercial weather-forecasting firms in 
the United States and elsewhere. Marketing organizations 
and stores commonly hire weather-forecasting consultants 
to help with the timing of sales and promotions of prod- 
ucts ranging from snow tires and roofing materials to 
summer clothes and resort vacations. Many oceangoing 
shipping vessels as well as military ships use optimum 
ship routing forecasts to plan their routes in order to min- 
imize lost time, potential damage, and fuel consumption 
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in heavy seas. Similarly, airlines carefully consider atmo- 
spheric conditions when planning long-distance flights so 
as to avoid the strongest head winds and to ride with the 
strongest tail winds. 
International trading of foodstuffs such as wheat, corn 

(maize), beans, sugar, cocoa, and coffee can be severely 
affected by weather news. For example, in 1975 a severe 
freeze in Brazil caused the price of coffee to increase sub- 
stantially within just a few weeks, and in 1977 a freeze 
in Florida nearly doubled the price of frozen concentrated 
orange juice in a matter of days. Weather-forecasting orga- 
nizations are thus frequently called upon by banks, com- 
modity traders, and food companies to give them advance 
knowledge of the possibility of such sudden changes. 
The cost of all sorts of commodities and services, whether 

they are tents for outdoor events or plastic covers for the 
daily newspapers, can be reduced or eliminated if reliable 
information about possible precipitation can be obtained 
in advance. 

Forecasts must be quite precise for applications that are 
tailored to specific industries. Gas and electric utilities, 
for example, may require forecasts of temperature within 
one or two degrees of the mean a day ahead of time, or 
ski-resort operators may need prior estimates of nighttime 
relative humidity on the slopes within 5 to 10 percent in 
order to schedule snow making. 

History of weather forecasting 

EARLY MEASUREMENTS AND IDEAS 

The Greek philosophers had much to say about meteo- 
rology, and many who subsequently engaged in weather 
forecasting no doubt made use of their ideas. Unfortu- 
nately, they probably made many bad forecasts, because 
Aristotle, who was the most influential, did not believe 
that wind is air in motion. He did believe, however, that 
west winds are cold because they blow from the sunset. 
The scientific study of meteorology did not develop 

until measuring instruments became available. Its begin- 
ning is commonly associated with the invention of the 
mercury barometer by Evangelista Torricelli, an Italian 
physicist-mathematician, in the mid-17th century and the 
nearly concurrent development of a reliable thermometer. 
(Galileo had constructed an elementary form of gas ther- 
mometer in 1607, but it was defective; the efforts of many 
others finally resulted in a reasonably accurate liquid-in- 
glass device.) 

A succession of notable achievements by chemists and 
physicists of the 17th and 18th centuries contributed 
significantly to meteorological research. The formulation 
of the laws of gas pressure, temperature, and density by 
Robert Boyle and Jacques-Alexandre-César Charles, the 
development of calculus by Isaac Newton and Gottfried 
Wilhelm Leibniz, the development of the law of partial 
pressures of mixed gases by John Dalton, and the formu- 
lation of the doctrine of latent heat (i.e., heat release by 
condensation or freezing) by Joseph Black are just a few of 
the major scientific breakthroughs of the period that made 
it possible to measure and better understand theretofore 
unknown aspects of the atmosphere and its behaviour. 
During the 19th century, all of these brilliant ideas began 
to produce results in terms of useful weather forecasts. 

THE EMERGENCE OF SYNOPTIC FORECASTING METHODS ————————— ee ee 

Analysis of synoptic weather reports. An observant 
person who has learned nature’s signs can interpret the 
appearance of the sky, the wind, and other local effects 
and “foretell the weather.” A scientist can use instruments 
at one location to do so even more effectively. The mod- 
ern approach to weather forecasting, however, can only 
be realized when many such observations are exchanged 
quickly by experts at various weather stations and en- 
tered on a synoptic weather map to depict the patterns 
of pressure, wind, temperature, clouds, and precipitation 
at a specific time. Such a rapid exchange of weather data 
became feasible with the development of the electric tele- 
graph in 1837 by Samuel F.B. Morse of the United States. 
By 1849 Joseph Henry of the Smithsonian Institution in 
Washington, D.C., was plotting daily weather maps based 
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on telegraphic reports, and in 1869 Cleveland Abbe at the 
Cincinnati Observatory began to provide regular weather 
forecasts using data received telegraphically. 
Synoptic weather maps resolved one of the great contro- 

versies of meteorology—namely, the rotary storm dispute. 
By the early decades of the 19th century, it was known 
that storms were associated with low barometric readings, 
but the relation of the winds to low-pressure systems, 
called cyclones, remained unrecognized. William Redfield. 
a self-taught meteorologist from Middletown, Conn., no- 
ticed the pattern of fallen trees after a New England 
hurricane and suggested in 1831 that the wind flow was 
a rotary counterclockwise circulation around the centre 
of lowest pressure. The American meteorologist James P. 
Espy subsequently proposed in his Philosophy of Storms 
(1841) that air would flow toward the regions of lowest 
pressure and then would be forced upward, causing clouds 
and precipitation. Both Redfield and Espy proved to be 
right (see Figure 62). The air does spin around the cy- 
clone, as Redfield believed, while the layers close to the 
ground flow inward and upward as well. The net result 
is a rotational wind circulation that is slightly modified 
at the Earth’s surface to produce inflow toward the storm 
centre, just as Espy had proposed. Further, the inflow is 
associated with clouds and precipitation in regions of low 
pressure, though that is not the only cause of clouds there. 
In Europe the writings of Heinrich Dove, a Polish sci- 

entist who directed the Prussian Meteorological Institute, 
greatly influenced views concerning wind behaviour in 
storms. Unlike the Americans, Dove did not focus on the 
pattern of the winds around the storm but rather on how 
the wind should change at one place as a storm passed. 
It was many years before his followers understood the 
complexity of the possible changes. 
Establishment of weather-station networks and services. 

Routine production of synoptic weather maps became 
possible after networks of stations were organized to take 
measurements and report them to some type of central 
observatory. As early as 1814, U.S. Army Medical Corps 
personnel were ordered to record weather data at their 
posts; this activity was subsequently expanded and made 
more systematic. Actual weather-station networks were 
established in the United States by New York University, 
the Franklin Institute, and the Smithsonian Institution 
during the early decades of the 19th century. 
In Britain, James Glaisher organized a similar network, as 

did Christophorus H.D. Buys Ballot in The Netherlands. 
Other such networks of weather stations were developed 
near Vienna, Paris, and St. Petersburg. 
It was not long before national meteorological services 

were established on the Continent and in the United 
Kingdom. The first national weather service in the United 
States commenced operations in 1871, with responsibility 
assigned to the U.S. Army Signal Corps. The original pur- 
pose of the service was to provide storm warnings for the 
Atlantic and Gulf coasts and for the Great Lakes. Within 
the next few decades, national meteorological services were 
established in such countries as Japan, India, and Brazil. 
The importance of international cooperation in weather 
prognostication was recognized by the directors of such 
national services. By 1880 they had formed the Interna- 
tional Meteorological Organization (IMO) for this end. 
The proliferation of weather-station networks linked by 

telegraphy made synoptic forecasting a reality by the close 
of the 19th century. Yet, the daily weather forecasts gen- 
erated left much to be desired. Many errors occurred as 
predictions were largely based on the experience that each 
individual forecaster had accumulated over several years 
of practice, vaguely formulated rules of thumb (e.g., of 
how pressure systems move from one region to another), 
and associations that were poorly understood, if at all. 

PROGRESS DURING THE EARLY 20TH CENTURY a es a SE Ne 

An important aspect of weather prediction is to calculate 
the atmospheric pressure pattern—the positions of the 
highs and lows and their changes. Modern research has 
shown that sea-level pressure patterns respond to the mo- 
tions of the upper-atmospheric winds, with their narrow, 
fast-moving jet streams and remarkable waves that flow 
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through the air and pass air through themselves (see above 

Upper-air waves). 
Frequent surprises and errors in estimating surface atmo- 

spheric pressure patterns undoubtedly caused 19th-century 

forecasters to seek information about the upper atmo- 
sphere for possible explanations. The British meteorologist 
Glaisher made a series of ascents by balloon during the 
1860s, reaching an unprecedented height of nine kilome- 
tres. At about this time investigators on the Continent 
began using unmanned balloons to carry recording baro- 
graphs, thermographs, and hygrographs to high altitudes. 

During the late 1890s meteorologists in both the United 
States and Europe used kites equipped with instruments to 
probe the atmosphere up to altitudes of about three kilo- 
metres. Notwithstanding these efforts, knowledge about 
the upper atmosphere remained very limited at the turn 

of the century. The situation was aggravated by the confu- 

sion created by observations from weather stations located 
on mountains or hilltops. Such observations often did 

not show what was expected, partly because so little was 
known about the upper atmosphere and partly because 
the mountains themselves affect measurements, producing 
results that are not representative of what would be found 

in the free atmosphere at the same altitude. 
Fortunately, a large enough number of scientists had 

already put forth ideas that would make it possible for 
weather forecasters to think three-dimensionally, even 
if sufficient meteorological measurements were lacking. 
Henrik Mohn, the first of a long line of highly creative 
Norwegian meteorologists, Wladimir K6ppen, the noted 

German climatologist (see above), and Max Margules, an 
influential Russian-born meteorologist, all contributed to 
the view that mechanisms of the upper air generate the 
energy of storms. 
In 1911 William H. Dines, a British meteorologist, 

published data that showed how the upper atmosphere 
compensates for the fact that the low-level winds carry 
air toward low-pressure centres. Dines recognized that the 
inflow near the ground is more or less balanced by a cir- 
culation upward and outward aloft. Indeed, for a cyclone 
to intensify, which would require a lowering of central 
pressure, the outflow must exceed the inflow; the surface 
winds can converge quite strongly toward the cyclone, 
but sufficient outflow aloft can produce falling pressure 
at the centre. 
Meteorologists of the time were now aware that vertical 

circulations and upper-air phenomena were important, 

After J. Bjerknes (1919) in S. Petterssen, /ntroduction to Meteorology, 
2nd ed. (1958), McGraw-Hill Book Company; reproduced with permission 
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but they still had not determined how such knowledge 
could improve weather forecasting. Then, in 1919, the 
Norwegian meteorologist Jacob Bjerknes introduced what 
has been referred to as the Norwegian cyclone model. This 
theory (depicted in Figure 63) pulled together many ear- 
lier ideas and related the patterns of wind and weather to 
a low-pressure system that exhibited fronts—rather sharp 
sloping boundaries between cold and warm air masses. 
Bjerknes pointed out the rainfall/snowfall patterns that are 
characteristically associated with the fronts in cyclones: 
the rain or snow occurs over large areas on the cold side 
of an advancing warm front ahead of advancing low pres- 
sure. Here, the winds are from the south and the warm 
air, being light, glides up over a large region of cold air. 
Widespread, sloping clouds spread ahead of the cyclone; 
barometers fall as the storm approaches, and precipitation 
from the rising warm air falls through the cold air below. 
Where the cold air advances to the rear of the storm, 

squalls and showers mark the abrupt lifting of the warm 
air being displaced. Thus, the concept of fronts focused 
attention on the action at air mass boundaries. The Nor- 
wegian cyclone model could be called the frontal model, 
for the idea of warm air masses being lifted over cold 
air along their edges (fronts) became a major forecasting 
tool. The model not only emphasized the idea but it also 
showed how and where to apply it. 
In later work, Bjerknes and several other members of 

the so-called Bergen school of meteorology expanded the 
model to show that cyclones grow from weak disturbances 
on fronts, pass through a regular life cycle, and ultimately 
die by the inflow filling them (see above Extratropical cy- 
clones and Figure 22). Both the Norwegian cyclone model 
and the associated life-cycle concept are still used today 
by weather forecasters. 
While Bjerknes and his Bergen colleagues refined the cy- 

clone model, other Scandinavian meteorologists provided 
much of the theoretical basis for modern weather pre- 
diction. Foremost among them were Vilhelm Bjerknes, 
Jacob’s father, and Carl-Gustaf Rossby. Their ideas helped 
make it possible to understand and carefully calculate the 
changes in atmospheric circulation and the motion of the 
upper-air waves that control the behaviour of cyclones. 

MODERN TRENDS AND DEVELOPMENTS 

Upper-air observations by means of balloon-borne sound- 

ing equipment. Once again technology provided the 
means with which to test the new scientific ideas and stim- 
ulate yet newer ones. During the late 1920s and °30s, sev- 
eral groups of investigators (those headed by Yrj6 Vaisala 
of Finland and Pavel Aleksandrovich Malchanov of the 
Soviet Union, for example) began using small radio trans- 
mitters with balloon-borne instruments, eliminating the 
need to recover the instruments and speeding up access to 
the upper-air data. These radiosondes, as they came to be 
called, gave rise to the upper-air observation networks that 
still exist today. Approximately 75 stations in the United 
States and more than 500 worldwide release, twice daily, 
balloons that reach heights of 30,000 metres or more. Ob- 

servations of temperature and relative humidity at various 
pressures are radioed back to the station from which the 
balloons are released as they ascend at a predetermined 
rate. The balloons also are tracked by radar in order to 
ascertain winds from their drift. 
Forecasters are able to produce synoptic weather maps 

of the upper atmosphere twice each day on the basis of 
radiosonde observations. While new methods of upper-air 
measurement have been developed, the primary synoptic 
clock times for producing upper-air maps are still the 
radiosonde-observation times—namely, 0000 (midnight) 
and 1200 (noon) Greenwich Mean Time (GMT). Fur- 
thermore, modern computer-based forecasts use 0000 and 
1200 GMT as the starting times from which they calculate 
the changes that are at the heart of modern forecasts. It is, 
in effect, the synoptic approach carried out in a different 
way, intimately linked to the radiosonde networks devel- 
oped during the 1930s and 40s. 
Application of radar. As in many fields of endeavour, 

weather prediction experienced several breakthroughs dur- 
ing and immediately after World War II. The British 
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began using microwave radar in the late 1930s to monitor 
enemy aircraft, but it was soon learned that radar gave ex- 
cellent returns from raindrops at certain wavelengths (five 
to 10 centimetres). As a result it became possible to track 
and study the evolution of individual showers or thunder- 
storms, as well as to “see” the precipitation structure of 
larger storms. Figure 64 shows an image of the rain bands 
(not clouds) in a hurricane. 

By courtesy of National Oceanic and Atmospheric 
Administration; photograph, AP/Wide World Photos 

~ 
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Figure 64: The well-defined eye and the rain bands of 
Hurricane Hyacinth about 805 kilometres (500 miles) south 
of the southern tip of Baja California, Mexico, photographed 
from an Earth-orbiting satellite on Aug. 9, 1976. 

Since its initial application in meteorological work, radar 
has grown as a forecaster’s tool. Virtually all tornadoes and 
severe thunderstorms over the United States and in some 
other parts of the world are monitored by radar. Radar 
observation of the growth, motion, and characteristics of 
such storms provide clues as to their severity. Modern 
radar systems use the Doppler principle of frequency shift 
associated with movement toward or away from the radar 
transmitter/receiver to determine wind speeds as well as 
storm motions. 

Using radar and other observations, the Japanese-Amer- 
ican meteorologist Tetsuya T. Fujita discovered many de- 
tails of severe thunderstorm behaviour and of the structure 
of the violent local storms common to the Midwest region 
of the United States. His Doppler-radar analyses of winds 
revealed “microburst” gusts. These gusts cause the large 
wind shears (differences) associated with strong rains that 

have been responsible for some plane crashes. Figure 65 
shows how such a microburst caused the crash of an air- 
liner at Kennedy Airport in New York on June 24, 1975. 
Other types of radar have been used increasingly for 

detecting winds continuously, as opposed to twice a day. 
These wind-profiling radar systems actually pick up signals 
“reflected” by clear air and so can function even when no 
clouds or rain are present. 

Meteorological measurements from satellites and air- 
craft. A major breakthrough in meteorological measure- 
ment came with the launching of the first meteorological 
satellite, the TIROS (Television and Infrared Observation 

Satellite), by the United States on April 1, 1960. The 
impact of global quantitative views of temperature, cloud, 
and moisture distributions, as well as of surface properties 
(e.g., ice cover and soil moisture), has already been sub- 
stantial. Furthermore, new ideas and new methods may 
very well make the 21st century the “age of the satellite” 
in weather prediction. 

Medium-range forecasts that provide information five 
to seven days in advance were impossible before satel- 
lites began making global observations—particularly over 
the ocean waters of the Southern Hemisphere—routinely 
available in real time. Global forecasting models devel- 
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oped at the U.S. National Center for Atmospheric Re- 
search (NCAR), the European Centre for Medium Range 

Weather Forecasts (ECMWEF), and the U.S. National Me- 
teorological Center (NMC) became the standard during 
the 1980s, making medium- -range forecasting a reality. 
Meteorological satellites travel in various orbits and carry 

a wide variety of sensors. They are of two principal types: 

the low-flying polar orbiter, and the geostationary orbiter. 
The first type circle the Earth at altitudes of 500—1,000 

kilometres and in roughly north-south orbits. They appear 

overhead at any one locality twice a day and provide very 
high-resolution data because they fly close to the Earth. 
Such satellites are vitally necessary for much of Europe 
and other high-latitude locations because they orbit near 
the poles. These satellites do, however, suffer from one 
major limitation: they can provide a sampling of atmo- 
spheric conditions only twice daily. 
The geostationary satellite is made to orbit the Earth 

along its equatorial plane at an altitude of about 36,000 
kilometres. At that height the eastward motion of the 
satellite coincides exactly with the Earth’s rotation, so that 
the satellite remains in one position above the Equator. 
Satellites of this type are able to provide an almost contin- 
uous view of a wide area (see above Figure 24). Because 

of this capability, geostationary satellites have yielded new 
information about the rapid changes that occur in thun- 
derstorms, hurricanes, and certain types of fronts, making 
them invaluable to weather forecasting as well as meteo- 
rological research. 

One weakness common to virtually all satellite-borne 
sensors and to some ground-based radars that use UHF/ 
VHF waves is an inability to measure thin layers of the at- 
mosphere. One such layer is the tropopause, the boundary 
between the relatively dry stratosphere and the meteoro- 
logically active layer below. This is often the region of the 
jet streams. Important information about these kinds of 
high-speed air currents is obtained with sensors mounted 
on high-flying commercial aircraft and is routinely in- 
cluded in global weather analyses. 

Numerical weather prediction (NWP) models. Thinkers 
frequently advance ideas long before the technology exists 
to implement them. Few better examples exist than that 
of numerical weather forecasting. Instead of mental esti- 
mates or rules of thumb about the movement of storms, 
numerical forecasts are objective calculations of changes 
to the weather map based on sets of equations called mod- 
els. Shortly after World War I a British scientist named 
Lewis F. Richardson completed such a forecast that he had 
been working on for years by tedious and difficult hand 
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Figure 65: The flight path of Eastern Air Lines flight 66 at 
Kennedy Airport, New York City, on June 24, 1975. 
The flight ended in a crash caused by “microburst” gusts, the 
downburst of air from a thunderstorm. As the airplane 

approached the downburst, the head wind lifted it above the 
glide slope. After the pilot corrected for this, the airplane lost 
the head wind and received a downward push from the downburst. 
Both effects pushed the airplane far below the glide slope. 
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calculations. Although the forecast proved to be incorrect, 
Richardson’s general approach was accepted decades later 
when the electronic computer became available. In fact, 
it has become the basis for nearly all present-day weather 
forecasts. Human forecasters may interpret or even mod- 
ify the results of the computer models, but there are few 
forecasts that do not begin with numerical-model calcu- 
lations of pressure, temperature, wind, and humidity for 

some future time. 

The method is closely related to the synoptic approach 
(see above). Data are collected rapidly by a Global 
Telecommunications System for 0000 or 1200 GMT to 
specify the initial conditions. The model equations are 
then solved for various segments of the weather map— 

often a global map—to calculate how much it will change 
in a given time, say, 10 minutes. With such changes added 
to the initial conditions, a new map is generated (in the 
computer’s memory) valid for 0010 or 1210 GMT. This 
map is treated as a new set of initial conditions, probably 
not quite as accurate as the measurements for 0000 and 
1200 GMT but still very accurate. A new step is under- 
taken to generate a forecast for 0020 or 1220. This process 
is repeated step after step. In principle, the process could 
continue indefinitely. In practice, small errors creep into 
the calculations, and they accumulate. Eventually, the er- 
rors become so large by this cumulative process that there 
is no point in continuing. 
Global numerical forecasts are produced regularly (once 

or twice daily) at the ECMWF, the NMC, and the U.S. 
military facilities in Omaha, Neb., and Monterey, Calif., 
as well as in Tokyo, Moscow, and Melbourne. In addition, 
specialized numerical forecasts designed to predict more 
details of the weather are made for many smaller regions 
of the world by various national weather services, military 
organizations, and even a few private companies. Finally, 
research versions of numerical weather prediction models 
are constantly under review, development, and testing at 
NCAR and at the Goddard Space Flight Center in the 
United States and at universities in several nations. 
The capacity and complexity of numerical weather pre- 

diction models have increased dramatically since the mid- 
1940s when the earliest modeling work was done by the 
mathematician John von Neumann and the meteorolo- 
gist Jule Charney at the Institute for Advanced Study in 
Princeton, N.J. Because of their pioneering work and the 

discovery of important simplifying relationships by other 
scientists (notably Arnt Eliassen of Norway and Reginald 
Sutcliffe of Britain), a joint U.S. Weather Bureau, Navy, 
and Air Force numerical forecasting unit was formed in 
1954 in Washington, D.C. Referred to as JNWP, this unit 

was charged with producing operational numerical fore- 
casts on a daily basis. 
The era of numerical weather prediction thus really be- 

gan in the 1950s. As computing power grew, so did the 
complexity, speed, and capacity for detail of the models. 
And as new observations became available from such 
sources as Earth-orbiting satellites, radar systems, and 

drifting weather balloons, so too did methods sophisticated 
enough to ingest the data into the models as improved 
initial synoptic maps. 
Numerical forecasts have improved steadily over the 

years. The vast Global Weather Experiment, first con- 
ceived by Charney, was carried out by many nations in 
1979 under the leadership of the World Meteorological 
Organization to demonstrate what high-quality global ob- 
servations could do to improve forecasting by numerical 
prediction models. The results of that effort continue to 
effect further improvement. 
A relatively recent development has been the construc- 

tion of mesoscale numerical prediction models. The prefix 
meso- means “middle” and here refers to middle-sized 
features in the atmosphere, between large cyclonic storms 
and individual clouds. Fronts, clusters of thunderstorms, 

hurricane bands, and jet streams are mesoscale structures, 
and their evolution and behaviour are crucial forecasting 
problems that only recently have been dealt with in nu- 
merical prediction. Richard A. Anthes developed a widely 
used American research version, the NCAR/Penn State 

Mesoscale Model, which shows the potential for detailed 

predictions of the location and evolution of structures 
such as fronts, rainbands, and*ice storms. By the late 
1980s the national weather services of several countries 
were producing numerical forecasts of considerable detail 
by means of limited-area mesoscale models. 

Principles and methodology of weather 
forecasting 

SHORT-RANGE FORECASTING 

Objective predictions. When people wait under a shel- 
ter for a downpour to end, they are making a very-short- 
range weather forecast. They are assuming, based on past 
experience, that such hard rain usually does not last very 
long. In short-term predictions the challenge for the fore- 
caster is to improve on what the layperson can do. For 
years the type of situation represented in the above ex- 
ample proved particularly vexing for forecasters, but since 
the mid-1980s they have been developing a method called 
nowcasting to meet precisely this sort of challenge. In this 
method, radar and satellite observations of local atmo- 
spheric conditions are processed and displayed rapidly by 
computers to project weather several hours in advance. 
The U.S. National Oceanic and Atmospheric Administra- 
tion operates a facility known as PROFS (Program for 
Regional Observing and Forecasting Services) in Boulder, 
Colo., specially equipped for nowcasting. 
Meteorologists can make somewhat longer-term forecasts 

(those for six, 12, 24, or even 48 hour’) with consider- 

able skill because they are able to measure and predict 
atmospheric conditions for large areas by computer. Us- 
ing models that apply their accumulated expert knowl- 
edge quickly, accurately, and in a statistically valid form, 
meteorologists are now capable of making forecasts ob- 
jectively (see above). As a consequence, the same results 
are produced time after time from the same data inputs, 
with all analysis accomplished mathematically. Unlike the 
prognostications of the past made with subjective meth- 
ods, objective forecasts are consistent and can be studied, 
reevaluated, and improved. 
Another technique for objective short-range forecasting 

is called MOS (for Model Output Statistics). Conceived 
by Harry R. Glahn and D.A. Lowry of the U.S. National 
Weather Service, this method involves the use of data 
relating to past weather phenomena and developments to 
extrapolate the values of certain weather elements, usually 
for a specific location and time period. It overcomes the 
weaknesses of numerical models by developing statistical 
relations between model forecasts and observed weather. 
These relations are then used to translate the model fore- 
casts directly to specific weather forecasts. For example, a 
numerical model might not predict the occurrence of sur- 
face winds at all, and whatever winds it did predict might 
always be too strong. MOS relations can automatically 
correct for errors in wind speed and produce quite accu- 
rate forecasts of wind occurrence at a specific point, such 
as Heathrow Airport near London. As long as numerical 
weather prediction models are imperfect, there may be 
many uses for the MOS technique. 
Predictive skills and procedures. Short-range weather 

forecasts generally tend to lose accuracy as forecasters 
attempt to look farther ahead in time. Predictive skill is 
greatest for periods of about 12 hours and is still quite 
substantial for 48-hour predictions (Figure 66). An in- 
creasingly important group of short-range forecasts are 
economically motivated. Their reliability is determined in 
the marketplace by the economic gains they produce (or 
the losses they avert). 
Weather warnings are a special kind of short-range fore- 

cast; the protection of human life is the forecaster’s greatest 
challenge and source of pride. The first national weather 
forecasting service in the United States (the predecessor 
of the Weather Bureau) was in fact formed, in 1870, in 
response to the need for storm warnings on the Great 
Lakes. Increase Lapham of Milwaukee urged Congress to 
take action to reduce the loss of hundreds of lives incurred 
each year by Great Lakes shipping during the 1860s. The 
effectiveness of the warnings and other forecasts assured 
the future of the American public weather service. 
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Figure 66: Predictive skill of the European Centre for Medium 
Range Weather Forecasting (ECMWF) model, September 
1979-December 1984, shown in terms of the number of days 
into the forecast before accuracy is lost. 

From L.O. Bengtsson, 'Medium-Range Forecasting—The Experience at ECMWF," Bulletin of 
the American Meteorological Society (September 1985) 
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Weather warnings are issued by government and mil- 
itary organizations throughout the world for all kinds 
of threatening weather events: tropical storms variously 
called hurricanes, typhoons, or tropical cyclones, depend- 

ing on location (see above); great oceanic gales outside 
the tropics spanning hundreds of kilometres and at times 
packing winds comparable to those of tropical storms; 
and, on land, flash floods, high winds, fog, blizzards, ice, 
and snowstorms. 

A particular effort is made to warn of hail, lightning, and 
wind gusts associated with severe thunderstorms, some- 
times called severe local storms (SELS) or simply severe 
weather. Forecasts and warnings also are made for tor- 
nadoes, those intense, rotating windstorms that represent 
the most violent end of the weather scale (see above). 
Destruction of property and the risk of injury and death 
are extremely high in the path of a tornado, especially in 
the case of the largest systems (sometimes called maxi- 
tornadoes). 

Because tornadoes are so uniquely life-threatening and 
because they are so common in various regions of the 
United States, the National Weather Service operates a 

National Severe Storms Forecasting Center (NSSFC) in 
Kansas City, Mo., where SELS forecasters survey the at- 

mosphere for the conditions that can spawn tornadoes or 
severe thunderstorms. This group of SELS forecasters, as- 
sembled in 1952, monitors temperature and water vapour 
in an effort to identify the warm, moist regions where 
thunderstorms may form and studies maps of pressure 
and winds to find regions where the storms may orga- 
nize into mesoscale structures. The group also monitors 
jet streams and dry air aloft that can combine to distort 
ordinary thunderstorms into rare rotating ones with tilted 
chimneys of upward rushing air that, because of the tilt, 
are unimpeded by heavy falling rain. These high-speed 
updrafts can quickly transport vast quantities of moisture 
to the cold upper regions of the storms, thereby promot- 
ing the formation of large hailstones. The hail and rain 
drag down air from aloft to complete a circuit of violent, 
cooperating updrafts and downdrafts. 
By correctly anticipating such conditions, SELS forecast- 

ers are able to provide time for the mobilization of special 
observing networks and personnel. If the storms actually 
develop, specific warnings are issued based on direct ob- 
servations. This two-step process consists of the tornado 
or severe thunderstorm watch, which is the forecast pre- 
pared by the SELS forecaster, and the warning, which is 
usually released by a local observing facility. The watch 
may be issued when the skies are clear, and it usually 
covers a number of counties. It alerts the affected area to 
the threat but does not attempt to pinpoint which com- 
munities will be affected. 
By contrast, the warning is very specific to a locality 

and calls for immediate action. Radar of various types 
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can be used to detect the large hailstones, the heavy load 
of raindrops, the relatively clear region of rapid updraft, 
and even the rotation in a tornado. These indicators, or 
an actual sighting, often trigger the tornado warning. In 
effect, a warning is a specific statement that danger is im- 
minent, whereas a watch is a forecast that warnings may 
be necessary later in a given region. 

LONG-RANGE FORECASTING 

Techniques. Extended-range, or long-range, weather 
forecasting has had a different history and a different ap- 
proach from short- or medium-range forecasting. In most 
cases, it has not applied the synoptic method of going 
forward in time from a specific initial map. Instead, long- 
range forecasters have tended to use the climatological 
approach, often concerning themselves with the broad 
weather picture over a period of time rather than attempt- 
ing to forecast day-to-day details. 

There is good reason to believe that the limit of day- 
to-day forecasts based on the “initial map” approach is 
about two weeks. Most long-range forecasts thus attempt 
to predict the departures from normal conditions for a 
given month or season. Such departures are called anoma- 
lies. A forecast might state that “spring temperatures in 
Minneapolis have a 65 percent probability of being above 
normal.” It would likely be based on a forecast anomaly 
map such as that shown in Figure 67, which shows posi- 
tive temperature anomalies in the northern United States 
and negative anomalies to the south. No attempt is made 
to specify which spring days will be warmer than normal. 
Moreover, there is no implication that, even if the forecast 
is correct, no very cold weather will occur that spring. The 
only implication is that, when the season is over, in two 

From (top) Extended Forecast Group, U.S. National Weather Service, National Oceanic and 
Atmospheric Administration; (bottom) J. Namias, ‘'Remarks on the Potential for Long-Range 

Forecasting,’ Bulletin of the American Meteorological Society (February 1985) 
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Figure 67: (Top) U.S. National Weather Service forecast 
and (bottom) observed temperature anomaly pattern for the 
spring of 1983. 



518 Climate and Weather 

Extensive 

use of the 

analog 

method 

Schaefer— 
Langmuir 
experi- 
ments 

of the three years for which such a forecast is made, the 
season will have been warmer than usual. 
The U.S. Weather Bureau began making experimental 

long-range forecasts just before the beginning of World 
War II, and its successor, the National Weather Ser- 
vice, continues to express such predictions in probabilistic 

terms, making it clear that they are subject to uncertainty. 
Verification shows that forecasts of temperature anoma- 

lies are more reliable than those of precipitation, that 
monthly forecasts are better than seasonal ones, and that 
winter months are predicted somewhat more accurately 

than other seasons. 
Prior to the 1980s the technique commonly used in long- 

range forecasting relied heavily on the analog method, in 
which groups of weather situations (maps) from previous 
years were compared to those of the current year to deter- 

mine similarities with the atmosphere’s present patterns 

(or “habits”). An association was then made between what 

had happened subsequently in those “similar” years and 
what was going to happen in the current year. Most of 

the techniques were quite subjective, and there were often 
disagreements of interpretation and consequently uneven 
quality and marginal reliability. 
Persistence (warm summers follow warm springs).or anti- 

persistence (cold springs follow warm winters) also were 

used, even though, strictly speaking, most forecasters con- 
sider persistence forecasts “no-skill” forecasts. Yet, they 

too have had limited success. 
Prospects for new procedures. In the last quarter of the 

20th century the approach of and prospects for long-range 
weather forecasting have changed significantly. Stimulated 
by the work of Jerome Namias, who headed the U.S. 
Weather Bureau’s Long-Range Forecast Division for 30 
years, scientists began to look at ocean-surface tempera- 
ture anomalies as a potential cause for the temperature 
anomalies of the atmosphere in succeeding seasons and 

at distant locations. At the same time, other American 
meteorologists, most notably John M. Wallace, showed 
how certain repetitive patterns of atmospheric flow were 
related to each other in different parts of the world. With 
satellite-based observations available, investigators began 
to study the El Nino phenomenon (see above E/ Nino/ 

Southern Oscillation). Atmospheric scientists also revived 
the work of Gilbert Walker, an early 20th-century British 
climatologist who had studied the Southern Oscillation, 
the aforementioned up-and-down fluctuation of atmo- 
spheric pressure in the Southern Hemisphere. Walker had 
investigated related air circulations (later called the Walker 
Circulation) that resulted from abnormally high pressures 
in Australia and low pressures in Argentina or vice versa. 
All of this led to new knowledge about how the occur- 

rence of abnormally warm or cold ocean waters and of 
abnormally high or low atmospheric pressures could be 
interrelated in vast global connections. Knowledge about 
these links—El Nino/Southern Oscillation (ENSO)—and 

about the behaviour of parts of these vast systems en- 
ables forecasters to make better long-range predictions, at 
least in part, because the ENSO features change slowly 
and somewhat regularly. This approach of studying inter- 
connections between the atmosphere and the ocean may 
represent the beginning of a revolutionary stage in long- 
range forecasting. 
Since the mid-1980s, interest has grown in applying 

numerical weather prediction models to long-range fore- 
casting. In this case, the concern is not with the details 
of weather predicted 20 or 30 days in advance but rather 
with objectively predicted anomalies. The reliability of 
long-range forecasts, like that of short- and medium-range 
projections, has improved substantially. in recent years. 
Yet, many significant problems remain unsolved, posing 
interesting challenges for all those engaged in the field. 

(J.J.Ca.) 

SCIENTIFIC WEATHER MODIFICATION 

General considerations 

Humans have long sought to purposefully alter such at- 
mospheric phenomena as clouds, rain, snow, hail, light- 
ning, thunderstorms, tornadoes, hurricanes, and cyclones. 
The modern era of scientific weather modification began 
in 1946 with work by Vincent J. Schaefer and Irving 
Langmuir at the General Electric Research Laboratories 
in Schenectady, N.Y. Schaefer discovered that when Dry 
Ice pellets were dropped into a cloud composed of water 
droplets in a deep-freeze box, the droplets rapidly were 

replaced by ice crystals, which increased in size and then 
fell to the bottom of the box. 
The Schaefer-—Langmuir experiments in the laboratory 

and the atmosphere demonstrated that so-called super- 
cooled clouds—namely those composed of water droplets 
at temperatures below freezing—could be dissipated. When 
the supercooled clouds were seeded with grains of Dry 
Ice, ice crystals formed and grew large enough to fall out 
of the clouds. 
Certain substances other than Dry Ice can be used to seed 

clouds. For example, when silver iodide and lead iodide 
are burned, they create a smoke of tiny particles. These 
particles produce ice crystals in supercooled clouds below 
temperatures of about —5° C. Although many other mate- 
rials can cause ice crystals to form, the above-mentioned 
are the most widely used. For the most part, Dry Ice is 
dispersed from airplanes, but silver iodide nuclei may be 
generated on the ground and carried upward by air cur- 
rents, introduced from airplanes, or produced by pyrotech- 
nic devices such as rockets or exploding artillery shells. 
A wide variety of scientific tests and operational weather 

modification projects have been performed in many 
countries. The largest programs have been in the United 
States, the former Soviet Union, Australia, and France. 
Most weather modification programs in the United States 

have dealt with rain or snow. Although there is still con- 
siderable debate about the effectiveness of cloud seeding, 

the evidence indicates that under certain meteorological 
conditions, ice nuclei seeding may incréase precipitation 
by amounts ranging up to some tens of percent. In other 
circumstances decreases may occur, and, in still others, 
seeding has no effect. 
In Russia and various other former Soviet republics the 

major programs of weather modification were aimed at 
reducing the fall of damaging hail. Experimentation in 
this area was apparently successful. Procedures involved 
introducing ice nuclei into potential hail clouds by means 
of artillery or rockets. Attempts to modify hailstorms in 
other countries have had mixed success. 
A number of hurricanes have been seeded with ice nuclei 

by American scientists. Although results have been incon- 
clusive, some meteorologists believe it is possible to reduce 
hurricane intensities in some instances. Before asserting 
that hurricanes can be beneficially modified, however, 
more research 1s needed. Limited attempts to modify mid- 
latitude cyclones in the past have not been successful. In 
the case of tornadoes, knowledge of their dynamic struc- 
ture remains limited, and no attempts have been made to 
control them. 
There are many misunderstandings about the present 

status of weather modification. Present techniques are 
concerned mostly with the influence of existing cloud 
systems. There is no evidence and no reason for believ- 
ing, at this stage, that cloud seeding may cause or end 
droughts. Such dry periods result from peculiarities in the 
general circulation of the atmosphere that lead to sinking 
air and cloud-free skies in areas accustomed to precipita- 
tion. When there are no clouds present, there can be no 
cloud seeding. 
As meteorologists have developed schemes for changing 

the weather, the ecological, social, and legal problems 
have become more serious. Many U.S. states have laws 
governing weather modification activities. Lawsuits have 
been filed in which the parties have contested ownership 
of the clouds and the precipitation therein. 
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CLOUD SEEDING 

As previously discussed, clouds form when atmospheric 
moisture condenses on small particles in the atmosphere 
called condensation nuclei. Typically, a cloud is composed 
of tiny spheres of water that range in diameter from a few 
micrometres to a few tens of micrometres. The number of 
cloud droplets per cubic centimetre ranges from less than 
100 to more than 1,000; 200 droplets per cubic centimetre 
is approximately an average value. 
An important characteristic of a cloud is its temperature. 

When it is everywhere above 0° C, the cloud is said to 
be warm. Often, clouds develop at altitudes where tem- 

peratures are below 0° C, but the droplets do not freeze 
because of the purity of the water. Such clouds are said to 
be supercooled. In the atmosphere, supercooling to tem- 
peratures of —10° C or even —20° C is not unusual. The 
lower the temperature, the greater the likelihood that the 
droplets will intercept so-called ice nuclei, which cause 
them to freeze. At temperatures below about —40° C, vir- 
tually all clouds are composed of ice crystals. 

Many all-liquid clouds, whether warm or supercooled, 
are stable in the sense that the droplets are limited in size 
to a few tens of micrometres, and the clouds may last for 
some time without yielding rain or snow. 
Sometimes nature is deficient in ice nuclei, and as a 

result supercooled clouds may persist for many hours. 
When this is the case, the addition of ice nuclei can upset 

the cloud stability by causing ice crystals to form; these 
can then grow and result in precipitation. 
The introduction of any substance into clouds for the 

purpose of changing them is called cloud seeding. Warm 
clouds (above 0° C) have been seeded with materials such 
as sodium chloride or calcium chloride particles or by a 
water spray. The objective of these procedures is to pro- 
duce giant cloud droplets that will grow by coalescence, 
fall, and sweep out smaller cloud droplets. Fogs over air- 

ports have been seeded in order to reduce the density of 
the cloud and to improve the visibility and ceiling con- 
ditions. Warm convective clouds have been seeded in an 
effort to increase rainfall. 
Aircraft have been used to dispense a water spray or 

salt particles. In some cases, salt-water sprays have been 
dispersed. Unfortunately, such solutions tend to be corro- 
sive to aircraft surfaces and have to be handled carefully. 
In some programs sodium chloride particles in powdered 
form have been blown up from the ground. 
Most cloud-modification activities have been concerned 

with supercooled clouds and have involved seeding with 
ice nuclei. As noted above, the first substance found to be 
effective as a cloud-seeding agent was Dry Ice. Its temper- 
ature is so low (about —78° C) that it causes ice crystals to 
form spontaneously from water vapour. It has been esti- 
mated that a gram of Dry Ice will produce at least 3 X 10!° 
ice crystals. The most common procedure for seeding with 
Dry Ice is to fly over a cloud and disperse crushed pellets, 
less than a millimetre to a few millimetres in diameter, 

along the path of flight. A typical seeding rate might be 
several kilograms of Dry Ice per kilometre of flight. 
Dry Ice is no longer widely employed as a cloud-seeding 

agent because it suffers from the disadvantage of having 
to be delivered to the supercooled regions of the cloud 
and from the fact that, once a pellet of Dry Ice has 
evaporated, it can no longer affect the cloud. Supercooled 
clouds are now most commonly seeded with tiny particles 
of silver iodide. 
There are many techniques for seeding with silver iodide. 

All of them produce large numbers of minute particles 
that range in diameter from about 0.01 to 0.1 microme- 
tre. A common procedure is to dissolve silver iodide in a 
solution of sodium iodide in acetone. The concentration 
of silver iodide may range from | to 10 percent. When 
the solution is burned in a well-ventilated chamber at a 
temperature of about 1,100° C, a very large number of ice 
nuclei are produced. The concentration increases rapidly 
as the temperature decreases. A typical quantity at —10° C 
is 103 ice nuclei per gram of silver iodide. Exposure to 
ultraviolet.light causes rapid deactivation of the silver io- 
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dide nuclei. The concentrations of nuclei may decrease by 
perhaps a factor of 10 for each hour of exposure. 

In the United States, France, Switzerland, and Argentina, 
a great deal of the silver iodide seeding has been done 
by means of ground generators. When this is the case, 
air currents are expected to transport the nuclei into the 
supercooled parts of the cloud. 

Experimenters in the United States, Australia, Israel, and 
other countries have used airplanes for dispersing silver 
iodide particles. For the most part, silver iodide in acetone 
has been burned in generators suspended from the wings 
of one or more airplanes. In some tests pyrotechnical de- 

vices have been employed for this purpose. When they are 
dropped from above into clouds, a solid mixture of silver 
iodide and an inflammable substance is ignited. 
Soviet experimenters relied on rockets fired from the 

ground. This procedure was first employed in Italy, but 
the Soviets refined it by employing a superior rocket in 
which the pyrotechnic mixture could be ignited anywhere 
along the path of flight. Also in the Soviet experiments a 
great deal of ice-nuclei seeding was done by means of 70- 
millimetre artillery guns that fired projectiles containing 
100 to 200 grams of lead iodide or silver iodide. At a pre- 
determined position the projectile exploded and dispersed 
the ice nuclei. 
Various other schemes for seeding clouds have been 

employed. One that is used at Orly Airport in France 
involves tanks of propane (see below). When propane gas 
is released, it expands and cools the air, and, as a result, 

ice crystals are produced. Some tests have been made of 
this procedure in the United States. 
Most cloud-modification work has been concerned with 

changing the size of cloud particles or the buoyancy of 
the cloud air. A number of scientists have been interested 
in developing procedures for changing the electrical struc- 
ture of clouds. One practica! goal has been the reduction 
of the number of forest fires caused by lightning. Small 
clouds have been modified electrically by releasing large 
quantities of ions from a long piece of wire mounted 
near the ground. 

Attempts to change the electrical nature of large thun- 
derstorms have involved seeding with ice nuclei and, in 
another set of experiments, with large numbers of short 
metal strips. The object has been to prevent the electrical 
charge of clouds from becoming so concentrated that a 
lightning stroke would occur. 

FOG DISSIPATION 

In order for aircraft to take off and land, it is necessary 
that the ceiling (the height of the cloud base above the 
ground) and visibility be above certain minimum values. 
It has been estimated that, in the United States alone, 
airport shutdowns by fog were costing the airlines many 
millions of dollars annually. The vital effect of low ceilings 
and visibilities on military aircraft operation was forcefully 
emphasized during World War II when Allied aircraft flew 
out of foggy England. 
During the late 1930s attempts were made to dissipate 

fogs by seeding them with salt particles, in particular 
calcium chloride. Some success was experienced, but this 
technique did not appear to be practical. During the mid- 
1940s large quantities of heat were used to clear airport 
runways. The scheme called FIDO (Fog Investigation Dis- 
persal Operations) employed kerosene burners along the 
runways. The heat they released decreased the relative 
humidity of the air and caused droplet evaporation and 
a sufficient improvement in ceiling and visibility to allow 
aircraft to land or take off. 
The dissipation of supercooled fogs by means of ice 

nuclei has been going on for many years. Tables have 
been prepared that specify the quantities of Dry Ice to 
be dispersed, depending on such factors as wind speed, 
cloud thickness, and temperature. A typical seeding rate 
might be about two kilograms per kilometre of flight. 
Special equipment has been developed for the purpose of 
dispensing Dry Ice flakes or pellets from an airplane or 
from the ground. 
A network of propane gas sprayers and associated tanks 

of liquid propane are installed around the periphery of 
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Orly Airport. The particular sprayers to be activated on 

any foggy occasion are determined automatically by a 
computer that is fed meteorological data on visibility, 
temperature, and wind velocity. 
Investigations have been made of the value of acoustical 

techniques for clearing fogs. Such schemes work well in 
a cloud chamber where standing sound waves can be set 
up, but there is no evidence that reasonable sound sources 

can effectively change the characteristics of fogs in the free 
atmosphere. 

PRECIPITATION MODIFICATION 

Shortly after Schaefer’s proof that Dry Ice seeding could 
modify supercooled stratus clouds, there were many proj- 
ects aimed at increasing rain or snow by economically 
important amounts. The first cloud-seeding tests demon- 
strated that, in the course of dissipating stratiform clouds, 
some small amounts of snow fell that would not have 
fallen had there been no seeding. Certain meteorologists 
hypothesized that by seeding thick clouds it should be 
possible to cause substantial increases of rain or snow. 
Unfortunately, from the point of view of designing a sci- 
entific experiment that would put this hypothesis to the 
test, the thicker the cloud, the better the chance of natu- 
ral precipitation. Cloud thickness alone does not allow a 
unique specification of the quantity of rain or snow. Other 
factors such as the strength and persistence of the cloud 
updraft, cloud-top temperature, the horizontal dimensions 
of the cloud, and its microphysical properties influence 
the amount of precipitation. 
The complex nature of clouds has so far thwarted at- 

tempts to develop quantitative forecasts of rainfall of 
sufficient accuracy to be used to evaluate a cloud-seeding 
scheme. Also, as is well known, precipitation is highly 
variable in space and time. As a result, it is not possible, 
on the basis of a physical theory, to answer satisfactorily 
the question, “How much rain or snow would have fallen 
if there had been no cloud seeding?” 
The most reliable evidence concerning the effects of 

cloud seeding has come from programs in which statistical 
techniques were employed to design experiments and test 
hypotheses dealing with the effectiveness of any particu- 
lar cloud-seeding scheme. Many experimental designs and 

evaluating procedures have been used since the late 1940s. 
There have been many disagreements among scientists 
and statisticians about the interpretation of programs that 
have been conducted in the past. 

A question of fundamental importance has been raised 
about the scientific value of precipitation-augmentation 
projects conducted by private or commercial interests. 
Such operations usually have been based on the assump- 
tion that seeding would increase precipitation. They have 
not been conducted as experiments designed to test whether 
or not such would be the result. Certain prominent statis- 
ticians have taken the position that because these projects 
have not purposefully incorporated “randomized” or other 
control procedures to reduce the effects of bias by the op- 
erators, the data they have yielded cannot be used to test 

the efficacy of cloud seeding. On these grounds, in 1957 
optimistic conclusions by the U.S. Advisory Committee 
on Weather Control on the effectiveness of cloud seeding 
were rejected by various statisticians. The final report of 
the committee concluded that precipitation from winter 
supercooled clouds over the mountainous western United 
States was increased by some 10 to 15 percent as a result 
of silver iodide seeding. In 1966 a special panel of the Na- 
tional Academy of Sciences, again employing data mostly 
derived from private or commercial operators, arrived at 
almost the same conclusion. 
The most recent evidence indicates that sometimes ice- 

nuclei seeding may increase precipitation from certain 
supercooled clouds by some tens of percent. In other cir- 
cumstances the seeding may lead to decreases of about the 
same magnitude. In still other meteorological situations 
seeding is ineffective. With a few exceptions it still is not 
possible to specify the conditions under which positive or 
negative effects would be expected to occur. It appears 
that in certain types of supercooled clouds the tempera- 
ture at the upper boundary of the cloud is an important 

but not sole indicator of the most likely effects of ice- 
nuclei seeding. ; 
Since the late 1960s, increasing effort has been made to 

develop mathematical models of clouds and cloud systems. 
Once an accurate model exists, it is possible to calculate 
the expected results of ice-nuclei seeding by means of a 
computer. This approach was employed by Joanne Simp- 
son of the Environmental Science Services Administration 
and others to test the effects of heavy doses of silver iodide 
on cumulonimbus clouds. She found that the effects of 
ice nuclei on large convective clouds conformed closely 
with theoretical predictions. Certain specified clouds were 
caused to grow and to produce more rain than they would 
have if they had not been seeded (Figure 68). 
An important but still unresolved question deals with 

effects of cloud seeding on precipitation downwind from 
the target area. For the most part studies have shown 
excesses of precipitation, but there still exists the possibil- 
ity of decreases not only far downwind but in all other 
directions as well. 
A number of tests have been made to stimulate rainfall 

from warm cumulus clouds by seeding them with sodium 
chloride particles. Experiments in India and certain other 
countries were reported to have increased the amount of 
rainfall successfully. 

MODIFICATION OF OTHER WEATHER PHENOMENA 

Electricity in clouds. Various schemes have been em- 
ployed to modify the electrical nature of clouds and 
the occurrence of cloud-to-ground lightning. Research has 
shown that by releasing large quantities of ions near the 
ground, it is possible to influence the electric properties of 
small cumulus clouds. This does not mean, however, that 

large clouds could be influenced in this manner. 
There is no convincing evidence supporting the assertion 

that the release of electrically charged particles will influ- 
ence the precipitation from fogs or clouds. 
An extensive program dealing with the modification of 

lightning storms has been conducted by the U.S. Forest 
Service. Potential lightning storms were seeded heavily 
with silver iodide nuclei. The lightning characteristics of 
some traveling thunderstorms apparently were changed, 
but it still was not demonstrated conclusively that cloud- 
to-ground lightning can be reduced. 

By courtesy of Joanne Simpson, Experimental Meteorology Laboratory, NOAA 
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Figure 68: Cloud seeding with silver iodide. 
(Top left) The cloud at the time of seeding. (Top right and 

bottom) The cloud at nine, 19, and 36 minutes after seeding. 

Hail suppression. In many areas of the world hail does 
enormous destruction to agriculture, particularly fruit or- 
chards and grain fields. There have been cloud-seeding 
projects aimed at reducing hail damage. Some operations 
have attempted to put so many nuclei into the supercooled 
parts of cumulonimbus that they would be almost totally 
converted to ice crystals. Such a procedure, called over- 
seeding, is not considered practical because of the large 
quantities of material needed to seed the clouds over an 
area great enough to have an appreciable effect. 
Most hail-suppression attempts have been based on the 
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concept that damage will be reduced if the hailstone sizes 
are reduced. This does not require overseeding. Consider, 
for example, an unseeded cloud that produces one hail- 

stone having a two-centimetre diameter in each cubic 
metre of air. If ice-nuclei seeding could cause 100 uniform 
hailstones in the same volume from the same available 
quantity of supercooled water, their diameters would be 
about 0.4 centimetre. The small stones would melt as they 
fell through the layer of warm air below the freezing level. 
Even if they did not melt completely to form rain, by the 
time the hailstones reached the ground they would be too 
small to do any serious damage. 
Silver iodide seeding of potential hailstorms has been 

carried out in many countries. Most of the ice nuclei have 
been dispersed from ground-based or aircraft-mounted 
generators. In Switzerland it appeared that there may have 
been more hail produced by seeding. In Argentina the 
results seemed to depend on the type of weather situation. 
In the United States varying results have been reported. 
Soviet experimenters injected ice nuclei directly into the 

supercooled parts of clouds by means of rockets or ar- 
tillery. In the latter technique a projectile explodes and 
disperses the nuclei. The rockets carry a cylinder of a 
pyrotechnic substance impregnated with silver iodide or 
lead iodide. It passes through the cloud while burning for 
a period of 45 seconds. Spectacular success in hail reduc- 
tion was reported by Soviet scientists. The benefit-to-cost 
ratios cited ranged from 4 to | up to 17 to 1. There have 
been no independent tests of these procedures, and as a 
result many other atmospheric scientists have hesitated to 
accept the claims of success at face value. 
Severe storms. Hurricanes can cause widespread de- 

struction and human misery. An average hurricane has 
tremendous energy. In one day the energy released is 
about 1.6 X 10! kilowatt-hours, or at least 8,000 times 
more than the electrical power generated each day in the 
United States. This quantity is equivalent to a daily explo- 
sion of 500,000 atomic bombs of the 20-kiloton Nagasaki 
variety. These numbers should make it clear that it would 
be impractical to attempt to modify hurricanes by a brute 
force approach. It is necessary to find a means whereby a 
small input of energy may upset a natural instability and 
lead to large results. Ice-nuclei seeding is the one such 
approach now under investigation. 
The first hurricane-seeding test was carried out in 1947 

by Irving Langmuir and his colleagues, who distributed 
about 91 kilograms of crushed Dry Ice in a storm. They 
apparently were convinced that the seeding caused a 
change in the track followed by the storm. 
On Aug. 18 and 20, 1969, Hurricane Debbie was seeded 

as a part of Project Stormfury, a series of hurricane- 
modification experiments conducted by the Environmen- 
tal Science Services Administration and the U.S. Navy. 
Heavy doses of silver iodide were dropped into the hur- 
ricane clouds from airplanes. The maximum measured 
wind speeds in the hurricane decreased by 31 and 15 
percent on the two seeded days. On August 19, the day 
between the two flights, the storm reportedly reintensified. 
The results of this experiment were in the direction 

predicted by a mathematical model of a hypothetical hur- 
ricane. Because the measured winds in two hurricanes 
seeded in earlier years also decreased, Project Stormfury 
scientists were optimistic that hurricanes could be modi- 
fied beneficially, but many more experiments are needed 
before attempting the seeding of hurricanes close to land. 
The violent nature of tornadoes would appear to dictate 

substantial programs of research to increase our under- 
standing and control of these storms. In fact, very little 
scientific attention has been devoted to attempts to mod- 
ify tornadoes. It has been speculated that they might be 
influenced by firing rockets into them and distributing 
materials to modify their temperature structure or electri- 
cal properties. Unfortunately, so little is known about the 
tornadoes that few scientists have confidence that such 
schemes would be effective. 

CHANGES IN THE RADIATION BALANCE NEAR THE GROUND 

When air moves against a mountain slope, it is forced 

to rise, and as a result clouds and precipitation often are 
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produced. Air moving over heated islands in the tropical 
oceans acts in a similar fashion even when the terrain is 
flat. The ground and the air over it warm up more than 
does the adjacent water. A rising convection current devel- 
ops over the island. The result is that air moving over the 
island rises in a manner similar to that over a mountain. 
This is known as the “thermal mountain effect.” 
Scientists of the Esso Research and Engineering Com- 

pany proposed that by covering large areas with asphalt 
it might be possible, over land, to simulate the results 
observed over tropical islands. The black asphalt would 
become hotter than surrounding lighter soil. It has been 
speculated that this would lead to convective currents, a 
thermal mountain, and more precipitation. 

It has been proposed that cloud seeding be used to open 
large holes (about 100 kilometres in diameter) in super- 
cooled layer clouds in order to change the radiation bal- 
ance of a region. Clouds reflect perhaps 70 percent of the 
Sun’s rays, while the ground reflects about 20 percent. If a 
deck of supercooled cloud could be dissipated during the 
daytime, there would be more solar energy absorbed, local 
warming, and possibly changes in atmospheric motions 
and behaviour. If large areas of clouds were dissipated 
at night, there would be excessive outgoing radiation and 
cooling. The effects of the resultant temperature drop over 
a large area still have not been evaluated thoroughly. 

(L.J.B./Ed.) 
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The Science and Wonders of the Atmosphere (1980). G.w. PAL- 
TRIDGE and C.M.R. PLATT, Radiative Processes in Meteorology 
and Climatology (1976), provides more advanced treatment. 

(Ro.D.) 

Atmospheric humidity and precipitation: Discussions of wa- 
ter vapour in the atmosphere and global water budgets are 
found in NEIL WELLS, The Atmosphere and Ocean: A Physical 
Introduction (1986); and F.H. LUDLAM, Clouds and Storms: The 
Behavior and Effect of Water in the Atmosphere (1980). Forms 
of precipitation are surveyed in B.J. MASON, Clouds, Rain and 
Rainmaking, 2nd ed. (1975); w.£. KNOWLES MIDDLETON, A 
History of the Theories of Rain and Other Forms of Precipita- 
tion (1965); and D.M. GRAY and D.H. MALE (eds.), Handbook 
of Snow: Principles, Processes, Management & Use (1981). B.3. 
MASON, The Physics of Clouds, 2nd ed. (1971), is an authorita- 
tive text. See also the cloud atlas by RICHARD SCORER, Clouds 
of the World: A Complete Color Encyclopedia (1972). (Ed.) 

Atmospheric pressure and wind: General textbooks with ef- 
fective discussions of wind and pressure are FREDERICK K. 
LUTGENS and EDWARD J. TARBUCK, The Atmosphere: An In- 
troduction to Meteorology, 3rd ed. (1986); Cc. DONALD AHRENS, 
Meteorology Today: An Introduction to Weather, Climate, and 
the Environment, 2nd ed. (1985); LouIs J. BATTAN, Funda- 
mentals of Meteorology, 2nd ed. (1984); and STANLEY DAVID 
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GEDZELMAN, The Science and Wonders of the Atmosphere 
(1980). More sophisticated treatment of the wind/pressure re- 
lationship is provided by JOHN A. DUTTON, The Ceaseless 
Wind; An Introduction to the Theory of Atmospheric Motion, 
enl. ed. (1986); JAMES R. HOLTON, An Introduction to Dynamic 
Meteorology, 2nd ed. (1979); JOHN M. WALLACE and PETER V. 
HOBBS, Atmospheric Science: An Introductory Survey (1977); 
HORACE R. BYERS, General Meteorology, 4th ed. (1974); and E. 
PALMEN and C.W. NEWTON, Atmospheric Circulation Systems: 
Their Structure and Physical Interpretation (1969). (Parisy) 

Major forms of weather disturbances: JOE R. EAGLEMAN, Se- 
vere and Unusual Weather (1983), presents an overview of 

storms. Types of storms, their attendant phenomena, and their 
effects are treated in EDWIN KESSLER (ed.), Thunderstorms—A 
Social, Scientific, & Technological Documentary, 3 vol. (1981- 
82), including studies of tornadoes; R.H. GOLDE (ed.), Light- 
ning, 2 vol. (1977); MARTIN A. UMAN, Lightning (1969, reissued 
1984), a fundamental work; NARAYAN R. GOKHALE, Hailstorms 
and Hailstone Growth (1975); RICHARD A. ANTHES, Tropical 
Cyclones: Their Evolution, Structure and Effects (1982), ROBERT 
H. SIMPSON and HERBERT RIEHL, The Hurricane and Its Impact 
(1981); and SNOWDEN D. FLORA, Tornadoes of the United States, 
2nd ed, (1954), a standard work. (L.J.B./N.R.W./Ed.) 

Climatic variations and changes: Overviews are given by 
M.I. BUDYKO, The Earth’s Climate, Past and Future (1982; 
originally published in Russian, 1980), a masterly account by 
the founder of contemporary climatology; H.H. LAMB, Climate, 
History, and the Modern World (1982); T.M.L. WIGLEY, M.J. 
INGRAM, and G. FARMER, Climate and History: Studies in Past 
Climates and Their Impact on Man (1981); and MICHAEL R. 
RAMPINO et al., Climate, History, Periodicity, and Predictability 
(1987), on the relationship between climate cycles and their 
causes, with an extensive bibliography. A.B. PITTOCK ef al. 
(eds.), Climatic Change and Variability: A Southern Perspective 
(1978), offers an excellent antipodean analysis. EMMANUEL LE 
ROY LADURIE, Times of Feast, Times of Famine: A History of 
Climate Since the Year 1000 (1971, reissued 1988; originally 
published in French, 1967), is an interdisciplinary study us- 
ing many data sources to document climatic variations. R.s. 
BRADLEY, Quaternary Paleoclimatology: Methods of Paleocli- 
matic Reconstruction (1985), summarizes research techniques. 

(F.K.H.) 

Climatic classification: _ Useful introductory discussions can 
be found in ARTHUR N. STRAHLER and ALAN H. STRAHLER, Mod- 
ern Physical Geography, 3rd ed. (1987); and HERMANN FLOHN, 
Climate and Weather (1969; originally published in German, 
1968). More advanced treatment is provided by A. HENDERSON- 
SELLERS and P.J. ROBINSON, Contemporary Climatology (1986), 
JOHN G. LOCKWOOD, World Climatic Systems (1985); ROGER G. 
BARRY and RICHARD J. CHORLEY, Atmosphere, Weather, and 
Climate, 4th ed. (1982); B.w. ATKINSON, Dynamical Meteorol- 
ogy: An Introductory Selection (1981); and R.G. BARRY and 
A.H. PERRY, Synoptic Climatology: Methods and Applications 
(1973). Specific treatment of the topic is given by JOHN E. 
OLIVER and L. WILSON, “Climatic Classification,” in JOHN E. 
OLIVER and RHODES W. FAIRBRIDGE (eds.), The Encyclopedia of 
Climatology (1987), pp. 221-237; and JOHN E. OLIVER, Climate 
and Man’s Environment: An Introduction to Applied Climatol- 
ogy (1973). The global distribution of major climate types is 
the subject of GLENN T. TREWARTHA and LYLE H. HORN, An 
Introduction to Climate, 5th ed. (1980); JOHN F. GRIFFITHS and 
DENNIS M. DRISCOLL, Survey of Climatology (1982); HOWARD 
J. CRITCHFIELD, General Climatology, 4th ed. (1983); JOHN G. 
Lockwoop, World Climatology; An Environmental Approach 
(1974); s. NIEUWOLT, Tropical Climatology: An Introduction 
to the Climates of the Low Latitudes (1977); and HERBERT 
RIEHL, Climate and Weather in the Tropics (1979). Particular 
regions are examined in H.E. LANDSBERG (ed.), World Survey 
of Climatology (1969- )—15 vol. have appeared to 1987: and 
GLENN T. TREWARTHA, The Earth’s Problem Climates, 2nd ed. 
(1981). Climatic data are covered in HOWARD J. CRITCHFIELD, 
“Climatic Data, Sources of,” in OLIVER and FAIRBRIDGE (op. 
cit.), pp. 272-276. Discussion of meso- and microclimates are 
found in T.R. OKE, Boundary Layer Climates (1978); RUDOLF 
GEIGER, The Climate near the Ground (1965; originally pub- 
lished in German, 1961); MASATOSHI M. YOSHINO, Climate in a 
Small Area: An Introduction to Local Meteorology (1975); and 
HELMUT E. LANDSBERG, The Urban Climate (1981). (A.J.A.) 

Climate and life: Comprehensive introductions include 
STEPHEN H. SCHNEIDER and RANDI LONDER, The Coevolution of 
Climate and Life (1984); and JAMES LOVELOCK, The Ages of 
Gaia: A Biography of Our Living Earth (1988), a restatement 
of a controversial view of interactions between the living and 
inorganic parts of Earth. Causes of climatic change are ex- 
plained in detail in B. BOLIN and R.B. CooK (ed.), The Major 
Biogeochemical Cycles and Their Interactions (1983); B. BOLIN 
et al., The Greenhouse Effect, Climatic Change, and Ecosystems 
(1986); NORMAN MYERS, Conversion of Tropical Moist Forests 

(1980), a clearly argued but controversial account; and ROBERT 
E. DICKINSON (ed.), The Geophystology of Amazonia: Vegeta- 
tion and Climate Interactions (1987). The impact of climate on 
human life is treated in MICHAEL GLANTZ, RICHARD KATZ, and 
MARIA KRENZ (eds.), The Societal Impacts Associated with the 
1982-83 Worldwide Climate Anomalies (1987), a report on the 
effects of the 1982-83 El Nifio/Southern Oscillation, published 
by the National Center for Atmospheric Research; WILFRID 
BACH, JURGEN PANKRATH, and STEPHEN H. SCHNEIDER (eds.), 

Food-Climate Interactions (1981); ROBERT W. KATES, JESSE H. 
AUSUBEL, and MIMI BERBERIAN, Climate Impact Assessment: 
Studies of the Interaction of Climate and Society (1985); and 
WILLIAM W. KELLOGG and ROBERT SCHWARE, Climate Change 
and Society: Consequences of Increasing Atmospheric Carbon 
Dioxide (1981). The impact of human activities on the cli- 
mate is presented in WILLIAM C. CLARK and R.E. MUNN (eds.), 
Sustainable Development of the Biosphere (1986); MICHAEL C. 
MaCCRACKEN and FREDERICK M. LUTHER (eds.), Projecting the 

Climatic Effects of Increasing Carbon Dioxide (1985); NATIONAL 
RESEARCH COUNCIL (U.S.), CARBON DIOXIDE ASSESSMENT COM- 
MITTEE, Changing Climate (1983); and P.s. LIss and A.J. CRANE, 
Man-Made Carbon Dioxide and Climatic Change: A Review 
of Scientific Problems (1983). Climate model predictions are 
explored in STEPHEN H. SCHNEIDER, “Climate Modeling,” Sci- 
entific American, 256(5):72-80 (May 1987); and A. BERGER ef 
al., Milankovitch and Climate: Understanding the Response to 
Astronomical Forcing, 2 vol. (1984). (S.H.S./A.B.Ri.) 
Meteorological measurement and weather forecasting: RICHARD 

A. ANTHES ef al., The Atmosphere, 3rd ed. (1981), contains 
general discussions. The history of weather forecasting is re- 
counted in GISELA KUTZBACH, The Thermal Theory of Cyclones: 
A History of Meteorological Thought in the Nineteenth Century 
(1979); A. KH. KHRGIAN, Meteorology: A Historical Survey, 2nd 
ed. rev. (1970; originally published in Russian, 2nd ed. rev., 
1959); PATRICK HUGHES, “American Weather Services,” Weath- 
erwise, 33(3):100-111 (June 1980); and FREDERICK G. SHUMAN, 
“Numerical Weather Prediction,” Bulletin of the American Me- 
teorological Society, 59(1):5-17 (January 1978). Instruments 
used in weather analysis are examined in the classic texts by 
W.E. KNOWLES MIDDLETON and ATHELSTAN F. SPILHAUS, Meteo- 
rological Instruments, 3rd ed. rev. (1953, reprinted 1960); and 
W.E. KNOWLES MIDDLETON, History of the Barometer (1964), A 
History of the Thermometer and Its Uses in Meteorology (1966), 
and Invention of the Meteorological Instruments (1969); as well 
as in LEO J. FRITSCHEN and LLOYD w. GAY, Environmental In- 
strumentation (1979), with coverage limited to measurements 
at the Earth’s surface; STUART G. BIGLER, “Radar: A Short 
History,” Weatherwise, 34(4):158-163 (August 1981); Louis 5. 
BATTAN, Radar Observation of the Atmosphere, rev. ed. (1973); 
R.S. SCORER, Cloud Investigation by Satellite (1986); VINCENT 
J. OLIVER, “A Primer: Using Satellites to Study the Weather,” 
Weatherwise, 34(4):164-170 (August 1981); ERIC C. BARRETT 
and DAVID Ww. MARTIN, The Use of Satellite Data in Rainfall 
Monitoring (1981); and ERIC C. BARRETT, Climatology from 
Satellites (1974). A good overview of forecasting is found in 
LANCE F. BOSART, “Weather Forecasting,” ch. 4 in DAVID D. 
HOUGHTON (ed.), Handbook of Applied Meteorology (1985), pp. 
205-279. Methods and problems of forecasting are presented in 
JAROMIR NEMEC, Hydrological Forecasting: Design and Opera- 
tion of Hydrological Forecasting Systems (1986); D.M. BURRIDGE 
and E. KALLEN (eds.), Problems and Prospects in Long and 
Medium Range Weather Forecasting (1984); K.A. BROWNING 
(ed.), Nowcasting (1982); and three articles from Bulletin of the 
American Meteorological Society: DONALD L. GILMAN, “Long- 
Range Forecasting: The Present and the Future,” 66(2):159-164 
(February 1985); JEROME NAMIAS, “Remarks on the Potential 
for Long-Range Forecasting,” 66(2):165-173 (February 1985); 
and L. BENGTSSON, “Medium-Range Forecasting—The Experi- 
ence at ECMWF,” 66(9):1133-46 (September 1985).  (J.J.Ca.) 
Scientific weather modification: NATIONAL RESEARCH COUN- 

CIL (U.S.) COMMITTEE ON ATMOSPHERIC SCIENCES, Weather and 
Climate Modification: Problems and Prospects, 2 vol. (1966), an 
authoritative survey, supplemented by Weather and Climate 
Modification: Problems and Progress (1973); GEORG BREUER, 
Weather Modification: Prospects and Problems (1979; originally 
published in German, 1976), a nontechnical examination of the , 
subject; W.R.D. SEWELL et al., Modifying the Weather: A Social 
Assessment (1973), a collection of symposium papers; WILLIAM 
A. THOMAS (ed.), Legal and Scientific Uncertainties of Weather 
Modification (1977); ROBERT G. FLEAGLE et al, Weather Mod- 
ification in the Public Interest (1974), a review of weather 
modification research and activities and related public policy 
issues; G. BRANT FOOTE and CHARLES A. KNIGHT (eds.), Hail: A 
Review of Hail Science and Hail Suppression (1977); ARNETT 
S. DENNIS, Weather Modification by Cloud Seeding (1980); and 
W.N. HESS (ed.), Weather and Climate Modification (1974), a 
comprehensive account of all aspects of weather modification. 
Appropriate articles can be found in The Journal of Weather 
Modification (annual). (L.J.B./Ed.) 



Medusae 
and polyps 

Cnidarians 
he phylum Cnidaria (cnidarians) comprises a di- 
verse group of aquatic animals. The phylum is 
made up of four classes: Hydrozoa (hydrozoans); 

Scyphozoa (scyphozoans); Anthozoa (anthozoans); and 
Cubozoa (cubozoans). The nearly 9,000 species share sev- 
eral attributes, supporting the theory that they had a 
single origin. Variety and symmetry of body forms, varied 
coloration, and the sometimes complex life histories of 
cnidarians fascinate layperson and scientist alike. Inhabit- 
ing all marine and some freshwater environments, these 
animals are most abundant and diverse in tropical waters. 
Their calcareous skeletons form the frameworks of the 
reefs and atolls in most tropical seas, including the Great 
Barrier Reef that extends more than 2,000 kilometres 
along the northeastern coast of Australia. 

Cnidarians 

Only cnidarians manufacture microscopic intracellular 
stinging capsules, known as nematocysts or cnidae, which 
give the phylum its name. An alternative name for the 
phylum is Coelenterata, which refers to their simple orga- 
nization around a central body cavity (the coelenteron). 
As first defined, Coelenterata included not only the ani- 
mals now designated cnidarians but also sponges (phylum 
Porifera) and comb jellies (phylum Ctenophora). In con- 
temporary usage, “coelenterate” generally refers only to 

cnidarians, but the latter term is used in order to avoid 
ambiguity. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, especially section 313. 
This article is divided into the following sections: 

General features 523 
Size range and diversity of structure 523 
Distribution and abundance 523 
Importance 524 

Natural history 524 
Reproduction and life cycles 524 
Ecology and habitats 525 
Locomotion 525 
Food and feeding 525 
Associations 525 

Form and function 526 

GENERAL FEATURES 

Size range and diversity of structure. Cnidarians are 
considered primitive because they are radially symmetri- 
cal (i.e., similar parts are arranged symmetrically around 
a central axis), they lack cephalization (concentration of 
sensory organs in a head), their bodies have two cell layers 
rather than the three of so-called higher animals, and the 
saclike coelenteron has one opening (the mouth). They are 
the most primitive of animals whose cells are organized 
into distinct tissues, but they lack organs. Cnidarians have 
two body forms—polyp and medusa (Figures | and 2). 
The body of a medusa, commonly called a jellyfish, 

usually has the shape of a bell or an umbrella, with 

tentacles hanging downward at the margin. The tubelike 
manubrium hangs from the centre of the bell, connect- 

ing the mouth at the lower end of the manubrium to 
the coelenteron within the bell. Most medusae are slow- 
swimming, planktonic animals. In a polyp, the mouth 
and surrounding tentacles face upward, and the cylindrical 
body is generally attached by its opposite end to a firm 
substratum. The mouth is at the end of a manubrium 
in many hydrozoan polyps. Anthozoan polyps have an 
internal pharynx, or stomodaeum, connecting the mouth 
to the coelenteron. 
Most species of cubozoans, hydrozoans, and scyphozoans 

alternate in their life cycles between medusoid and polyp- 
oid body forms, with medusae giving rise sexually to lar- 
vae that metamorphose into polyps, while polyps produce 
medusae asexually. Anthozoans are polypoid cnidarians 
and do not have a medusa stage. Commonly polyps, and 
in some species medusae too, can produce more of their 
own kind asexually. 
One body form may be more conspicuous than the other. 

For example, scyphozoans are commonly known as true 
jellyfishes, for the medusa form is larger and better known 
than the polyp form. In hydrozoans, the polyp phase is 
more conspicuous than the medusa phase in groups such 
as hydroids and hydrocorals. Hydromedusae are smaller 
and more delicate than scyphomedusae or cubomedusae, 
and may be completely absent from the life cycle of some 
hydrozoan species. Cubozoans have medusae commonly 
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Annotated classification 527 
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Bibliography 528 
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known as box jellyfish, from their shape. Some of these 
are responsible for human fatalities, mostly in tropical 
Australia and Southeast Asia, and include the so-called 
sea wasps. The polyp is tiny and inconspicuous. 
Many cnidarian polyps are individually no more than 

a millimetre or so across. Polyps of most hydroids, hy- 
drocorals, and soft and hard corals, however, proliferate 
asexually into colonies, which can attain much greater size 
and longevity than their component polyps. Certain trop- 
ical sea anemones may be a metre in diameter, and some 
temperate ones are nearly that tall. Anthozoans are long- 
lived, both individually and as colonies; the life span of 
both large and small sea anemones has been estimated on 
the order of centuries. All medusae and sea anemones oc- 
cur only as solitary individuals. Scyphomedusae can weigh 
more than a ton, whereas hydromedusae are, at most, a 
few centimetres across. Tentacles of medusae, however, 
may be numerous and extensible, which allows the ani- 
mals to influence a considerably greater range than their 
body size might suggest. Large populations of hydroids 
can build up on docks, boats, and rocks. Similarly, some 
medusae attain remarkable densities—up to thousands per 
litre of water—but only for relatively brief periods. 
Distribution and abundance. Many of the world’s ben- 

thic (bottom-dwelling) ecosystems are dominated by an- 
thozoans. Although soft and hard corals coexist in virtually 
all tropical areas appropriate for either, coral reefs of the 
tropical Indo-Pacific are built mainly by members of the 
anthozoan order Scleractinia (hard corals); whereas on 
coral reefs of the Caribbean members of the anthozoan 
subclass Alcyonaria (soft corals) are much more promi- 
nent. Aside from being the most numerous and covering 
the greatest area of any animals on the reef, the corals 
structure their environment, even after death. Soft corals 
contribute greatly to reef construction by the cementing 
action of the skeletal debris (spicules), filling in spaces 
between hard coral skeletons. 
Soft-bodied anthozoans are similarly dominant in other 

seas. Temperate rocky intertidal zones in many parts of 
the world are carpeted with sea anemones. They sequester 
the space that is therefore made unavailable to other or- 
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Figure 1: Structure of cnidarians. 
(A) Hydromedusa with a section of the bell removed. 
(B) Sea anemone in cross-section. (C) Scyphomedusa in 
cross-section. 

From R.|. Smith and J.R. Carlton (eds.), Light's Manual: Intertidal Invertebrates of the Central 
California Coast (1975); University of California Press 

ganisms, thus having a profound impact on community 
structure. The curious hemispherical anemone Liponema 
is the most abundant benthic invertebrate in the Gulf of 
Alaska, in terms of numbers and biomass. Parts of the 
Antarctic seabed are covered by anemones, and they occur 
near the deep-sea hot vents. 

Importance. Prominent among organisms that foul 
water-borne vessels are sedentary cnidarians, especially 
hydroids. The muscles that make scyphomedusae strong 
swimmers are dried for human consumption in Asia. Sea 
anemones are eaten in some areas of Asia and North 
America. | 

Throughout the tropics where reefs are accessible, coral 
skeletons are used as building material, either in blocks 
or slaked to create cement. Another use for cnidarian 
skeletons is in jewelry. The pink colour known as “coral” 
is the hue of the skeleton of a species of hydrocoral. 
Other hydrocorals have purplish skeletons. Skeletons vary 
in hue, and those considered most desirable command a 
high price. The core of some sea fans, sea whips, and black 
corals are cut or bent into beads, bracelets, and cameos. 
All cnidarians have the potential to affect human physi- 

ology owing to the toxicity of their nematocysts. Most are 
not harmful to humans, but some can impart a painful 
sting—such as Physalia, the Portuguese man-of-war, and 
sea anemones of the genus Actinodendron. These, and 
even normally innocuous species, can be deadly in a mas- 
sive dose or to a sensitive person, but the only cnidarians 
commonly fatal to humans are the cubomedusae, or box 
jellyfish. Anaphylaxis (hypersensitivity due to prior expo- 
sure and subsequent sensitization) was discovered with ex- 
periments on Physalia toxin. Extracts of many cnidarians, 
mostly anthozoans, have heart-stimulant, antitumour, and 
anti-inflammatory properties. 

Uses of 

corals 

NATURAL HISTORY 

Reproduction and life cycles. All species of cnidarians 
are capable of sexual reproduction, which occurs in only 
one phase of the life cycle, usually the medusa. Many 
cnidarians also reproduce asexually, which may occur in 
both phases. In asexual reproduction, new individuals arise 

from bits of tissue that are budded off from a parent, or by Budding 
a parent dividing lengthwise or crosswise into two smaller 
individuals. Polyps that remain physically attached to one 
another or embedded in a common mass of tissue consti- 
tute a colony. In some colonies, polyps share a common 
coelenteron through which food captured by any member 
is distributed to others. Hydrozoan polyp colonies, called 
hydroids, are prostrate, bushy, or feathery in form. Ex- 
amples of other colonies are anthozoan soft corals and 

most reef-forming hard corals. Polyps that are produced 
asexually and then physically separate are called clones. 
Although genetically identical, colony members of many 

hydrozoans and some anthozoans are polymorphic, differ- 

ing in morphology (form and structure) and/or physiology. 
Each zooid within the colony has a specific function and 
varies somewhat in form. For example, gastrozooids bear 
tentacles and are specialized for feeding. Some colonies 
possess dactylozooids, tentacleless polyps heavily armed 
with nematocysts that seem primarily concerned with de- 
fense. Gonozooids develop reproductive structures called 
gonophores. Members of the order Siphonophora, free- 
floating colonial hydrozoans, display an even greater va- 
riety of polymorphs. These include gas-filled floats called 
pneumatophores, pulsating, locomotory structures called 
nectophores, and flattened, protective individuals called 
bracts or phyllozooids. 

Although the medusa stage is absent in anthozoans, 
polyps produce additional polyps sexually and, in some 
species, asexually as well. Hydromedusae are budded from 
polyps that, in some colonial species, are specialized for 
this function. The major distinguishing feature of the cubo- 
zoans is that each polyp transforms entirely into a medusa. 
In most scyphozoans, a scyphistoma (scyphopolyp) pro- 
duces immature medusae (ephyrae) by asexual fission at 
its oral end. This process, called strobilation, results in 
eight-armed, free-swimming ephyrae. 
Gametes differentiate in parts of the body referred to as 

gonads, despite the fact that cnidarians cannot be said 
to have true ovaries and testes because they lack organs. 
In anthozoans, cubozoans, and scyphozoans, gametes de- 
velop in the endoderm, whereas in hydrozoans they ripen 
in the ectoderm, although they do not necessarily originate 
there. Sexes are commonly separate, but hermaphroditism 
From R.D. Campbell, ‘'Cnidaria” in A.C. Giese and J.S. Pearse (eds.), Reproduction of Marine 

Invertebrates vol. 1; Acoelomate and Pseudocoelomate Metazoans (1974); Academic Press 
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Figure 2: Life cycle of cnidarians showing the medusa and 
polyp stages. Not all cnidarians follow the life cycle exactly, 
and variation for some species is indicated by broken lines. 



Compe- 
tition for 
space 

is known. Some hermaphroditic species are capable of 
self-fertilization. Gametes are generally shed into the sea, 
where the eggs are fertilized. Cleavage produces a cili- 
ated ball of cells that elongates and develops a tuft of 
cilia at one end to become a planula larva, which may 
be free-swimming and planktonic, or crawling and ben- 
thic. Its ciliated tuft, which may have sensory abilities, 
is directed forward in locomotion. After a motile period, 
the planula attaches by its forward end to a solid object 
and develops tentacles around its posterior end, thereby 
transforming into a polyp. In some anthozoans and a few 
scyphomedusae, eggs are fertilized without being released. 
Embryonic development passes either partly or entirely 
within the mother’s coelenteron or, as in the case of some 
anemones and some members of the anthozoan subclass 
Alcyonaria (octocorals), attached to the outside of her 
body. In some species of hydroids that lack a free medusa 
stage, eggs are fertilized and the embryo develops in spe- 
cialized zooids that are essentially attached medusae. Such 
brooding species may release offspring as very advanced 
larvae or as miniature adults, so that a planktonic stage is 
absent from the life cycle. 
Ecology and habitats. Most polyps require solid sub- 

strata for attachment, although a few burrow into soft 
sediments, extending only their tentacular crowns above 
the surface (Figure 3). Polyps are abundant in shallow 
waters, but sea anemones can also occur in the deepest 
parts of the oceans. Medusae maintain a favoured depth 
in the water and are carried about by currents. Most 
hydromedusae and scyphomedusae live in surface waters, 
generally in bays and along coasts, but certain species are 
abundant in the open ocean. 
The nematocysts of cnidarians restrict potential predators 
to a limited array of specialists. Nematocysts also allow 
cnidarians to prey on a variety of would-be competitors for 
space and food. Most species that are capable of monop- 
olizing space reproduce predominantly asexually. A coral, 
for example, can cover an area rapidly and commonly 
has the ability to overgrow other organisms, including 
corals of other species. Clone-forming sea anemones of 
several species actively compete for space by killing oth- 
ers, primarily those of their own species. When members 
of one clone encounter those of another, the two combat- 

ants inflate and slap one another with nematocyst-studded 
fighting structures (acrorhagi) located below the tentacles. 
Attacks may result in the death of one of the anemones, 

or both may retreat. Tentacle touching is involved in 
the recognition of non-clonemates, which presumably is 
chemically mediated. 
Cnidarians are not immune from predation. Hydroids 

are victimized by nudibranchs that bite through the chi- 
tinous skeleton or crawl into its openings. The crown of 
thorns starfish, Acanthaster planci, extrudes its stomach 
over a coral colony, releases digestive enzymes, and then 
absorbs the liquified tissue. Butterfly and parrot fishes 
eat corals, being insensitive to the effects of nematocysts, 
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which is also true of marine turtles that feed on pelagic 
scyphomedusae. 
Locomotion. Medusae swim by jet propulsion (see be- 

low Tissues and muscles); however, most do so weakly 
and are carried passively by currents over long distances. 
Polyps are generally sedentary. Pennatulacean colonies 
move slowly across soft substrata by action of their inflat- 
able peduncle (a stalk that attaches to the strata in the 
lower end and to the polyp body on the higher end). Sea 
anemones that are attached to firm substrata can creep 
slowly on their pedal disks or detach altogether, often in 
response to unfavourable physical conditions or to attack 
by predators. When provoked by certain starfish and nudi- 
branchs, individuals of a few anemone species swim by 
paddling their tentacles or flexing their columns. 
Food and feeding. All cnidarians are carnivores. Most 

use their cnidae and associated toxin to capture food, 
although none is known actually to pursue prey. Sessile 
polyps depend for food on organisms that come into 
contact with their tentacles. Some, such as colonial corals 
with minute polyps, feed on particulate material gathered 
in mucus impelled to the mouth by cilia (microscopic 
hairlike projections of cells capable of beating or waving). 
A hydromedusa alternately swims upward and sinks: on 
the upward course, its trailing tentacles are not apt to 
encounter food organisms, but in sinking, the extended 

tentacles “fish” through the water, capturing food. Once 
a food item is captured, tentacles move it to the mouth, 

either by bending in that direction or by passing it to ten- 
tacles nearer the mouth. The mouth opens, the lips grasp 
the food, and muscular actions complete swallowing. 
The edges of the mouths of some scyphomedusae are 

elaborated into mouth arms that trail behind the slowly 
swimming jellyfish, presenting huge surfaces for food gath- 
ering. The mouth of a scyphomedusa of the order Rhizos- 
tomae is subdivided into thousands of minute pores that 
lead by tubes to the coelenteron. Each pore is associated 
with an external ciliated gutter that collects minute or- 
ganisms and detrital material as the medusa rests mouth- 
upward on the sea bottom. 
Pink, orange, red, and brown cnidarians are commonly 

pigmented by carotenoids derived from crustaceans in 
their diet. Endodermal cells of some corals, medusae, hy- 
dras, and sea anemones contain single-celled golden-brown 
algae (dinoflagellates), called zooxanthellae, or green algae, 
called zoochlorellae. The carnivorous cnidarians cannot 
digest these algae but do derive a variety of nutrients 
from them, including glucose and oxygen. Carbon diox- 
ide produced in respiration may be used by the algae in 
photosynthesis. 
Associations. Cnidarians enter into complex associa- 

tions with a variety of other organisms, including unicellu- 
lar algae, fishes, and crustaceans. Many of these relation- 
ships, such as those with zooxanthellae and zoochlorellae, 
are mutualistic symbioses—i.e., relationships benefiting 
both partners. Reef-forming corals, which possess zoox- 

From T.|. Storer and R.L. Usinger, General Zoology (copyright 1957); used with permission of McGraw-Hill Book Co. 
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Figure 3: Marine cnidarians in characteristic habitats. 
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Hydrozoans: Physalia, Gonionemus, Tubularia, Plumularia. Anthozoans: Gorgonia, Edwardsia, 
Pennatula, Cerianthus, Epiactis, Astrangia. Scyphozoans: Periphylla, Aurelia, Haliclystus. 
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anthellae, form more substantial skeletons than do non- 

reef-forming corals, which lack zooxanthellae, for reasons 
that are not understood but are related to the algae. Many 
corals are so dependent on zooxanthellae that they can- 
not live in prolonged darkness, which is why coral reefs 
develop only in shallow, well-illuminated waters. 
There are species of sea anemones that live on gastropod 

shells inhabited by hermit crabs, a type of crustacean that 
must change shells as it grows. Some hermit crabs move 
the anemones with them from the old shells to the new. 
In other cases, the anemones take the initiative, somer- 
saulting from a now-empty shell onto the newly obtained 
one. A few deep-sea anemones form the shells in which 
their crabs dwell. This adaptation eliminates the need to 
change shells, but the death of one partner probably re- 

sults in the death of the other. Certain true crabs carry 
anemones on their backs and legs, or even in their claws. 

These associations benefit the anemone by providing it 
with transport, and sometimes it can steal food from its 
crustacean partner. In turn, the sea anemone protects its 
host from predators such as octopuses and other crabs. 

Gastropods (of the phylum Mollusca) also associate with 
cnidarians. Among the most remarkable are the nudi- 
branchs that eat anemones and hydroids and then se- 
quester certain types of immature, undischarged cnidae 
from the prey. Once the cnidae have matured within the 
nudibranch, they can be used in its own defense. 
One of the best known cnidarian symbioses is the mu- 

tualism between 10 species of tropical anemones and 26 
species of anemone fish (such as the clown fish). These 
fishes live within the protective field of anemone tentacles, 
where they take refuge when a predator threatens. Immu- 
nity of the fishes to the stings of the nematocytes results 
from the thin layer of mucus that covers their bodies. 
It is unclear whether the mucous is made by the fishes 
themselves, or acquired by contact with the anemone’s 
tentacles. Without its mucus, the clown fish, like any 
other small fish, may be stung to death and eaten by 
the anemone. Anemone fishes serve their hosts by driving 
away fishes that prey on anemones. Other fishes have a 
similar association with large medusae. 

FORM AND FUNCTION 

Tissues and muscles. Cnidarians consist of two cell lay- 
ers: an outer ectoderm and an inner endoderm that lines 
the coelenteron. Between these is sandwiched the mesoglea, 
a largely noncellular layer composed of a jellylike material 
permeated by a complex network of supporting fibres that 
may be microscopically thin or very thick. The fibres and 
jelly are elastic. In medusae, mesoglea comprises the bulk 
of the animal and forms a resilient skeleton. In polyps, 
the water-filled coelenteron acts as a hydrostatic skeleton, 
which, in concert with the mesoglea, maintains the form 
of these animals. 
Muscles in cnidarians are extensions of the bases of ecto- 

dermal and endodermal cells. Individual muscle cells are 
relatively long and may occur in dense tracts in Jellyfish or 
sea anemones. Most cnidarian muscles, however, are thin 
sheets at the base of ectodermal and endodermal layers. 
In polyps, ectodermal muscles are oriented lengthwise 

along the cylindrical body and tentacles; endodermal 
ones are usually circular. Contraction of circular mus- 
cles against coelenteric fluid causes the polyp’s body to 
elongate; contraction of longitudinal muscles causes it to 
shorten. Similar layers of muscles extend and contract the 
tentacles. Bending results from unequal contractions of 
longitudinal muscles on opposite sides of the body. 
In medusae, all muscles are ectodermal, restricted to 

the concave oral surface (subumbrellar surface), and or- 
ganized into circular and radial tracts. Contraction of 
circular muscles squeezes the subumbrellar space, forcing 
out contained water and causing the medusa to move by 
jet propulsion. Recovery of the elastic mesoglea re-extends 
contracted muscle fibres. Radial muscle contraction dis- 
torts the bell, directing the water jet at angles to the 
longitudinal axis of the bell, allowing the medusa to steer. 
Support mechanisms and skeletons. Most members of 

what is usually considered a soft-bodied group have some 
sort of skeleton aside from the hydrostatic system de- 

scribed above. Both external and internal skeletons occur 
in the phylum, but only among polyps. 
Most hydroid polyps secrete a horny, chitinous external 

skeleton that is essentially a tube around the polyp and 
the network of stolons that interconnect members of a 
colony. As well as being protective, it confers stiffness 
for support and has joints for flexibility. A few scypho- 
zoan polyps have comparable chitinous skeletons. Unlike 
those of hydroids, hydrocoral skeletons are composed of 
calcium carbonate and are internal by virtue of being 
shallowly penetrated by channels of living tissue. Hydro- 
corals, which include the order Milleporina (millepores), 
commonly called fire coral, and the precious red coral 
used for jewelry, form encrusting or branching skeletons 
similar to those of anthozoan corals. 

An anthozoan coral polyp, which resembles a sea 

anemone, can nearly completely retract into the calcare- 
ous cup it secrets around itself. This external skeleton 
underlies a continuous, superficial layer of tissue. Non- 
reef-forming corals typically are solitary or form smal} 
rather delicately branched colonies, their polyps being rel- 
atively large and widely spaced. In some species of reef- 
forming corals, polyps are so tightly packed that their 
individual units share common walls. Skeletons may be 
encrusting, massive, or arborescent (treelike). The latter 
type of skeleton is delicate and typical of quiet waters at 
depth or in lagoons, while the former two predominate 
where water motion is strong. Skeleton is laid down in 
massive corals at a rate of about one centimetre per year; 
branching corals may grow considerably more rapidly. 
The largest corals represent cooperative efforts of up to 
1,000,000 tiny individuals precipitating calcium carbonate 
Over centuries. Few attain such proportions, however, and 
even the largest are eventually broken down by boring 
organisms such as algae, worms, sponges, and barnacles, 
as well as by physical processes. 
The last major category of cnidarian skeletons, formed 

by the anthozoan subclass Alcyonaria and the order An- 
tipatharia, are internal. Sea fan and sea whip skeletons 
consist of the horny protein gorgonin with calcareous 
spicules fused to form a solid or jointed central rod. Soft 
coral spicules are discrete, mostly microscopic objects of 
diverse shapes that vary from needle-like to club- and 
anchor-shaped. Located in the ectoderm, spicules stiffen 
the colony. In some species the several spicules that form 
a protective cup around each polyp may be several mil- 
limetres long. The alcyonarian Tubipora is known as the 
organ-pipe coral after the form of its red calcareous skele- 
ton. Blue corals (the order Helioporacea) have skeletons 
of crystalline calcareous fibres fused into sheets, which are 
used for jewelry. Colonies of black coral resemble bushes 
and may stand more than three metres tall. Their skele- 
tons, made entirely of proteinaceous material similar to 
gorgonin, are likewise used for jewelry. 
Sea anemones do not produce skeletons, although their 

close relatives in the order Zoanthinaria incorporate for- 
eign objects (sand grains, sponge spicules) into their body 
walls, which gives them rigidity and toughness. Small 
anemones that live high in the intertidal zone commonly 
inhabit abandoned barnacle tests (shells), thereby acquir- 
ing some of the benefits of a skeleton. 
Nervous system and organs of sensation. Medusae have 

a more highly developed nerve net than do polyps, a 
feature that is associated with the more active way of life 
of medusae. Swimming is coordinated by the nervous sys- 
tem. Nervous systems that are capable of conducting nerve 
impulses both quickly and slowly give these animals con- 
siderable behavioral responsiveness and flexibility. Gan- 
glia or other accumulations of nerve cell bodies are not 
found in cnidarians, but there are gap junctions between 
neurons and between neurons and effectors, which allow 
the transmission of nerve impulses. Statocysts, located be- 
tween the tentacles or near the tentacular base, inform 
the animal of its orientation with respect to gravitational 
forces. Light-sensitive ocelli (external patches of pigment 
and photoreceptor cells organized in either a flat disk or 
a pit) occur in some medusae of each of the three classes 
that possess this stage. Such sensory structures are closely 
associated with a nerve net. 
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In the past nematocysts were considered independent ef- 
fectors; that is, they were thought to fire upon appropriate 
stimulation, without mediation by the nervous system. 
Evidence, however, favours there being some organismal 
control over their firing, which may consist only of ad- 
justing the threshold for firing, or the selectivity. Some 
scientists believe that nervous complexes associated with 
batteries (groups) of cnidae are the mechanism of control. 
Digestion, respiration, and excretion. Food is taken in 

and wastes are discharged through the mouth. Extracellu- 
lar digestion occurs in the coelenteron, which has, in all 
except hydrozoans and some tiny members of the other 
classes, radial projections of the wall into the coelenteron 
that increase the surface area. Ingested material is broken 
down somewhat in the coelenteron and then taken up by 
endodermal cells for final intracellular digestion. 
Respiration and excretion in cnidarians are carried on 

by individual cells that obtain their oxygen directly from 
water—either that in the coelenteron or that of the en- 
vironment—and return metabolic wastes to it. Thus, all 
physiological functions are carried out at no more than 
the tissue level of differentiation. 
Defense and aggression: nematocysts. Cnidae range 

from about 10 micrometres (.0004 inch) to 100 microme- 

tres in length. Each consists of a spherical or cigar-shaped 
capsule with an eversible, hollow tubule extending from 

one end. In the unfired state, the tubule is coiled within 
the capsule. When a cnidarian contacts a predator or prey 
item, the capsule opens and the tubule everts. The tubule 
may be adhesive, or it may entangle the object. Both 
types serve to hold food items. A third type of tubule is 
armed with spines that penetrate predator or prey. Toxins 
contained in the capsule are injected through the tubule 
into the object being held. Each cnida can be fired only 
once. Undifferentiated interstitial cells of the ectoderm 
and endoderm appear to be the source of the cnidoblasts 
(cells that produce cnidae). 

EVOLUTION 

Among theories proposed on the evolution of the phylum 
Cnidaria, most treat the radial symmetry and tissue level 
of organization as evidence that the group is primitive 
and hold that the medusa is the original body form, being 
the sexually reproductive phase of the life cycle. Another 
theory is that the original cnidarian was a planula-like 
organism that preceded both polyp and medusa. In either 
case, Hydrozoa is considered to be the most ancient of 
cnidarian classes, and Trachylina is thought to be the 
most primitive extant order of that group. An alternative 
view is that anthozoans are the stem of the phylum, which 
evolved from bilateral flatworms and is secondarily sim- 
plified. A corollary to this theory is that the polyp is the 
ancestral body form. 
Speculations about the origin of the phylum are not 

easily resolved, for preservable skeletal structures devel- 

oped relatively late in cnidarian evolution. The oldest 
fossilized cnidarians were soft-bodied. Representatives of 
all four modern classes have been identified in Ediacaran 
fauna of the Precambrian Period (570,000,000 years ago) 
known from more than 20 sites worldwide. As much as 
70 percent of Ediacaran species have been considered to 
be cnidarians. Curiously, there are few fossil cnidarians of 

the Cambrian Period (570,000,000 to 500,000,000 years 
ago). The Conulartida, which existed from the Cambrian 
Period to the Triassic Period (225,000,000 to 190,000,- 
000 years ago) are considered by some scientists to be 
skeletal remains of scyphopolyps, either ancestral to the 
coronates or without modern derivatives. Presumed fossil 
sea anemones are found in the early Cambrian Period. 
Colonies of Stromatoporoidea, considered to be an or- 
der of the class Hydrozoa that extended from the mid- 
Cambrian Period to the Cretaceous Period (136,000,000 
to 65,000,000 years ago), produced massive skeletons. Al- 
though there were two groups of Paleozoic corals, neither 
of which has modern descendants, they were not great 
reef-builders during that era. Scleractinians arose in the 
mid-Triassic Period; blue corals, gorgonians, millepores, 
and hydrocorals have records from the Jurassic Period 
(190,000,000 to 136,000,000 years ago) or the Cretaceous 
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Period to the present. Most other cnidarians are known 
only from the Holocene Epoch (within the last 10,000 
years). 

CLASSIFICATION 
Annotated classification. The following classification, 

limited to living cnidarians, generally follows that used by 
D.G., Fautin in S.P. Parker (ed.), Synopsis and Classifica- 
tion of Living Organisms, vol. | (1982), and L.H. Hyman, 
The Invertebrates, vol. 1, Protozoa Through Ctenophora 
(1940). 

PHYLUM CNIDARIA (COELENTERATA) 

Nematocyst-bearing, radial metazoans without organs. Have 
a cellular inner endoderm and outer ectoderm, separated by 
noncellular mesoglea. Polyp and medusa forms; either or both 
may be present in one life history. Most polyps have tenta- 
cles around mouth; tentacles of medusae at bell margin. One 
internal cavity, the coelenteron, has 1 opening to exterior, the 
mouth. About 9,000 species. 

Class Anthozoa 
Exclusively polypoid with biradial symmetry. Oral end a disk 

with central mouth and hollow tentacles arising at margin and/ 
or on surface. Mouth leads to coelenteron via stomodaeum 
that has ciliated troughs (siphonoglyphs) for water transport 
into and out of coelenteron. Coelenteron divided by radial 
mesenteries that extend inward and insert on the stomodaeum 
(complete mesenteries) or not (incomplete mesenteries). About 
6,000 species. 

Subclass Alcyonaria 

Octocorals. Polyps with 8 pinnately branched tentacles, 8 
mesenteries, and a single siphonoglyph. Nearly all colonial with 
internal skeletons. 

Order Stolonifera. Polyps of colony connected by stolons. 
Skeletons of spicules or horny external cuticle. Shallow tropical 
and temperate seas. 

Order Telestacea. Long axial polyps bear lateral polyps. Skele- 
ton of spicules fused with a horny material, Tropical. 

Order Gorgonacea. Sea fans and sea whips. Colonies com- 
monly arborescent with axial skeleton of gorgonin and/or 
calcareous spicules. Polyps rarely dimorphic. Tropical and 
subtropical. 

Order Alcyonacea. Soft corals. Small to massive colonial 
forms. Lower parts of polyps fused into a fleshy mass; oral 
ends protrude. Internal skeleton of isolated calcareous spicules. 
Primarily tropical. 

Order Helioporacea (Coenothecalia). Blue coral. Massive 
lobed calcareous skeleton. Tropical; 1 Caribbean and 1 Indo- 
West Pacific species. 

Order Pennatulacea. Sea pens and sea pansies. Fleshy, always 
dimorphic, unbranched colonies, with | axial polyp and many 
lateral ones. Polyp-free peduncle burrows into soft sediments; 
polyp-bearing distal end of the polyp (rachis) extends into water 
and may be completely retractile. Central skeleton a calcified 
axial rod; polyps and rachis have isolated calcareous spicules. 

Subclass Ceriantipatharia 

Black corals and tube anemones. 

Order Antipatharia. Black coral. Large bushy colonies with 
thorny, hornlike axial skeleton formed by small polyps with 
6 simple tentacles and 1 siphonoglyph. Mostly tropical and 
subtropical. 

Order Ceriantharia. Tube anemones. Solitary polyps with 2 
sets of tentacles (oral and marginal) that form feltlike tubes of 
specialized cnidae (ptychocysts) and burrow in soft sediments. 
Shallow waters worldwide. 

Subclass Zoantharia’ 

Sea anemones and corals. Six (or multiples of 6) tentacles 
(rarely branched). Mesenteries commonly arranged hexamer- 
ously. Solitary or colonial. Skeletons non-spicular calcareous, 
horny, or lacking. Usually 2 siphonoglyphs. 

Order Actiniaria. Sea anemones. Solitary or clonal, never 
colonial; lacking skeleton; with or without basilar muscles. 

Mostly littoral or benthic, commonly attached to firm substrata 
but some burrow in soft sediments. Worldwide. 

Order Corallimorpharia. Sea-anemone-like solitary or aggre- 
gated polyps lacking basilar muscles and skeleton. Coral-like 
muscles and nematocysts. Mostly tropical. 

Order Ptychodactiaria. Sea-anemone-like, lacking ciliated tract 
on edge of mesenteries and basilar muscles. Both poles. 

Order Scleractinia (Madreporaria). True or stony corals. 
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Mostly colonial; calcareous external skeleton; no basilar mus- 
cles or siphonoglyphs. Mostly tropical and subtropical. 

Order Zoanthinaria (Zoanthidea). Solitary, clonal, or colonial 
polyps resembling sea anemones. Lack skeleton but may incor- 
porate debris into body wall, commonly epizoic. One complete 
and | incomplete mesentery per pair. Mostly tropical. 

Class Cubozoa 
Tropical, cuboidal medusae that swim strongly; box jelly- 

fishes. Margin simple with single or grouped tentacles arising 
above the 4 corners. Polypoid stage of most species unknown. 
Fiercely stinging members can cause human fatalities. Contains 
1 order, Cubomedusae. 

Class Hydrozoa 
Life histories may involve both polypoid and medusoid 

stages, but either may be suppressed or absent. Tetramerous 
or radially symmetrical medusae small, with shelf of tissue 
(velum) across lower part of bell, which reduces diameter of 
subumbrellar aperture (condition known as craspedote). Colo- 
nial forms commonly polymorphic. Coelenteron undivided. 
Gametes ripen in ectoderm. Only class with some freshwater 
members. 2,700 species. 

Order Actinulida. Curious group of solitary, motile cnidarians 
with features of both polyps and medusae. Europe; in marine 
sand. 

Order Chondrophora. Floating polymorphic colonies sup- 
ported by chitinous skeleton. Free medusae are produced; in- 
cludes Velella. Oceanic; worldwide. 

Order Hydroida. Wydroids. Usually colonial and polymor- 
phic; release free medusae or retain modified medusoid re- 
productive structures on polyp colony. Polyps usually have a 
chitinous exoskeleton. Includes naked, solitary freshwater polyp 
Hydra. Largest order of Hydrozoa. 

Suborder Anthomedusae. Medusae bell-shaped, with gonads 
on the stomach or sides of manubrium. Sensory structures con- 
sist of pigmented eyespots (ocelli). Skeleton, if present, lacks 
cup (hydrotheca) into which polyp may withdraw (a condition 
known as gymnoblastic); few species with calcareous exoskele- 
ton. Most abundant in bays and shallow coastal waters. 

Suborder Leptomedusae. Medusae saucer-shaped; but lack- 
ing in many species. Gonads on radial canals. Sensory struc- 
tures usually statocysts. Hydroids with hydrothecae (condition 
known as calyptoblastic). All shallow marine waters. 

Suborder Limnomedusae. Small medusae with gonads on 
stomach walls or radial canals. Polyps solitary or colonial, com- 
monly with 1| or 2 tentacles, and no skeleton. Mostly freshwater. 

Order Milleporina. Fire coral. Colonial forms producing mas- 
sive calcareous skeletons. Gastrozooids and dactylozooids pro- 
ject through pores in surface of skeleton. Reduced, acraspedote 
(lacking a velum) nonfeeding medusae are released. Tropical. 

Order Siphonophora. Pelagic polypoid colonies with greatest 
degree of polymorphism in phylum; lack medusae. Oceanic: 
worldwide. Includes Portuguese man-of-war, Physalia. 

Order Stylasterina. Wydrocorals. Resembling millepores; 
colonies erect and branching or prostrate. Commonly yellow, 
red, or purple. Reduced medusae not freed; develop and pro- 
duce gametes in cavities of skeleton (ampullae). Worldwide; 
includes precious red coral, Corallium. 

Order Trachylina. Medusa dominant; reduced or no polyp 
stage. Statocysts and special sensory structures (tentaculocysts). 
Differ from other hydromedusae by having tentacles inserted 
above umbrellar margin. Oceanic, mostly warmer waters. 

Suborder Laingiomedusae. Medusae with features of both 
Narcomedusae and Trachymedusae. Polyp unknown. 

Suborder Narcomedusae. Scalloped margin; gonads on 
stomach walls. Manubrium lacking. 

Suborder Trachymedusae. Smooth bell margin; gonads on 
radial canals arising from the stomach. Polyp and asexual re- 
production absent. 

Class Scyphozoa 

Exclusively marine group in which acraspedote medusae pre- 
dominate. Life histories commonly involve alternation of a 
very small polyp, the scyphistoma, with a medusa, which de- 
velops from an ephyra released by the polyp. Coelenteron of 
both divided by 4 longitudinal septa producing tetramerous 
radial symmetry. Gonads endodermal. Marginal sensory struc- 
tures (rhopalia) with statocysts and/or ocelli. Most abundant in 
coastal waters, but oceanic species exist. About 200 species. 

Order Coronatae. Large medusae that are conical, dome- 
shaped, or flattened, with furrow around bell above scalloped 
margin. Some species have scyphistoma stage with external 
chitinous skeleton. Oceanic, some species living at great depths. 

Order Rhizostomae. Medusae like those of Semaeostomeae 
but with mouth subdivided into minute pores that connect 
with coelenteron. Mostly tropical. Deep-water species may lack 
polypoid stage. 

Order Semaeostomeae. Most common and best known jelly- 
fishes. Full alternation of polyp and medusa stages. Bell domed 
or flattened, with the margin scalloped into 8 or more sections. 
Edges of single mouth drawn out into 4 long arms. Most 
species in warm, coastal waters, a few in frigid waters; some 
oceanic. Includes the giant Cyanea arctica, which may attain 2 
m in diameter. 

Order Stauromedusae. Sessile jellyfish that are vase-, goblet-, 
or trumpet-shaped, and usually bear 8 groups of tentacles. No 
more than 2-3 cm long. Apparently lacking polypoid stage. 
Temperate and cold temperate waters worldwide. 

Critical appraisal. The classification of living cnidarians 
is relatively stable and generally accepted. One unanswered 
question relates to their evolutionary position among the 
lower Metazoa (a division of the animal kingdom that 
includes all phyla except the Protozoa). Members of the 
small phylum Ctenophora (comb jellies, sea walnuts) are 
superficially similar to medusae, having a gelatinous body 
with one opening, and tentacles. The one species of 
Ctenophora possessing nematocysts had been thought to 
link the phyla. Mills and Miller have shown that members 
of the phylum Ctenophora obtain their cnidae by preying 
on a medusa, and the similarity in body form is consid- 
ered convergence due to the pelagic way of life. 
Anthozoa is a well-defined, coherent group, but relation- 

ships among its components are poorly understood, and 
the ranking of some of them is disputed. Some regard 
corallimorpharians as scleractinians that lack a skeleton. 
Similarity of larval ceriantharians to antipatharian polyps 
is the rationale for subclass Ceriantipatharia. Morphology 
of antipatharians is, however, in some ways, nearer that of 
alcyonarians than of zoantharians, and alternative schemes 
place Antipatharia in subclass Alcyonaria. Ceriantharia, 
too, sits uncomfortably in Zoantharia, although it bears 
no special relationship to the Alcyonaria. It is generally 
viewed as a divergent, early offshoot of the anthozoan 
line. Treatment of both Antipatharia and Ceriantharia as 
distinct subclasses of Anthozoa not particularly closely 
related to one another might better express their evolu- 
tionary relationships. 
Many cnidarian biologists continue to regard Cubozoa as 

an order of Scyphozoa. Cubozoans have features of both 
Scyphozoa and Hydrozoa, but the complete metamorpho- 
sis of polyp into medusa supports its placement in a class 
intermediate between the other two. 
Hydrozoan suborder Limnomedusae is not accepted by 

some workers, and the groups assigned to it are treated 
as members of the other suborders. In substantial ways, 
characters of many Limnomedusae bridge the differences 
between the Anthomedusae and the Leptomedusae. The 
hydrozoan order Chondrophora has morphological char- 
acteristics suggesting that the group might be better treated 
as part of Anthomedusae than as a discrete order. 
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Coins and Coinage 

is very ancient and probably developed out of the 
use in commerce of ordinary ingots of bronze and 

other metals that possessed an intrinsic value. Until the 
development of bills of exchange in medieval Europe and 
paper currency in medieval China, metal coins were the 
only such medium. Despite their diminished use in most 
commercial transactions, coins are still indispensable to 
civilized economics; in fact, their importance is growing 

T he use of cast-metal pieces as a medium of exchange as the result of the widespread use of coin-operated ma- 
chines. The term numismatics (from the Latin numisma 

and Greek nomisma, “coin”) denotes the study of coins, 
including medals but excluding seals. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, Part Five, Division III, 

Section 533. 
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Numismatics 

COINS AS HISTORICAL DATA 

Being made in most ages of precious metal, or alter- 
natively possessing a substantial token value, coins have 
always been prized, often hoarded, and, therefore, fre- 
quently buried for safety. The contents of such savings 
banks have been dug up in all ages, so that the coins 
of past civilizations continue to be found in vast num- 
bers. Studied alongside literary or archaeological evidence, 
they yield a wide range of information that is especially 
valuable for chronology and economic history. Coins may 
reflect the wealth and power of cities and states, and study 
of their distribution may help to define the physical extent 
of territorial dominion or to illustrate major commercial 
connections, Thus, the popularity in ancient times of 
Athenian silver tetradrachms (coins worth four drachmas, 
the drachma having a unit weight of about 4.25 grams) in 
the Levant and of Corinthian silver staters (ancient Greek 
coins of various weight standards) in Magna Graecia (in 

southern Italy) testifies to established trade links; finds 
of early Roman imperial gold in India corroborate the 
reference of the Roman historian Pliny the Elder to the 
drain on Roman gold to pay for Indian and other Eastern 
luxuries; and huge finds of Arab silver coins in Scandi- 

navia show the extent of trade, in particular the demand 
for furs by the ‘Abbasid caliphs and the Samanid rulers of 
Iran. One result of such widespread commercial contacts 
is that certain currencies acquired special international 
preeminence. In ancient times, those of Athens, Corinth, 
and Philip II of Macedon were widely popular; so, in 
medieval times, were the gold dinars (a term derived from 

the Roman denarius) of the early caliphs and the gold 
ducats of Florence and Venice, while in modern times the 
silver dollars of Mexico and Maria Theresa of Austria and 
the gold sovereigns of Great Britain played a similar role. 
Moreover, the study of depreciation and debasement of 
coinage may illuminate past national financial distress; the 
heavily alloyed 3rd-century-AD Roman antoniniani (coins 
introduced by the Roman emperor Antoninus, originally 
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The metals 

of currency 

having a value of two denarii) tell their tale as clearly as 
the depreciating paper currency of Germany in and after 
1919. 

No less valuable than the economic evidence yielded by 

a comparative study of coins is their purely documentary 
importance. Together with medals, they present an unri- 
valed series of historical portraits from the 4th century Bc 
to the present day, many of them otherwise unknown, like 
the Greco-Bactrian kings or certain usurpers during the 
Roman Empire. Greek coinage is a particularly notable 
contribution to the history of art, displaying not only the 
beauty and strength of many artistic traditions but also 
(like Roman coinage) the miniature likenesses of numer- 
ous large-scale sculptural and architectural works now lost. 
The imperial coinage of Rome, apart from its portraiture, 
is important above all for the remarkable detail of its 
chronological and political content; and from both Greek 
and Roman coins much can be learned of mythology and 
religion. The Christian influences active in medieval Eu- 
rope can be similarly measured from medieval currencies. 
The principal metals of which ancient coins were made 

were electrum (an alloy of silver and gold), gold, silver, 
copper, brass, and bronze—all of them more or less proof 
against decay. Their use at first was generally dictated 
by availability. The earliest coins of Asia Minor were 
of electrum, a natural alloy (later produced artificially) 
washed from Lydian rivers; gold became the major cur- 
rency metal of southwestern Asia as a whole, being de- 
rived from Scythian, Pontic, and Bactrian sources. The 
city-states of the Greek mainland preferred the silver that 
adjacent mines supplied, and the mines of Italy led to the 
choice of bronze for the earliest coinage of Rome. With 
the development of internal economies and external trade, 
gold, silver, and copper or bronze quickly came to be used 
side by side; Philip II of Macedon popularized gold in 
Greece, and gold, together with silver, competed strongly 
with copper in the Roman imperial currency, becoming 
paramount in the Byzantine and Arab empires and in the 
great commercial currencies of the Italian republics of the 
13th century onward. Silver, however, was nearly always 
powerful in Roman currency and was the major coinage 
metal of Europe from the 8th to the 13th century. Bronze 
or copper was first used for small change in Greece from 
the late 5th century Bc and in the Roman and Byzantine 
systems as well; the vast currency of China consisted of 
base metals down to modern times. 
The foregoing metals furnished most currencies until 

the early 20th century, when the appreciation in value 
of gold and silver and the need to economize led to 
the general production of paper currencies for the higher 
units of value, accompanied by token units of lower value 
expressed in terms of nickel (used, exceptionally, in Bac- 
tria in the 2nd century Bc), cupronickel, bronze, and, in 
times of postwar stress, aluminum and aluminum bronze. 
Lead, which may easily decay, has seldom been used for 
coinage, except by the Andhras, inhabitants of the Deccan 
in ancient India; in pre-Roman Gaul; and in the more 
recent coinages of the Malay states. Iron, very occasionally 
used in antiquity—e.g., in Sparta—reappeared in German 
coins of World War I. Zinc was employed by Rome as 
a constituent of fine brass coins and as an element in 
the alloy of a few Chinese coins from the 15th to the 
17th century. Base metals furnished the material for some 
Celtic coins in Gaul and Britain in the last century Bc. In 
crises, currencies have been produced from leather, cloth, 
card, paper, and other materials. 

COIN COLLECTIONS AND SPECIALIST SOCIETIES SS EE ee VOM LED) 

The enormous number of coins produced from earliest 
times has resulted in organized collecting over a long pe- 
riod. The continuous history of coin collecting begins with 
the Italian Renaissance, and Petrarch was characteristic 
of his time in forming a classical series. During the 15th 
and 16th centuries many collections were made by princes 
or nobles, for whom Greco-Roman coins possessed both 
moral and aesthetic appeal. Among the more famous cabi- 
nets were those of Jean, duc de Berry, of the d’Este family, 
of the emperor Maximilian I, and of Matthias Corvinus. 
The two last collections became the nuclei, respectively, of 

the present national collections of Austria and Hungary; 
later the cabinet of Louis XIV was to serve France simi- 
larly, just as that of the Stuarts might have served England 
but for its dispersal in the Puritan revolution. 
In the 17th century numismatic scholars began to catalog 

and document existing collections. Italy possessed more 
than 350, France and the Low Countries about 200 each, 
and Germany not many fewer. The advent of scholarly 
numismatic compilations had important results. Distinc- 
tion between the genuine and the spurious became surer; 
analytical syntheses based on detailed catalogs began to 
teach the principles of scientific numismatics; the record- 
ing of new material was all the more keenly undertaken: 
and the part played by numismatic evidence in historical 
reconstruction was increasingly understood. 
From the 18th century onward it was therefore all the 

more important to collect on a scale at once wide and 
discriminating; and whether in charge of a royal cabinet, 
like the eminent Joseph Eckhel (1737-98) at Vienna, or 
the possessor of a splendid private collection, like William 
Hunter (1718-83) at Glasgow, the 18th-century collectors 

made a great contribution. Lesser collectors could also ad- 
vance the science; their numbers were to grow in the 19th 
century with the output of authoritative catalogs (includ- 
ing the British Museum series from 1873) and informed 
handbooks. This growth was reflected in the foundation 
in many European countries of specialist societies respon- 
sible for scholarly publications. But the day of the great 
private collection was not yet done: superb cabinets were 

formed in the late 19th century, and those of Richard 
Lockett, Virgil Brand, and Emily Norweb in the 20th bore 
comparison with all except the great museum collections. 
In general, however, museums have taken over the main 
task of forming large collections; those of London, Ox- 
ford, Cambridge, Glasgow, Paris, Berlin, Vienna, Munich, 
Boston, and New York City are among the richest. 
London emerged as, and still remains, the world’s largest 

numismatic market (followed by Zurich), serving the in- 
terests of public collections and private collectors in many 
lands. Inasmuch as these interests are, jointly, directed 
increasingly toward the systematic elucidation of histor- 
ical and economic problems, internajional cooperation 
has become more important, being exercised through the 
International Numismatic Commission, itself associated 
with the International Committee for Historical Sciences. 
But below this apex there spreads out a vast body of pri- 
vate collectors in many lands, whose interests may often 
have been stimulated in childhood by the chance gift or 
discovery of a handful of coins. 

History of coinage 

ORIGINS 

In both the East and the West, coinage proper was pre- 
ceded by more primitive currencies, nonmonetary or semi- 
monetary, which survived into the historic age of true 
coins, and may have derived originally from the barter of 
cattle, implements, and the like. The earliest currency of 
China of the 8th century Bc consisted of miniature hoes 
and billhooks (pruning implements), with inscriptions in- 
dicating the authority. The small bronze celts (prehistoric 
tools resembling chisels) frequently found in hoards in 
western Europe probably played a monetary role. Even 
in modern times such mediums of exchange as fishhook 
currency have been known. 
Metal has always achieved wide popularity as an ex- 

change medium, being durable, divisible, and portable; 
and the origins of true coinage lie there. Ancient Egypt, 
which never developed a true coinage, was using gold 
bars of set weight from the 4th millennium sc; and a 
currency of gold rings was thereafter common. In the 
Middle East, also, gold rings long served the dual purposes 
of adornment and currency, supplemented by gold and 
silver bars from which segments could be cut. The choice 
of metal was, as usual, determined by availability. Around 
the Aegean Sea heavy talents (ancient units of weight and, 
later, of monetary value) of copper, ingots of 55 pounds 
(25 kilograms) or more, were in currency several centuries 
before true coinage, and the discovery of an iron bar with 

Specialist 
societies 



“ Heavy” 

currencies 

a handful (drachma) of fractional iron spits (obeloi) ded- 

icated in the Heraeum (a temple of the goddess Hera) at 

Argos, perhaps as part of King Pheidon of Argos’ reforms 
of weights and measures in the 7th century Bc, shows such 
currency continuing until historical times. Similar bundles 
of spits have been found elsewhere and are evidence of 
the desire to subdivide a cumbersome unit into smaller 
fractions for normal use. At the other end of the scale, 
there was, ultimately, the desire to express the value of a 
talent of copper or iron in terms of gold or silver; and 
Homer, who speaks of metal basins, tripods, and axes as 
gifts and prizes in a way that shows them as a recognized 
standard of wealth, also speaks of the talent of gold (i.e., 
the value of a heavy base-metal talent expressed in a little 
pellet of gold). In Italy rough lumps of bronze (aes rude) 
formed a currency from early times, being succeeded by 
bars of regular weight; and Julius Caesar’s record of the 
ancient British use of iron bars as currency (following his 
raids on Britain in 55 and 54 Bc) is still borne out by not 
infrequent finds. 
Such “heavy” currencies, mainly characteristic of Euro- 

pean lands, show the employment of metals from which 
implements would normally be made. The impact upon 
this system of the gold of the East, and later of the silver 
of Greece, produced the need to value such metals in gold 
and silver, and this in turn resulted in the need to control 

and guarantee the quantity of gold and silver so used 
to avoid constant weighing. Once gold (and then silver) 
gained acceptance as conveniently small expressions of 
relatively high value, with a visible mark of guarantee, the 
stage of true coinage, as it first appeared in Asia Minor and 
India, had been reached. Not all lands, however, adopted 
true coinage: the easternmost fringes of the Greek world 
lacked it, and Carthage and Etruria were without coinage 
until the Sth century. 

ANCIENT GREEK COINS 

Early developments, c. 650-490 BC. True coinage be- 
gan soon after 650 Bc. The 6th-century Greek poet Xe- 
nophanes, quoted by the historian Herodotus, ascribed its 
invention to the Lydians, “the first to strike and use coins 
of gold and silver.” King Croesus of Lydia (reigned c. 
560-546 Bc) produced a bimetallic system of pure gold 
and pure silver coins, but the foundation deposit of the 
Artemisium (temple to Artemis) at Ephesus shows that 
electrum coins were in production before Croesus, pos- 
sibly under King Gyges. Croesus’ earliest coins were of 
electrum, which the Greeks called “white gold.” They were 
stamped on one side with the facing heads of a lion and a 
bull; this type was later transferred to his bimetallic series 
of pure gold and pure silver. (Some recent scholarship, 
however, suggests that this latter series was struck, in fact, 

under Croesus’ Persian successors.) 
The early electrum coinage consisted of small, thick, 

bean-shaped pieces, with a device stamped in relief on one 
side, the other being roughly impressed. Their intrinsic 
value fluctuated according to their gold and silver content; 
but the weight of the unit was fairly steady at about seven 
to eight grams, and the types stamped on them were the 
guarantee of authority. 
Croesus’ relations with Greece were close, and his 

bimetallic system may have owed something to the fact 
that Greece had itself now produced its first silver coins. 
The oldest are of Aegina, with, obverse, a turtle—associ- 
ated with Aphrodite—and, reverse, an incuse square. Tra- 
dition—e.g., in Julius Pollux, the 2nd-century-AD Greek 
scholar, and elsewhere—regarded these as struck by Phei- 
don of Argos in virtue of his supremacy over Aegina; 
but the coins are too late to claim association with him 
in Aegina. They began no earlier than the late 7th cen- 
tury, when Aeginetan maritime ascendancy was growing, 
incidentally spreading the Aeginetan weight standard for 
coinage, based on a drachma of about six grams, over 
much of the Peloponnese and also the Aegean, where 
similar currency was produced in the islands. Ambition 
and pride stimulated two neighbouring powers to strike 
their own coins. Corinth with its pegasi (from their con- 
stant obverse type of a pegasus) was coining silver from 
c. 575 with a light drachma of about three grams, and it 
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is reasonably certain that in Athens, in the first half of 

the 6th century, Attic coins, based on a drachma of about 
4.25 grams derived from Euboea and with a variety of 
obverse types, including an owl (the reverses, like those of 
the Corinthian pegasi, were impressed with a die design), 
were supplanting the earlier coinage of Aegina. These early 
silver coins, while much less valuable intrinsically than 
the electrum and gold coins of Asia Minor, nevertheless 
possessed considerable purchasing power: the Aeginetan 

and Attic-Euboic didrachms and the Corinthian tridrachm 
were high denominations suitable for major commerce 
and not for everyday life. For intercity transactions these 
staters (i.e., standard units) were conveniently linked by 
the mina weight ('/eo of a talent) of 425 grams, made up 

by 150 Corinthian, 100 Attic, and 70 Aeginetan drachmas. 
Fractional pieces developed only slowly. 
Between 550 and 500 commerce and civic pride had 

spread coinage to many parts of the Greek world. From 
the Persian Empire, with its vast gold and silver coinage, 
successor to that of Croesus, to Magna Graecia and Sicily, 
and from the Dorian colony of Cyrene to the Greek or 
semi-Greek cities of Thrace, there was a network of var- 
ied and competitive currencies, generally of fine quality 
and steady weight. Improved minting techniques began 
to affect their appearance. A second type, in relief, was 
substituted gradually for the roughly impressed reverse 
punch. The important effect of this on the development 
of coin types is well seen in the reorganized coinage of 
Athens from c. 525, in which the obverse bears the Athena 
head and the reverse the owl of Athens—religious patron 
and civic device; the monarch’s head on an English penny 
goes back, through Alexander’s deified head, to the head 
of Athena, and the symbol of Britannia derives ultimately 
from such state badges as the owl. In certain cities of Italy 
and Sicily, however, including Tarentum and Metapon- 
tum, a different technique was popular, the obverse type 
in relief being repeated intaglio on the reverse, very prob- 
ably with the object of concealing the older types of coins 
imported for restriking. For a long time the early coins of 
Greece carried no inscriptions or, at most, with very rare 
exceptions, a letter or two referring to the issuing city or 
state authority. 
Greek coin types, early and even later, were simple in 

conception and often taken from the animal world. They 
include many kinds of animals (with the bull, symbol of 
a river, very common); birds (such as the owl of Athens, 
the eagle of Zeus at Olympia, the dove at Sicyon); insects 
(like the bee of Ephesus); fabulous creatures (like the grif- 
fin at Abdera); and vegetable objects. Not uncommonly 
such types were chosen as punning allusions to a city’s 
name—the lion at Leontini; the goat at Aegae; the quince 
at Melos; the sickle-shaped harbour at Zancle; the selinon 
leaf at Selinus; the cock, harbinger of hemera, the day, at 
Himera. In others a city’s staple product was proclaimed, 
like silphium at Cyrene, a silver-miner’s pick at Damas- 
tium, a bunch of grapes at Naxos, a wine jar at Chios. Cult 
associations frequently dictated the choice of type. Taren- 
tum showed its mythical founder, the dolphin-rider Taras; 

Knossos, the Minotaur (half man, half bull) or Labyrinth; 
Croton, the tripod of Apollo; Poseidonia, a statue of Posei- 

don, god of the sea. Human or anthropomorphic figures, 
however, were comparatively rare on early Greek coins, 
though the famous gold darics, a name derived from Da- 

rius I, and silver shekels of Persia showed the great king 
in an attitude of-attack. Much more popular was the 
representation of idealized heads of deities, which, once 
established for the two Athenas, Parthenos and Chalinitis, 

at Athens and Corinth, quickly became the vogue else- 
where, encouraged by the development of double-relief 
coinage (i.e., coinage with obverse and reverse in relief), 
which allowed the head of a civic deity to be paired on 
the other side by the city’s symbol. The Greek tyrants, 
as a rule, chose to respect the theory of coinage as the 
corporate expression of state economy and thus regarded 
coinage as too important a matter for private production. 
The traditions that, rightly or wrongly, associated all the 
great lawgivers—Pheidon, Solon, and Lycurgus—with the 
institution of coinage as well as with reform of weights 
emphasize its position as a fundamentally corporate right. 

Athenian 
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In Sicily the defeat of Carthage in 480 Bc may have been 
commemorated by the famous decadrachms (Demareteia) 

associated with Queen Demarete, wife of King Gelon. 
These superb and now very rare examples of early classical 
genius showed on the obverse the head of Arethusa (the 
fountain nymph of Syracusan Ortygia), wreathed (possi- 
bly for victory), and on the reverse a chariot above a 
fleeing lion. 
From the Persian Wars to Alexander the Great, 490- 

336 BC. For a century and a half the previous pattern 
of Greek coinage spread widely all over the Greek world, 
its quantity stimulated by a growing sense of nationalism, 
its intrinsic quality kept high by commercial competition, 
and its technique raised to new and often superb levels in 
an age of self-confidence. In the last half of the period the 
designing and engraving of coin dies (punches) reached 
a standard rarely to be surpassed. The head of a patron 
deity was now generally established as the obverse type 
and was often shown in very high relief, sometimes indeed 
facing, as a tour de force. Engravers, especially in Sicily 
and Italy, began to sign their dies, thus preserving the 
names of masters such as the Syracusans Euainetos, Ci- 
mon, and Eukleidas, otherwise unknown. Reverse types, 
now more complex, increasingly showed groups or genre 
scenes—e.g., the splendid frontally squatting Silenus (fos- 
ter father of the wine god Dionysus) on the coinage for 
the refounding of Sicilian Naxos in 461, Dionysus seated 
backward on a donkey at Mende, or the many mytholog- 
ical compositions on Cretan coins—often diminishing the 
previous importance of the city badge. Inscriptions, though 
still often contracted, were in general use. The principal 
coinage metal was silver, of which the Attic weight stan- 
dard gradually conquered the Aeginetan. Electrum was 
continued in the east—at Cyzicus, Lampsacus, Mytilene, 
and Phocaea—traveling thence mainly to the Black Sea; 
in the west it was coined at Carthage. In both areas it was 
produced as an artificial alloy. Gold was continued in the 
darics of the Persian kings and in the fine later series of 
Lampsacene staters; it was also struck at Panticapaeum 
on the Black Sea and on occasion at Syracuse, Tarentum, 
and Cyrene. Toward the end of the period, Philip II of 
Macedon instituted what was to be a world-famous gold 
coinage, undercutting and ousting that of Persia. Bronze 
made its appearance late in the 5th century, replacing the 
minute silver obol and other fractional silver coins that 
had hitherto been used as small change. 
The currencies of the period included a few that were 

of world importance. The silver of Corinth and its Adri- 
atic colonies was very numerous and was abundantly 
accepted, outside the Corinthian territories, by Italy and 
Sicily. The electrum of Cyzicus bore types that deliberately 
recommended it to many markets. Persian gold and sil- 
ver coins enjoyed immense popularity in the Sth century. 
Metapontum, Tarentum, Thurium, Velia, and Syracuse 
were among the more prolific silver mints of the west. 
But the most famous commercial currency of all was that 
of Athens, the silver tetradrachms of which were struck 
in large numbers, fine quality, and obstinately unchanged 
appearance. These coins traveled widely in trade and were 
imitated as far afield as Egypt, Arabia, and Persia. 
Predominance of Athens. Economic expansion and 

naval hegemony gave Athens near-imperial control over 
its allies in the Sth century. It may have been as early 
as 449 that Athenian edicts forbade the striking of silver 
coins by the allies or the use of currency, weights, and 
measures other than the Athenian and provided that pre- 
viously minted local currencies should be handed in for 
exchange against that of Athens. The subjection of Aegina 
to Athens from 456 and the cessation of its famous and 
long-competitive “turtles” facilitated the monetary domi- 
nance of the “owls,” which was carried further, stage by 
stage, as Athenian “allies” revolted, were reconquered, and 
lost their independence. But the embargo put by Athens 
on local silver coinage was not absolute and perhaps was 
not expected to be. Major allies such as Samos, Chios, 
and Lesbos continued their own currencies; Phocaea, 
Mytilene, and Cyzicus, though ceasing to coin in silver, 
continued with electrum. In other cities, small change in 
silver was issued. Beyond the effective range of Athenian 

power, cities in Pamphylia (e.g., Aspendus) and in Thrace 
(e.g., Abdera and Aenus) could continue silver coinage on 
a non-Attic standard, and the failure of Athenian control 
is seen in the sudden and often beautiful coinages of cities 
that threw aside its dominance, such as Olynthus from 
c. 430, or in the changed weight standard of others (e.g., 
Acanthus). During the Peloponnesian War, Sparta cut off 
the supply of silver from the Laurium mines, and by 407 
Athens was melting the gold Nikai (victory statues) from 
the Parthenon to make emergency coins, followed the next 
year by bronze small change—an unpopular substitute for 
the tiny silver coins previously carried in the mouth. City 
after city now rebelled against Athens, and there was a 

sudden burst of independent coinage. 
Athenian coinage revived, with unchanged types, after 

the Athenian admiral Conon’s successes against the Spar- 
tan fleet in 394. But wary former allies formed defensive 
leagues, as shown by current coinage, with a type of 
the Greek hero Heracles and the inscription LYN (“the 
alliance”), by Cnidus, Ephesus, Samos, Byzantium, and 

other cities under Rhodian leadership. Rhodes spread its 
own coinage (with its head of the sun-god Helios and 
punning badge of a rose—Rhodon) widely in the eastern 
Mediterranean. Phocaea and Mytilene established a mon- 
etary union for their electrum. From 404 the Aeginetans 
were coining again, and on their former weight standard, 
though with a tortoise replacing the turtle. Corinthian 
coins continued to pour out. In the north a variety of 
important mints opened, and coins from mints in Asia 
Minor, notably Cnidus and Ephesus, testify to the pros- 
perity brought by autonomy. 
Artistic development. In contrast to the deliberate ar- 

chaism of Athenian types, a wide flowering was seen 
elsewhere. Sometimes this was the result of hybridizing 
influence, as when Greek artists rendered Scythian motifs 
at Panticapaeum or Punic ones for Carthage and such of 
its Sicilian colonies as Segesta and Eryx. Sometimes an 
artistic tradition was regional, harsh, and arresting, as in 
Crete or, as in Massilia and Emporion in the far west, a 
weak reflection of finer styles. Generally, however, there 
was an internationally high standard in coin design. Elis, 
guardian of the temple of Olympian Zeus and famous 
for its quadrennial Olympic Games, no doubt attempted 
to impress visitors with its superb coinage. On the coins 
issued from c. 500 to 322 the thunderbolt and eagle of 
Zeus were shown with Victory in various attitudes; later 
the heads of Zeus and Hera were nobly represented. In 
northern Greece brilliant artistry characterized the coins 
of Amphipolis, Acanthus, and Chalcidian Olynthus. The 
coins of Clazomenae and Cnidus in eastern Greece were 
also notable for their designs. 
It was in Italy and Sicily that the finest work appeared. 

In Italy, Tarentine silver continued its type of Taras on 
a dolphin. In the middle of the 5th century the agonistic 
type showing a horseman appeared; the celebrated Taren- 
tine cavalry was thus commemorated down to the middle 
of the 4th century. About 340 Tarentum issued very 
beautiful gold coins with a head of Persephone and, on 
the reverse, the infant Taras appealing to Zeus enthroned. 
Heraclea, founded in the middle of the Sth century, is- 
sued fine staters with a helmeted Athena and Heracles 
seated or strangling or wrestling with a lion. Metapontum 
introduced a most striking head of its founder, Leucippus. 
Other mints of the time were at Neapolis, with its types 
of the siren Parthenope and her father, the man-headed 
bull Achelous; at Velia, with its head of a nymph and, on 
the reverse, the eastern type of a lion attacking a bull; at 
Thurium, with its unusually fine head of Athena and the 
powerful bull on the reverse; and at Terina, remarkable 
for its beautiful treatment of the Victory type. 
In Sicily, and particularly in Syracuse, the engraver’s art 

reached perfection. The coins of Syracuse showed many 
varieties of the heads of Arethusa and Persephone, and 
the chariot of the reverse was found capable of varied 
treatment. After the middle of the 5th century, artists 
began to sign their work, and it is thus possible to prove 
that other towns engaged engravers from Syracuse. The 
Syracusan coinage was mainly silver. During the siege by 
the Athenians, beautiful little gold coins were struck with, 
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reverse, Heracles strangling a lion. With the prosperity 
following the enemy’s defeat, Syracusan art reached its 
zenith. As the Demareteion commemorated the defeat of 
the Carthaginians, so the great series of decadrachms per- 
petuated the memory of the victory of 413 over the Athe- 
nians. The agonistic types and the word athla on some of 
them show that they were distributed at the games held 
to celebrate the victory; their types were widely copied, 
and their engravers, Cimon and Euainetos, gained a place 
among the world’s greatest artists. 
Among other cities of Sicily there was a notable series 

from Acragas in the 5th century, with its beautiful double- 
eagle type, seen most magnificently on the rare and fa- 
mous decadrachms. Camarina showed fine types of the 
river god Hipparis and the nymph Camarina on a swan. 
Himera, before its destruction in 409, issued some very 

interesting types, such as the nymph Himera sacrificing 
while Silenus beside her bathes at the thermal spring for 
which Himera was noted; or Pelops (a grandson of Zeus) 
in his chariot, referring to a victory of a Himeran at the 
Olympic Games, which Pelops is said to have founded. 
Catana used the artist Heracleidas to design a splendid 
facing head of Apollo. Selinus abandoned its parsley leaf 
and issued some remarkable types, notably that of Apollo 
and Artemis in their quadriga and, on the reverse, the 

local hero sacrificing at an altar, alluding to the cessation 
of the plague as a result of appeals to Apollo as healer. 

Silver tetradrachm from Syracuse, Italy, signed by the engraver 
Cimon above the headband of the nymph Arethusa, c. 410 BC. In 
the British Museum. Diameter 28 mm. 

Reproduced with permission of the trustees of the British Museum; photograph, Ray 
Gardner for The Hamlyn Publishing Group Limited 

From Alexander the Great to the end of the Roman Re- 
public, c. 336-31 BC. Alexander introduced a new era in 
coinage, struck in vast quantities at a variety of mints from 
Macedonia to Babylon with uniform types and weights. 
After his death in 323 Bc the Diadochi (“Successors”—a 
reference to the chief officers who partitioned his empire) 
were to reflect the importance of his coinage in their own 
differentiated issues—Seleucus in Syria, Philip Arrhidaeus 
in Macedonia, Lysimachus in Thrace, and Ptolemy in 
Egypt, where, except for tentative gold coined by Tachos 
and Nectanebo II between 361 and 343, no coinage 
had previously been struck. Alexander’s influence on the 
Greek fringe was no less marked. The Arsacid kings of 
Parthia instituted a Greek style of coinage, as did Bactrian 
kings, culminating in the splendid portrait decadrachms 
of Amyntas c. 150 Bc, while, even farther to the southeast, 
Indo-Greek kings struck coins, inscribed in both Greek 
and Prakrit, to the end of the 2nd century. The flood of 
coins of Philip II and Alexander, penetrating Europe from 
the Balkans, resulted in progressive imitations by Celtic 
peoples westward along the Danube until these imitations 
themselves influenced coins in Gaul and Britain in the Ist 
century Bc. In the Mediterranean west, by contrast, Greek 
coinage yielded to the steady advance of Roman power; 
the late issues of Spain and Mauretania were of hybrid 
Greco-Roman origin. 
The coin portrait. The coinage of Alexander established 

a new style: the coin portrait became an almost regular 
feature in Greek currency that was predominantly regal. 
The portrait, however, was not at first that of a living 
monarch. Philip II and Alexander were content with their 
names on their coins, of which the obverses showed, for 
Philip, Apollo and Zeus and, for Alexander, Heracles and 
Athena. Alexander added the title basileus (king) only after 
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Alexander the Great as Zeus Ammon on a silver tetradrachm of 

Lysimachus, 297-281 BC; thought to be a copy of a portrait by 
Lysippus. In the British Museum. Diameter 30 mm. 

Reproduced with permission of the trustees of the British Museum; photograph, Ray 
Gardner for The Hamlyn Publishing Group Limited 

his Persian conquest. After his death his deified portrait 
appeared on the coins of Lysimachus in Thrace and on 
the early coins of Ptolemy I in Egypt. It was not until 306 
that a living king put his own portrait on his coins, when 
Ptolemy I appeared, still as god, with the aegis of Zeus. 
Seleucus I similarly put himself on his coins as Dionysus; 

in time the divine attribute was dropped, and the ruler 
appeared as a mortal wearing only the royal diadem. In 
Macedonia, Arrhidaeus, Cassander, and Antigonus still 

followed the types of Alexander; and the early coins of 
Demetrius I Poliorcetes (336-283) were without a portrait. 
Soon, however, his own portrait appeared, still with the 
horns that deify him. His successor had only types of 
deities. Pyrrhus did not appear on any of his extensive 
coinages, but the last two kings of Macedonia, Perseus 
and Philip V, left very fine portraits. The kings of Pon- 
tus, notably Mithradates VI, had a magnificent series of 
portraits. The kings of Pergamum used the same portrait 
throughout, that of the founder of the dynasty, Philetairus 
I, and the Ptolemies in Egypt throughout their long series 
used only the head and legend of Ptolemy I, except on cer- 
tain special issues. Among the early Seleucids, Antiochus 
I was reluctant to drop the portrait of Seleucus I, but the 
portrait of the reigning monarch became the rule. 
After the vast issues of gold by Philip Il, Alexander (under 
whom its price in relation to silver cheapened to 1:10 from 
1:13 or more), and Lysimachus, gold was but rarely struck. 
Silver was the general metal of coinage; the Attic stan- 
dard, which Alexander had adopted for his tetradrachms, 
became the monetary standard of the Western world, and 
there was a great increase in the bronze coinage. Egypt, 
however, kept to its own standards and to gold. 
As the greater part of the Greek world was now ruled 

by the Diadochi, their various coinages naturally formed 
the main currencies of commerce. Third-century Athenian 
coinages were scarce except in bronze. In 229, however, 
Macedonia lost its supremacy over Athens, and friendly 
relations were established between Athens and Rome. 
Shortly after 200 the abundant issue of tetradrachms of the 
“new style” began, which went on for slightly more than a 
century, replacing the “archaic” Athena with a copy of the 
head of the Parthenos of the Athenian sculptor Phidias, 
and with an owl on the reverse perched on a Panathenaic 
amphora. Corinth went on striking its stater until 229, 
when, with its surrender to Antigonus III Doson, king of 
Macedonia from 227, the long series came to an end. 

Rise of Rome. After the Roman conquest of Greece 
it is clear from the resumed activity of the mints that 
the Greek cities were autonomous in one respect at least, 
for the silver coinage required in Greek territory could 
be supplied only by Greek mints, the task being beyond 
the power of Rome at this time. The Thessalians issued 
silver coins of the type of Zeus and Athena and the 
legend Thessalon; a similar coinage was issued by the 
Boeotians. Maronea and Thasos issued tetradrachms that 
became a great commercial currency for trade across the 
Danube with the Scythians and Celts who imitated them. 
Macedonia itself issued tetradrachms bearing the names of 
Roman governors. In Asia, after the defeat of Antiochus 

III at Magnesia, there was an outburst of tetradrachms of 
Attic weight and local types at towns such as Lampsacus, 
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Smyrna, and Magnesia. Other cities resumed the issue of 
Alexander tetradrachms, continuing to the middle of the 
2nd century, when the Roman province of Asia was set up 
and cistophori replaced them. These, so called from the 

Dionysian chest (the sacred box or basket carried in the 
worship of Dionysus, usually shown containing snakes), 
which formed the principal type, were first struck at Perga- 
mum after 228 Bc; the reverse is a bow in a case between 
two serpents. 
In the west the rise of Rome in the 3rd century introduced 

a new factor into the history of Greek coinage. The first 
coinage to disappear was that of Etruria—a silver issue 
curiously always left blank on one side—after a life of two 
centuries. Rome’s early intercourse with the Greek cities 
of Italy is reflected in the Romano-Campanian coinage. 
In the south the Italian campaign of Pyrrhus left its mark 
on various coinages, notably at Tarentum. The towns of 
Magna Graecia gradually lost their silver coinage under 
Roman influence, although Greek bronze coins lasted un- 
til the Ist century at Paestum. 
In Sicily in the 3rd century, derivatives of earlier Syra- 

cusan coinage began to dominate the whole island. The 
Punic Wars brought the Romans to Sicily, where the 
Carthaginians had been established since the end of the 
5th century and had struck coins of Syracusan and other 
Sicilian types with Punic legends and later with their own 
types. Sicily became a Roman province; henceforth, only 
bronze was struck in it, and these local coins continued 
into the first century, when the last trace of Greek coinage 
in the west disappeared. 
Subsidiary Greek silver coinages under the Roman Em- 

pire. Although Greek coins under the Roman Empire 
were nearly all of bronze and intended for local circula- 
tion, exceptional coinages in silver were allowed by Rome 
as a continuation, for wider regional use, of important 
preconquest currencies. The largest of these, running from 
Augustus to Diocletian’s coinage reform, was minted at 
Alexandria to supply the needs of Egypt and was generally 
of billon (an alloy of silver and base metals). Inscriptions 
were in Greek and obverses bore the emperor’s portrait, 
while reverses (dated in regnal years by Greek numerals) 
showed a wide variety of types embracing Hellenistic, Ro- 
man, and Egyptian symbolism. 
In Syria silver tetradrachms continued to be struck, 

mainly at Antioch but also at Tyre and some other mints. 
These gradually became baser in the course of the early 
3rd century. Bronze was also struck by the Romans at 
these mints and frequently bears the letters S C (Senatus 
consulto), showing, like similar issues at Rome, imperial 
initiative exerted through senatorial agency. Of several 
other local silver coinages the large series of drachmas 
struck at Caesarea in Cappadocia from Tiberius to Com- 
modus is the most important. The most usual type was a 
local one of Mount Argaeus. 
A number of vassal states and protectorates continued 

to issue their own coinages in the precious metals until 
they became Roman provinces. The only gold coinage of 
this kind is that of the kings of the Bosporus, who struck 
coins from the time of Augustus to the beginning of the 
4th century. This coinage became gradually debased. In 
Africa the kings of Mauretania issued their own gold and 
silver until AD 40. 
Coinage in Judaea. Another pre-imperial series contin- 

ued under the Roman Empire was that of Judaea. Except 
for rare silver coins of much earlier date, with types of 
Greek origin but marked with brief Hebrew inscriptions, 
there were no Judaean issues until c. 135 Bc; the Seleu- 
cid coinage of Syria had in the meantime supplied the 
necessary currency. Antiochus VII, however, had granted 

to the Hasmonean high priest Simon Maccabeus the right 
of coinage, which enabled the natural resistance of the 
Maccabees to Greek polytheism to be satisfied by the 
representation of specifically Jewish symbols. These coins, 
like those of the rest of the dynasty, were of copper. 
Alexander Jannaeus (103-76 Bc) was the first of the Mac- 
cabean priestly princes to style himself king on his coins, 
which bore his name and title in Greek as well as Hebrew, 
but Pompey’s withdrawal of the kingly title was reflected 
in the coins of John Hyrcanus II. Antigonus Mattathias 

(40-37 Bc), the last of the Maccabees, introduced the 

seven-branched candlestick as a type. Under the Herodian 
dynasty, from 37 Bc, Greek alone was found on Judaean 
coins. Herod Philip (4 Bc—AD 34) gravely infringed Jewish 
convention by showing the effigy of the Roman emperor; 
Herod Agrippa I (41-44) was more adroit, avoiding the 
imperial portrait in Judaea but introducing his own in 
Caesarea. 

From AD 66, silver shekels and halves were coined, with 
some bronze, at “Jerusalem the Holy” to mark the first 
revolt against Rome: issues of year 5 (AD 70-71), a precar- 
ious one for the insurgents, are very rare. After the Flavian 
conquest, there were no further Jewish coins until the sec- 
ond revolt (132-135), under Bar Kokhba, when silver and 

bronze briefly proclaimed “the redemption of Israel and 
the freedom of Jerusalem.” Jewish coinage ceased with the 
revolt’s collapse. 

Greek bronze imperial coinage, to AD 268. Under the 
Roman Republic many Greek cities and districts contin- 
ued to issue their own bronze coins, and, particularly in 
Asia, these local Greek coinages went on under the empire 
down to Gallienus. 
The right of coinage in Greece was sometimes continu- 

ous and sometimes intermittently permitted by the em- 
peror or governor. Coins were struck not only by single 
towns but also jointly by alliances of towns (homonoiai). 
The general type is everywhere the same: obverse, a bust 
and, reverse, a type of local interest. Under the republic 
the Greek cities usually placed on the obverses of their 
coins an allegorical bust of some local hero, the local city 
goddess, or a personification of the people, the municipal 
council, or the senate. The Tyche, the titular goddess of 
the city, appears as a female bust wearing a mural crown. 
The goddess Roma is found as a helmeted female; e.g., 
at Smyrna. Under the empire the usual obverse type is 
the head of the emperor, as on the imperial series proper. 
There are some notable exceptions. Macedonia, for ex- 
ample, had the head of Alexander the Great. Athens was 
privileged by Hadrian to use the head of Athena in place 
of the emperor’s. 
It is the reverse types of this series of coins that give them 

their importance. The coins of Athens, preserve represen- 
tations of many statues famous in antiquity that have long 
since perished, such as the Athena Parthenos of Phidias; 
the great Athena Promachos on the Acropolis, visible far 

out at sea; or the Dionysus of Alcamenes, possibly a pupil 
of Phidias. A coin of Elis preserves the Olympian Zeus of 
Phidias, and one of Lacedaemon the Apollo of Amyclae, 

near Sparta. Local cults and incidents in the lives of the 
Greek divinities are common types. Local celebrities are 
also recorded, for example, Homer at several of the vari- 
ous towns that claimed him as a native (notably Smyrna), 
Anacreon at Teos, Sappho at Eresus in Lesbos, Herodotus 
at Halicarnassus, and Alcaeus at Mytilene, which recorded 
on its coins a whole series of its famous men, most other- 
wise unknown. Reverse types also represent many archi- 
tectural views of great importance, and the celebration of 

games and festivals is frequently recorded on coins. 
In conclusion, mention may be made of a notable ex- 

ample of the preservation of a local tradition on a Greek 
imperial coin. On a coin of Septimius at Apameia in 
Phrygia there appear as reverse type a man and woman 

in a chest or ark floating on water, with a raven on the 
top and a dove flying above with a branch in its beak; 
to remove any doubt about the scene represented, the ark 
is labeled NQ (NO; Noah), and the coin is evidence of 
the local tradition that the ark rested on the mountain 
behind Apameia. 

ROMAN COINS, REPUBLIC AND EMPIRE 

The beginnings. Although Roman coinage soon di- 
verged from Greek conventions, its origins were similar. 
Rome, founded in the 8th century Bc, had no true coinage 
until the 3rd. Roman historians later attributed coinage 
unhesitatingly to the much earlier regal period: some de- 
rived nummus (“coin”) from Numa Pompilius, by tradi- 
tion Rome’s second king, and Servius Tullius was credited 
with silver coinage, as well as with bronze stamped with 
the device of cattle. Roman historical tradition, however, 
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seriously confused the elements of the true picture. Rough, 
unworked lumps of bronze (aes rude) were certainly used 
as a metal currency from the 6th century, if not much 
earlier, perhaps in rare conjunction with very small quan- 
tities of unworked gold and silver, themselves also passing 
by weight. Simultaneously, standards of value appear to 
have been expressed in terms of cattle and sheep, as is 
clear not only from the derivation of pecunia (“money”) 
from pecus (“cattle,” or “sheep”) but also from the early 
assessment of fines in oxen and sheep. From this it was 
falsely concluded that bronze coins marked with the de- 
vice of cattle existed from the 6th century. In fact, the 
expression of values in terms of cattle may have lasted, 
officially, into the Sth century, for it was not until the 
decemvirs (a legislative commission) codified the law and 
drew up the Twelve Tables (451-449 sc) that fines were 
fixed in bronze. This bronze still consisted of unworked 
lumps or, at most, rough bars of irregular weight. 
During the 4th century Bc, Roman contact with the 

Greek cities of southern Italy slowly increased; these in- 
cluded such prolific mint cities as Nola, Hyria, and Naples. 
The coinages of these cities consisted of silver didrachms, 
of which Rome presumably made use in any necessary 
dealings with them. A hint is given, however, of widening 
Roman monetary interests by two issues of bronze token 
coinage. These, though certainly not produced at Rome, 
may perhaps be regarded as the earliest coins in the name 
of the Romans, struck at Naples c. 325-285 within the 
terms of their alliance and intended for use in Campania, 
as distinct from Rome and Latium. It is unlikely, indeed, 
that a mint in the proper sense existed at Rome before 289, 
the year to which Pomponius assigned the establishment 
of tresviri (a board of three officials) who should be aeris 
flatores (“bronze melters”); and this mint (in the temple of 
Juno Moneta) did not yet produce true coins but aes sig- 
natum, bronze bars (of about six pounds) lacking a mark 
of value but bearing on each side a clearly recognizable 
type (including cattle) and perhaps equivalent in value to 
a Greek silver didrachm. 
These aes signatum bars were halfway between aes rude 

and true coinage. In 269 true coinage appeared. It con- 
sisted of aes grave, large circular cast coins of bronze all 

bearing marks of value, from the as (weighing one pound) 
down to its 12th, the uncia; the obverses showed the head 
of a deity, the reverses a ship’s prow. These were paral- 
leled at mints elsewhere by similar cast coins; their types 
showed not, as at Rome, Latin deities but rather Greek 

(in the south) or Umbrian and Oscan. At the same time, 
there appeared struck silver didrachms, on the standard of 
the Greek silver coins of Campania, bearing Greek types 
but marked ROMANO or ROMA. Accompanied by small 
struck bronze token coins, these were issued from Cam- 
panian mints, and they probably continued to the Second 
Punic War, terminating in a new issue of silver coins 

of Roman style and types (marked ROMA), including 
Jupiter in a quadriga (four-horse chariot) from which their 
name, quadrigati, derived; they were imitated in electrum 
by the Carthaginians in Capua. The quadrigati were of 
the weight of the lighter Romano-Campanian didrachms 
and reflected the rising cost of silver at a time of stress; 
concurrently the cast bronze coinage of Rome dropped 
steadily in weight from an as of one pound to one of 
three ounces or less. Financial stress is similarly to be seen 
in the exceptional issue of gold units and halves. Toward 
the end of the Second Punic War the quadrigati were 
replaced by silver coins of half their weight, with a Victory 
on the reverse, and hence called victoriates. By c. 190 a 

mainly silver coinage, Latin-inscribed, was in production 
at Rome and other authorized mints, accompanied by 
bronze coinage so greatly reduced in standard (and thus 
size) that it could at last be struck instead of being cast. 
Introduction of the denarius. Adjustment of the previ- 

ously fluctuating relationship between bronze and silver 
was first secured by the issue c. 211 Bc of the silver 
denarius (marked X—i.e., 10 bronze asses), together with 

fractional coins, also of silver (marked V—ie., five; and 
ITS—i.e., 2'/2 asses—a sesterce, or sestertius). The denarii 

were lighter than the quadrigati; their types were a Roma 
head on the obverse, with the Dioscuri (the twin deities 
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Castor and Pollux) and ROMA on the reverse. Their pro- 
duction came to be confined principally to the mint of 
Rome. The victoriates, again lighter (their weight standard 
had come from Illyria), were issued until c. 150 Bc, being 
perhaps intended for principal circulation outside Italy. 
The denarius, however, quickly established itself as the 
major currency in the central and western Mediterranean. 
In its eastward expansion, Rome learned to make use 

of local currencies—gold staters of Macedonia and silver 
tetradrachms of Athens or Asia. Rome was also prepared 
to employ Macedonian gold in the west, as was shown 
by the release to western markets of large quantities of 
gold staters after c. 150 Bc. In the 2nd century Bc, Ro- 
man coinage in gold was exceptional. Coinage in bronze, 
however, continued, but further variation in silver—-bronze 
values was seen in two developments. The as dropped in 

weight to that of an uncia and then less, becoming a token 
currency; together with its fractions, it was now always 
struck and not cast. The value of the denarius in terms of 
bronze was altered, being revalued c. 133 at 16 instead of 
10 asses; the silver quinarius (now of eight asses and with 
the types of the victoriate) became rare; and the silver ses- 
terce (now equal to four asses) virtually disappeared. After 
c. 80 Bc the striking of bronze was discontinued until the 
time of Caesar. 
These developments mirrored the economic difficulties of 

the day. Reduction of the weight of the as from one to !/2 
ounce in 89 Bc was accompanied temporarily by debase- 
ment of the denarius, resulting in the issue of denarii with 
serrated edges, intended to show that they were not plated. 
Control and content of the coinage. The coinage was 

controlled by the Senate, acting for the sovereign people; 
and the conduct of the mints was in the hands of boards 
of junior magistrates, the tresviri. From about the mid-2nd 
century, each of a mint’s three tresviri normally issued 
coins bearing his own name, and on special occasions 
these were supplemented by issues of quaestors, curule 
aediles, prefects, or praetors; these were distinguished by 
special inscriptions such as ex s(enatus) c(onsulto) and ex 
a(rgento) p(ublico). The function of all these officials was 
quantity and quality control. 
The moneyers’ names at first were shown as simple 

monograms. The Dioscuri reverse was followed by Diana 
or Victory in a biga (two-horse chariot), and these again by 
figures of Jupiter, Juno, or Apollo in a quadriga, with the 
moneyers’ names in fuller form. In the mid-2nd century 
BC, however, newer tendencies appeared, as when Sextus 

Pompeius Fostlus paired the Roma obverse with a reverse 
showing his traditional ancestor Faustulus discovering the 
wolf and twins; the reference was to the greatness of Rome, 
but it was to be seen through the lineage of a moneyer. 
Later republican denarii gave keen expression to party 
politics, as when corn ears recorded c. 100 the purchase 
of grain by the quaestors Piso and Caepio, or the head of 
Ceres with ploughing oxen proclaimed the program of the 
Marians, or Sextus Nonius Sufenas advertised the games 
that he had staged as praetor. 
It was in the provinces, however, that the republican 

coinage took the decisive steps toward its finally impe- 
rial character. Campaigning generals began, in the Ist 
century BC, to operate mints for paying their troops in 
the field. In Italy mint policy had usually looked beyond 
personal politics to the state. But the military coinages of 
the imperatores equated the state with the personalities 
of the generals. Such were the aurei and denarii struck 
from eastern mints c. 82-81 by Sulla, with, obverse, L. 
SVLLA and head of Venus (his family patroness) and, 
reverse, JMPER(ator) ITERVM, priestly jug. between tro- 
phies. Pompey issued comparable aurei c. 61 (also in the 
east). From these precedents the earlier coinage of Julius 
Caesar followed naturally in the late 50s and early 40s, 
with, obverse, CAESAR and elephant (the family badge) 
and, reverse, priestly symbols, or obverse, head of Venus 
(his traditional ancestress) and, reverse, CAESAR, Gaul- 
ish trophy, and captives. Such coinages still avoided the 
portraiture of a living man, the only examples of which 
hitherto had been on provincially struck coins. 
Caesar and after. In the last year of his life, Caesar 

developed personal control of the coinage to a point at 
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which it lay ready to hand for Augustus to use later as a 

fully imperial instrument. Already, from 46 Bc, coinage in 
gold had been instituted in Rome by Caesar’s lieutenant 
Hirtius. Caesar’s seizure of the treasury and his expansion 
of the annual board of moneyers from three to four mem- 
bers indicated his intention to deal absolutely with the 
coinage. In 44, denarii were issued in considerable quan- 
tity by his quattuorviri, bearing the portrait of Caesar on 
the obverse, with such inscriptions as DICT(ator) OVAR- 
T(um) or DICT(ator) PERPETVO, and Venus Victrix or 

other semipersonal reverse types. For the token coinage 
a new alloy was now first struck—yellow orichalcum or 

brass, a copper-zine alloy. Caesar may have enjoyed a 
monopoly of zinc from mines in Cisalpine Gaul. 
From 44 to 31, bronze coinages were struck at various 

non-Italian mints, notably in or around Sicily, by officials 
attached to the cause of one or other of the members of 

the second triumvirate—Antony, Octavian, and Lepidus. 
But the principal issues of these years were of gold and 
silver. The mint of Rome continued its regular series 
until c. 37 and then ceased. Antony’s coinage emanated 
at first from Gaul, then increasingly from eastern mints, 
including his cistophori and denarii (some showing his 
head conjoined with Cleopatra’s) struck in Asia: his vast 
issue of often base denarii showing warships and military 
standards, shortly before the naval battle of Actium, was 
eastern. Octavian coined mainly in Gaul, Italy, and Africa. 
The piratical movement of Sextus Pompeius was reflected 
in the activity of a mint or mints in Sicily. 
It was characteristic of most of the gold and silver after 

44 that it showed portraits of the rival statesmen on the 
obverses, with reverses that alluded to their achievements 
or policies. This was true even of the “liberators” who 
murdered Caesar, for a famous eastern issue in the name 
of Brutus showed his portrait, with BRV7(us) IMP(era- 
tor) on the obverse, with reverse E/D(ibus) MAR(tiis)— 
the fatal Ides of March—and daggers flanking a cap of 
liberty. By the close of the Roman Republic, three factors 
had entirely transformed the originally simple idiom of 
the early denarial coinage: gold was freely struck in addi- 
tion to silver; the types of both were personal to military 
leaders and included living portraiture; and coinage could 
be produced elsewhere than at Rome. 

Early imperial mint policy. Augustus (27 BC-AD 14) 
based the coinage on the aureus of '/42 of a pound of 
gold, equivalent to 25 denarii, each of '/sa of a pound of 
silver, the metals being struck almost pure. The denarius 
was valued at 16 asses. Token coinage consisted hence- 
forth of brass sesterces and dupondii (equal to four and 
two asses, respectively), with copper asses, halves, and 

quarters, the as being the most common. Nero in AD 64 
lightened aureus and denarius to '/4s and '/s6, respectively, 
but debasement of silver subsequently took place. Under 
Septimius Severus it reached 40 percent, and Caracalla 
issued a debased double denarius of the weight of only 
1'/. denarii. Gallienus’ double denarius of copper and 
silver, leached to give a more silver-rich surface, marked 
a monetary breakdown, only partially cured when Diocle- 
tian and Constantine again made gold the firm basis for 
supplementary pure silver and abundant copper coinage. 
Augustus’ earliest gold and silver were coined chiefly 

in the east—e.g., at Ephesus and Pergamum—and more 
briefly at Emerita in Spain. Bronze also was mainly east- 
ern, though some was struck at Nemausus (Nimes). The 
Rome mint was reopened c. 20 sc for gold and silver 
and remained open for this purpose until c. 12 Bc; its 
bronze continued irregularly. From 12 Bc, Lugdunum 
(Lyon), with other mints of uncertain identity, undertook 
the main western coinages in gold, silver, and bronze. 
After 64 Rome was once more the chief mint for all 
metals. Official mintages were supplemented by a mass 
of regional or local coinages, while official coinages from 
eastern mints provided necessary currency for local Ro- 
man frontier forces. 

The bronze of Rome was marked S(enatus) C(onsulto) 
and continued to bear the names of the tresviri mone- 
tales—masters of the mint, now reduced to their tradi- 
tional number—until 4 Bc. But S C also appeared on 
bronze from Lyon and Antioch in imperial provinces, 

showing that whatever nominal senatorial rights of coinage 
still lingered on—the fresviri aré known until the 3rd cen- 
tury—the emperor wielded effective control over all metals 
everywhere. This was logical, since his economic powers 
were equally comprehensive. In fact, the old senatorial 

mint was transferred from the temple of Juno Moneta on 
Rome’s Capitoline Hill and merged, probably after the 
fire of 64, with an imperial mint for gold and silver else- 
where in the capital. Henceforth, it worked in sections— 
six were normal later—controlled immediately by an im- 
perial procurator and staffed by slaves or freedmen. 

Portrait of Nero on a bronze sestertius struck at the mint in Lyon, 
Fr., c. AD 64-66. In the British Museum. Diameter 36 mm. 

Reproduced with permission of the trustees of the British Museum; photograph, Ray 
Gardner for The Hamlyn Publishing Group Limited 

Portraits and types. The use of Caesar’s own portrait 
upon coinage set a precedent; although under Augustus 
and Tiberius token denominations occasionally lacked the 
imperial portrait, it was thereafter an essential element of 
virtually every gold, silver, and bronze coin of the official 
mints, as also of nearly all provincial and local coins. 

Emphasis on the personality of the emperor (extended 
sometimes to empresses, sons, or deceased members of the 
imperial house) was a powerful propaganda instrument 
in a coinage that circulated throughout a vast empire. 
The great series of imperial portraits, from Augustus to 
Romulus in AD 476, is artistically outstanding. Many of 
the finest appeared on the large brass sesterces down to 
the 3rd century and on the even larger bronze medallions 
produced for presentation; but particular care was taken 
over the portraits for gold, which, being softer, showed 
a beautiful and highly sensitive impression. Nothing is 
known of the portrait artists, though it is likely that they 
were often from the Greek East. 

Imperial reverse types, if artistically less remarkable, are 
uniquely important for the unparalleled fullness of the 
historical commentary that they supply. The major mints 
provided annual evidence of imperial interests: victories in 
war; frontier defense (e.g., Rex Parthis datus—“A king is 
given to the Parthians”—of Trajan); a well-earned peace 
(e.g., the Pace terra marique parta Ianum clusit—“There 

being peace on land and sea, the doors of the Temple 
of Janus were closed”—of Nero); the birth of an heir or 
alternative provision for the succession; public shows; acts 
of social reform or public relief (e.g., Civitatibus Asiae 
restitutis—“For the restitution of the citizenries of Asia”); 
imperial journeys (e.g., Adventus Augusti—“The arrival 
of the emperor”); and religious or other anniversaries 

(e.g., the Felix temporum reparatio—*Happy days are 
here again”’—on Rome’s 1,100th birthday). Their inter- 
pretation demands care, since, being selected by imperial 
officials, their tenor can conflict with the attitude of anti- 
imperial historians. But they show the efforts made by 
emperors, as the omnipotent semireligious heads of a huge 
and heterogeneous empire, to conciliate and inform. They 
contributed powerfully to the growing conception of an 
eternal Roman empire, seen no less in the special types 
of eagle (the soul flown heavenward) or funeral pyre or 
temple in honour of “good” emperors consecrated as divi 
than in the annual record of military victory, economic 
security, and provincial peace and implicit in the reg- 
ularity of imperial succession. The normal colour given 
to this imperial program was religious, for the coinage 
types commonly embraced such characteristically Roman 
concepts as Aequitas (Justice), Fides (Faith), and Concor- 
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dia (Harmony)—social virtues operating in the guise of 
minor deities. 

The 4th century and after. Diocletian’s institution of 
the tetrarchy, by which the empire was divided adminis- 
tratively between two Augusti and two Caesars, brought 
fundamental changes in social and economic policy; the 
instability of prices called for complete renewal of the 
monetary system. His coinage reforms took place in stages 
from c. 286 to c. 296. First, new aurei were struck at 60 
to the pound of gold. Then, c. 293-294, new silver coins, 
of good purity, were struck at the revised Neronian weight 
of 96 to the pound of silver. Finally, c. 294-296, new 
copper coins appeared that were larger and intrinsically 
more valuable than the small debased double denarii of 
previous reigns. The contemporary names of these silver 
and copper pieces are not known. This reformed coinage 
was struck at a variety of mints from Londinium (Lon- 
don) to Alexandria, most of which coined in all three 
metals. Types were closely controlled in the silver and 
copper coinage; in the latter the almost universal type was 
for some years that of the “Genius Populi Romani.” The 
obverse bore the portrait of one or other of the tetrarchs, 
each of whom coined with portraits of all four. 
The breakdown of the tetrarchy after 306 weakened the 

new system. Copper was quickly and steadily lightened, 
and silver struck very sparingly. Gold, however, contin- 
ued in good supply; and though Constantine’s solidus 
showed a reduced weight standard, there was no shortage 
of gold throughout the rest of the 4th century. In time, 
silver coinage increased, especially after c. 350, when the 
miliarense (1/1,000 of a gold pound) and smaller denomi- 
nations appeared. By the end of the 4th century, however, 
the size of copper coins had dropped very sharply, and in 
the Sth, until the Western Empire collapsed in AD 476, the 
western coinage consisted finally of gold with a little silver, 
struck mainly from the mints of Ravenna and Rome. 
From 312, when Constantine became emperor of the 

West, coin types began to show new tendencies. The 
imperial portrait was still the dominant feature. Reverses 
displayed complementary themes—the glory of the army, 
vows for continued imperial rule, the constant strug- 

gle against barbarian pressure on the frontiers. The old 
variety of pagan gods—Jupiter excepted—mainly disap- 
peared, though Sol, popular from Aurelian onward, was 
used, especially by Constantine. Christian emblems did 
little to take their plaee, though the Christian monogram, 
the Greek letters chi and rho superimposed, sometimes 
on a standard, began to appear with Constantine and was 
combined with the alpha and omega under Constantius 
II and Magnentius. On the whole, however, there was an 

unavowed truce between Christianity and paganism, only 
occasionally broken, as when Julian revived a range of pa- 
gan types; the full development of the Christian tradition 
in coinage was reserved for Byzantium. 

COINAGE IN WESTERN CONTINENTAL EUROPE, AFRICA, 

AND THE BYZANTINE EMPIRE (STH-10TH CENTURY) 
The fall of Roman power in the West left the gold cur- 
rency of the Byzantine Empire undisturbed; it was to 
become the most dominant single influence in European 
coinage for 1,000 years, competing at first with the gold 
of the Arab caliphates and later with that of the great 
Italian commercial republics as well. Byzantine coinage, 
in its continuity, contrasted strongly with the often erratic 
monetary systems from the Sth to the 7th century in 
western Europe, where Germanic invaders inherited the 
apparatus, money included, of the Roman Empire. In 
general, they took over the main features of late Roman 
coinage. Emphasis on gold continued, with silver and 
some bronze; gold chiefly served for the triens, or third 
(‘3 of the Constantinian solidus). The types of the gold 
coins for some time reflected Byzantine prestige, showing 
a formalized portrait obverse and titles of the reigning 
Byzantine emperor, toward whom widespread respect was 
paid even when Western kings began to add their personal 
monograms to the normal Victory reverses. Imperial pre- 
rogative, so powerful an influence on western gold, had 
less effect on silver, the types of which in the West became 
more flexible; in bronze, where obvious efforts were at 
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times made to link with traditional Roman design, flexi- 
bility was greater still. In technique these coinages varied 
widely: that of Italy was not without elegance; that of 
Spain developed an elaborately stylized balance, depending 
largely on its bold letter forms; the highly abstracted fig- 
ures of Gallic coins have found great favour among 20th- 
century artists, while those of Africa and Britain were in 
general considered artistically inferior. The weights of gold 
coinages were kept at a reasonably steady level, though 
fineness ultimately declined with the economic decline of 
the issuing kingdoms themselves. 
Post-Roman coinage in the West. In Italy Odoacer 

(476-493) had coined in silver and bronze at Ravenna 
after setting up a Teutonic kingdom. The Ostrogothic 
coinage that followed, from Theodoric (493-526) onward, 
consisted of gold, mainly imitating current Byzantine 
issues and with the imperial portrait (Theodoric’s fine 
portrait on a unique triple solidus is wholly exceptional). 
Silver and bronze were supplementary. The Lombards of 
Italy (568-774) had no distinctive coinage of their own 
until the gold struck in the name of Grimoald, duke of 
Beneventum (662-671), which was followed by gold and 
silver from a number of mints elsewhere. In Africa the 
Vandal kings Gunthamund (484-496) and Hilderic (523- 
2530) issued silver and bronze coinage, respectively, in- 
scribed with their names; the types and denominations 
looked to imperial models and, in the case of the bronze, 
to those of Carthage especially. Vandal gold was perhaps 
struck by Gaiseric (428-477) or Huneric (477-484) in the 
Byzantine emperor’s name, but in the absence of any 
royal monogram it cannot easily be attributed. The chief 
Spanish coinage was that of the Visigoths, who controlled 
southern Gaul also and—after Leovigild (568—586)—Sue- 
via (modern Galicia), with its rich gold mines; hence the 

fact that of 79 Visigothic mints a high proportion was con- 
centrated in northwestern Spain. Visigothic gold coinage 
was produced up to the Arab invasion in the 8th century 
and consisted almost entirely of thirds, at first imitating 
Byzantine models, and bearing kings’ names and titles. 
The most prolific mints were Mérida, Toledo, Seville, 
Tarragona, and Cordoba. 

Gold triple solidus of Theodoric from the mint at Rome, c. AD 500. 
In the Bibliotheque Nationale, Paris. Diameter 34 mm. 

By courtesy of the Bibliotheque Nationale, Paris 

In Gaul the Burgundians struck their own imitative gold 
thirds, first, under Gundobad (473-516), inscribed with a 
royal monogram, though not yet displacing the imperial 
name and portrait. The largest of the Gaulish coinages, 
however, was that of the Merovingian Franks, beginning 
with Clovis I (481-511). The gold consisted mainly of 
thirds, at first with some subsidiary silver and copper, 
inscribed by Theodoric I (511-533/534) and Childebert I 
of Paris (511-558) with their own names. As elsewhere, 
the types of the gold borrowed steadily from the imperial 
series, either the former Roman or the current Byzantine. 
Reverses showed a Victory, though the theme of the “cross 
on steps” of Tiberius II (578-582) gradually displaced 
it, beginning in the south. Obverses generally showed a 
profile, and later sometimes a frontal, bust. A profound 
break with tradition came when Theodebert I (533/534- 
547/548) substituted his own name on his gold for that 
of the Byzantine emperor—a change that in turn was to 
influence Visigothic gold. The right of striking gold had 
meanwhile been widely extended, to mints presumably 
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operated by royal permission and numbering nearly 500 
in all. These were distributed over an area including not 
only what is now France but also the Low Countries, the 
Rhineland, and Switzerland. The types of Merovingian 

gold coins diverged increasingly from imperial models: 
nearly all of them were inscribed on the obverse with 
the name of the issuing authority, most often municipal, 
and on the reverse with that of the moneyer. As the 
Merovingian dynasty drew to a close in the 8th century, 
gold coinage became poorer in quality, and it gave way 

to the small silver denarius, of about 1.2 grams, struck in 
quantity. This change heralded the Carolingian revival of 
the denarius. 

Coinage supply to Britain was interrupted when the 
mints of Roman Gaul were closed c. 395, and scarcely 
any gold or silver coin entered Britain during c. 450-550. 
Subsequent penetration of Merovingian gold encouraged 
a brief Anglo-Saxon coinage of gold thirds (see below). 
Coinage in the Byzantine Empire. Inspiring many fea- 

tures of these transient coinages, but outliving them all, 
stood the currency of the Byzantine Empire. It was based 
on the gold solidus ('/72 of a pound) of Constantine—the 

bezant of 4.5 grams (about 70 grains) maximum, which 
dominated so much of European trade to the 13th cen- 
tury. Until the 10th century, halves and thirds were also 
used. This gold was proverbial for its purity until the 10th 
century. The fundamentally religious nature of the empire 
was fully reflected in the coinage: throughout 10 centuries 
there was scarcely a single issue that did not look directly 
to the Christian faith, since apart from reverse types and 
legends, which were purely religious, the obverses showed 
the emperors as specifically Christian rulers by the use of 
adjuncts or appropriate inscriptions. 

Byzantine coinage began effectively with the reign (491- 
518) of Anastasius I. Thenceforth, it consisted, in addition 

to gold, of silver and bronze. Silver, always rather rare, 

consisted of the small siliqua (!/24 of a solidus) or keration, 
followed by the larger miliaresion and the still larger hexa- 
gram. Bronze was in most periods very commonly struck. 
Its appearance and tariffing were reformed by Anastasius, 
who issued large pieces marked M, K, J, and E (equal to 

40, 20, 10, and five nummi); other multiples were found 

either later or locally, as JB (equal to 12 nummi) at Alexan- 
dria. Such marks of value continued until Basil I (867- 
886). Constantinople itself was the main mint in all three 
metals, which were coined also at Carthage and Ravenna. 
Thessalonica, Nicomedia, Cyzicus, Antioch, and Alexan- 

dria struck bronze only; at one time or another Rome 
struck gold and bronze, while Syracuse and Catana also 
contributed. The technique of gold and silver minting was 
generally high; that of bronze was coarse, and overstriking 
was common. 
Types and legends of Byzantine coins. For gold, the 

earliest obverses were diademed profile busts or helmeted 
facing busts, both common on previous coins of eastern 
and western empires. The facing bust showed the emperor 
in military panoply with a cross in his hand or on his 
helmet, and, if the cross was lacking on the obverse, it 

appeared on the reverse. With Justin I (518-527) and 
Justinian I (527-565), the seated figures of the emperors 
were shown side by side (527). Thereafter, the facing head 
became more common: from the time of Phocas (602- 
610) it was increasingly formalized, a process that reached 
its climax in the 8th century. Under Heraclius (610-641) 
the habit began of showing the emperor with one or more 
of his sons; and, with figure types now more common, 
it was possible to show emperor and empress together or 
even, as with John I Tzimisces (969-976), the emperor 
being crowned by the Virgin, with the hand of God above. 
The reverses of the gold coins at first emphasized the Vic- 
tory (doubtless regarded as an angel) of previous issues. 
Tiberius II introduced the cross potent on steps, a type 
destined to play a long and important part. Justinian II 
(685-711) was the first to use the haloed bust of Christ, 
who had previously been shown only on a coin of c. 450, 
in the act of marrying the empress Pulcheria to Marcian, 
The Iconoclasm of Leo III (717-741) and his successors 
banished such divine representations in favour either of 
the cross on steps or of imperial figures on the reverses, 

but with Michael III (842-867) the bust of Christ returned. 
From Basil I the throned Christ-predominated. 
The obverses of the silver coins, beginning with profile 

busts, thereafter included seated figures, facing busts, and 
purely epigraphic designs. The introduction of the larger 
hexagram by Heraclius in 615 allowed fuller scope for 
later designers, whose reverses often consisted of a cross 
on steps or a bust of Christ surrounded by inscriptions; 
from the 10th century the cross bore a central portrait 
medallion of the emperor himself. 
In bronze coinage there was at first less flexibility. The 

earliest types were, obverse, a profile bust and, reverse, a 
cross and mark of value. Under Justinian I the facing bust 
prevailed, and in his 12th year he introduced the dating 
of his bronze coins on the reverse, in the form Anno 
XIJ; the inclusion of a regnal date was thereafter normal 
on bronze until Constans II (641-668). From the time 

of Justin II (565-578) the obverses showed two or more 
standing imperial figures combined (until Basil I) with 
the mark of value. From the 10th century the reverses 
were taken up wholly by three or four lines of inscrip- 
tion; and the anonymous bronze coins of John Tzimisces 
combined such a reverse, reading Jesus Christus Basileu(s) 
Basile(on), with a new obverse showing the facing bust of 
Christ designated Emmanuel. 
The orthography of Byzantine coin legends became re- 

markably complex as the Latin and Greek alphabets were 
increasingly mingled and individual letters took on new 
or specialized forms and words were severely abbreviated. 
At first the inscriptions were purely Latin, the emperor’s 
names and titles being in the conventional form D(ominus) 
N(oster)—P(ius) F(elix) Aug(ustus). Even before Anasta- 
sius, however, Perpetuus had been a variant for P.F., and, 

abbreviated in the form PP, it finally prevailed. In the 7th 
century, Greek letters were more commonly mixed with 
the Latin in such legends as that of Justinian II, when 
he styled himself Servus Christi; and in the later 8th, the 
general shift to Greek from Latin conceptions was plain 
in the emperor’s new title of Basileus. Comparatively long 
votive inscriptions, as “Lord, help thy servant,” and met- 
rical inscriptions (a practice more common in Asia than 
in Europe) began in the 10th century. 

Economic role of Byzantine coins.“ Byzantine gold 
coinage, until its debasement from the 10th century, was 
immensely important in the economic life of the Levant 
and western Mediterranean. The total output of gold was 
great, and its influence can be judged partly from the 
distribution of the coins themselves and partly by the 
typological influence exerted by the Byzantine upon other 
coinages, from the first Arab-Sasanian gold of the East to 
that of Italy and Gaul in the West. In the 5th and 6th 
centuries, Byzantine solidi accumulated in the Baltic area, 
doubtless in payment for furs; and, in the 6th and 7th, 
solidi of a slightly lighter weight were hoarded in France, 
the Low Countries, Scandinavia, Germany, the Balkans, 
Russia, the Levant, and northern Africa. In these last two 
regions Byzantine gold competed from the 7th century 
with the increasing output of Arab gold dinars. 
Charlemagne and the Carolingian coinages. While the 

bezant and dinar maintained gold currency along the 
Mediterranean, northern Europe from the 8th century 
suffered a shortage of gold and turned its almost exclusive 
attention to silver, inherently more convenient as a unit of 
exchange. A previous Merovingian tendency to introduce 
silver alongside gold was carried much further when the 
Carolingian ruler Pepin the Short (751-768) replaced gold 
by silver, introducing the denier, which was to be the basis 
of all medieval coinage in the north. His new coin was 
wider and thinner than previous silver pieces. The normal 
types were simple—obverse R P (for Rex Pepinus), reverse 
R F (for Rex Francorum),. 
Charlemagne (768-814) reorganized northern currency 

in a way that affected it permanently. Coining at first 
simply as Carolus R F, he defeated the Lombards in 774 
and entered Rome, becoming king of Lombardy as well. 
His deniers were later made wider and still heavier (about 
25 grains), and he introduced the smaller and subsidiary 
obole, or half-denier. The main types of his deniers were 
threefold: the monogram of his Latinized name, Carolus; 
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a temple (sometimes a gateway); and, more rarely, a por- 
trait. Monogram deniers were coined in France, Germany, 
northern Italy, and northeastern Spain; temple deniers 
were also widely struck, often inscribed YRISTIANA RE- 
LIGIO, though this legend was sometimes replaced by the 
name of a major French mint city. On Christmas Day 
800, Pope Leo HI crowned Charlemagne as Roman em- 
peror, and, thenceforth, his deniers, either with the temple 
type and “Christian” legend or with a mint name alone, 
styled him Kar(o)lus Imp. Aug., sometimes adding Rex 
F(rancorum) et L(angobardorum). His mints lay mainly 
in France, the Rhineland, and the Low Countries. 

Louis I (814-840) continued his father’s monetary sys- 

tem with little essential change. But the infringement of 
his minting rights emphasized the economic importance 
of northern ports, especially the Frisian Duurstede, from 
the neighbourhood of which emanated large numbers 
of copies of his gold sous and half-sous. These portrait 
coins originally were designed presumably for presentation 
to the Holy See, since the reverse bore the inscription 
MVNVS DIVINVM around a cross. They were struck 
sparingly, and no Carolingian gold thereafter appeared. 
Charlemagne’s pattern of coinage, sometimes varied, was 
extended to Lotharingia, with such powerful mints as 

Cologne, Metz, Trier, and Strasbourg. From the time of 
the French kings Louis II and HI (877-882) the Car- 
olingian currency pattern weakened, and feudal coinages 
made their first appearances. Louis IV d’Outremer granted 
coinage rights to the archbishop of Reims as early as 850, 
and the system was swiftly developed in the 10th century, 
concessions being made to a large number of ecclesiasti- 
cal foundations and even in a few cases to lay lords as 
well. In Spain, Carolingian mints were established only 
in the extreme northeast, at Barcelona, Ampurias, and 
Gerona. The kingdom of Aquitaine, under Charlemagne, 
was reserved to the Frankish king’s son, and its coins were 
modeled on the Carolingian pattern. Northern Italy was 
an integral part of the territories controlled by the earlier 
Carolingians, but from the mid-9th century changes began 
to show: the deniers of Pavia and Milan, though retain- 
ing Carolingian types, became broader and thinner, with 
wide rims like those of the later German bracteates (see 
below). Venice, a republic from the late 7th century, ruled 
by a doge under Byzantine protection, did not coin until 
the 9th, when it struck deniers for the Carolingians; but 

after Lothair I it omitted mention of the imperial name. 
At Rome papal coinage began with Adrian I (772-795), 
Byzantine in style and types, but after Charlemagne’s visit 
in 774 all deniers (except during an imperial interregnum) 
were struck jointly with the pope’s monogram and the 
emperor’s name, until 904; thenceforth, the papal name 
appeared in full and alone. The principalities of Beneven- 
tum and Salerno and the duchies of Naples and Amalfi 
fell within the Byzantine—Arab orbit, and their gold, silver, 

and bronze showed these beside Carolingian influences; 
bronze coins in particular followed Byzantine models, 
while the gold tari of Salerno were curious fractional copies 
of Arab dinars. In central Europe, Carolingian coinage was 
not reflected east of the Rhineland, but in the north the 
imitation of Carolingian money in or around Duurstede 
bred more distantly derivative issues elsewhere, possibly 
even in Scandinavia; these were, in effect, silver deniers, 
but their types, with their emphasis on ships and animal 
designs, show them to belong to the Nordic, as opposed 
to the Teutonic, stream of monetary design. 

THE LATER MEDIEVAL AND MODERN 

COINAGES OF CONTINENTAL EUROPE 

The change of power from Frankish to German emperors 
in the 10th century saw the silver denier extended into 
central and northern Europe. In the East the decay of the 
Byzantine Empire was reflected in the debasement of its 
gold coinage to electrum; after the temporary fall of Con- 
stantinople to Western crusaders in 1204, Byzantine tradi- 
tion was carried on in the silver coinages of the derivative 
empires of Trebizond, Nicaea, and elsewhere. The revival 
of gold coinage in Italy in the 13th and 14th centuries, 

promptly copied elsewhere, led to the need for a silver 
denomination larger than the denier, and the grosso and 
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its equivalents soon spread widely. From the 14th cen- 
tury coinage began to lose its Gothic stiffness: the Italian 
Renaissance pointed the way to naturalism in portraiture 
and to greater fluency of ornament. In the 15th century 
the first experiments were made with mechanical methods 
of coining, and by the 16th the new techniques were being 
generally adopted (see below Techniques of production). 
The traditionally privileged nonregal mints were incapable 
of producing the mechanical power needed for the in- 
tensive coinage not only of the large gold denominations 
resulting from the influx of Spanish-American treasure 
after 1493 but also with the equally large silver thalers, 
or dollars, beginning to be produced with silver from the 
German Joachimsthal mines. Multiplication of gold and 
silver coinages, and their larger denominational values, 
emphasized the need for token coinages, which were pro- 
duced from the 17th century. Britain was effectively on 
the gold standard from the end of the 18th century, to- 
gether with Portugal, but it was not until the second half 
of the 19th that continental Europe followed suit. Paper 
currencies of this period were fully redeemable in gold 
coin, but the gold standard was abandoned during World 
War I; since then, paper has been redeemable effectively 
only in base-metal alloys. 
The coin types of the later medieval period were relatively 

crude. Portraiture, schematically stiff on later Byzantine 
money, was revived with striking realism most notably 
in Renaissance Italy and thereafter flourished. Reverses 
revealed feudal influence in shields of arms and civic 
emblems. These developments set the general pattern of 
modern coinage, usually with an obverse portrait and 
some form of national badge or arms on the reverse. 
From c. 1800 onward this pattern was standardized to a 
large degree. 

Portugal. Coinage began in Portugal, after the expul- 
sion of the Moors, with Afonso I (1128-85), whose gold 
maravedis, copied from the gold of the Berber Almoravids, 
retained certain Arab features in design. Some base silver 
was also struck. Rights of coinage were, from the start, 
reserved to the kings, almost exclusively. Peter I (1357- 
67) reformed the coinage on the basis of the gold do- 
bra of about 4.9 grams, with types copied from those of 
contemporary France: obverse, king enthroned; reverse, 

ornamental cross. There was a similarly imitative silver 
gros tournois (based on the weight standard of Tours, 
Fr.). Peter’s successors developed his system. Copper was 
struck from the 15th century. From the 16th to the 18th 
century, gold was coined in quantity and in denomina- 
tions of handsome size down to the half-escudo. In the 
19th century the basic gold denomination was the crown. 
In the 20th century token denominations (in terms of 
centavos) have prevailed in various alloys, though silver 
was introduced in 1954 for the 10-escudo piece and for 
certain purely commemorative issues. 
Spain. As in Portugal, the coinage struck after the ex- 

pulsion of the Moors was almost without exception regal. 
That of Navarre started under Sancho III Garcés (c. 1000- 
35) with deniers of Carolingian influence. The series of 
Castile and Leén began with similar pieces under AlI- 
fonso VI (1065-1109), and that of Aragon under Sancho 

Ramirez (1063-94). Among the earliest gold was that of 
Alfonso VIII of Castile (1158-1214), copying an Arab gold 
dinar but with Christian professions in its Arabic script. 
Gold portrait doblas appeared under Sancho IV of Castile 
and Leon in the 13th century, and the portraiture under 
Pedro I in the 14th was of high quality. Gold coinage 
multiplied in the 15th century, with Henry IV coining 
huge pieces of superb Gothic style; silver and billon were 
also in good supply. The union of the crowns of Castile 
and Aragon in 1479, and subsequently the influx of Amer- 
ican precious metals, resulted in an abundant coinage 
in gold (the excelente and its multiples) and silver (the 
real and its multiples)—the silver piece of eight being the 
famous Spanish dollar. This last denomination enjoyed 
enormously wide currency, and its type (obverse, royal 
portrait; reverse, Pillars of Hercules with PLVS VLTRA 
on scroll) was universally known. 
France. The dynasty of Hugh Capet (987-996) made 

no immediate change in the previous Carolingian coinage 
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system: deniers and their halves, the oboles, continued, 
but tended to decline in fineness. Feudal deniers began to 
appear in abundance beyond Capet’s kingdom of north 
central France; the most important and numerous were 
issued from the 10th century by the abbey of St. Martin 
at Tours, with a “castle” type destined to exert wide in- 
fluence. This monnaie tournois was lighter than the royal 
monnaie parisis (based on the Paris weight standard), 
generally in the ratio 4:5. Louis IX in and after 1262 
reformed the coinage. The sou became in 1266 the silver 
gros tournois, **/24 fine and weighing about four grams; its 
types continued the “castle” of the denier tournois but with 
concentric inscription and ornament frequently imitated. 
With this there appeared a gold écu, with the royal lilies 
on a shield. Subsequent development down to the 15th 
century emphasized more and larger gold denominations; 
silver continued, often debased. Design reached magnifi- 
cent heights of Gothic splendour, seen in the masse d'or 
(“sceptre of gold”), mouton d’or (“Paschal Lamb”), ange 
d'or (“angel of gold”), and franc d'or (france [“free”], a 
term first applied to a coin of John II, minted in 1360 to 
commemorate his ransom from the English). The Anglo- 
Gallic issues of the time were comparably beautiful. Feu- 
dal coinage was severely limited, that of Brittany and (at 

Louis XIll silver écu blanc (louis d'argent), Paris, 1643; the dies 
for the coin were engraved by Jean Warin. In the British Museum. 
Diameter 44 mm. 

Reproduced with permission of the trustees of the British Museum; photograph, Ray 
Gardner for The Hamlyn Publishing Group Limited 

first) Aquitaine being most important. Types in Aquitaine 
later showed some English influence, while in the gold of 
Provence that of the Florentine florin was noticeable. In 
the 16th century broad, thick silver coins were adopted, 
familiarized by the testons (from testone, which means 
“head”) of Italy; these, together with the gold écus, set 
the general pattern. Early in the 17th century the use of 
machinery for coining was the subject of experiments by 
Nicolas Briot; both he and Jean Warin were famous for 
their technique and style under Louis XIII. The late 17th 
and 18th centuries, though their coinage was of consider- 
able external magnificence, were not devoid of monetary 
difficulty. Louis XV suppressed independent local mint- 
ing, Strasbourg being the last provincial mint to survive, 
though royal branch mints continued. Under the Revolu- 
tion Louis XVI coined first as constitutional king, in gold, 
silver, and copper; but from 1793 the issues were wholly 
republican, with the inscriptions République francais, Lib- 
erté, etc., and the symbols (cap of liberty, cock) that have 
survived in modern French coinage. The precious: metals 
were in short supply; gold and silver were demonetized and 
paper took their place, together with copper. In 1793 the 
decimal system was adopted, in terms of francs, decimes, 
and centimes, coins now being dated by the Revolutionary 
era; gold coinage was effectively lacking until the time of 
Napoleon. From 1866 France was joined with Belgium, 
Italy, and Switzerland in a monetary convention defining 
the denominations, quality, and weight of gold and silver 
coinage in terms of francs. In the 20th century alloys were 
introduced, and the Vichy government of Henri-Philippe 
Pétain also used zinc, iron, and aluminum. From 1950 
paper money was increasingly replaced by alloy coins, the 
“heavy” revalued franc being introduced in 1959. 
The Low Countries. In Merovingian and Carolingian 

<— 

The gold vieil heaume of Louis de Male, count of Flanders, 1367, 
one of the largest Flemish gold coins. In the Fitzwilliam Museum, 
Cambridge. Diameter 35 mm. 
By courtesy of the Fitzwilliam Museum, Cambridge, Collection of Professor P. Grierson 

periods a few mints operated in the Low Countries. Sub- 
sequently the area was divided among a number of dukes, 
counts, seigneurs, and ecclesiastics. In the 16th century 
the Low Countries passed to the House of Austria, and the 
daalder (dollar) appeared. English military operations were 
accompanied by the issue of gold pieces. The 16th century 
produced some remarkable siege pieces from Amsterdam, 
Bergen op Zoom, and elsewhere. With the establishment of 
the Kingdom of Holland under Louis Napoleon in 1806, 
coinage began to conform with that of the Napoleonic 
Empire. Belgium emerged as an independent kingdom in 
1831, and in 1860 adopted a cupronickel alloy for its 
French- or Flemish-inscribed or bilingual coinage. 
Switzerland. The coinage of Switzerland illustrates its 

varying fortunes. First there was the gold money of the 
Merovingian kings, among whose mints were Basel, Lau- 
sanne, St. Maurice-en-Valais, and Sitten (Sion). The silver 
deniers that Charlemagne made the coinage of the empire 
were issued by fewer mints. The dukes of Swabia began to 
strike at Ziirich in the 10th century, and the empire from 
the 10th to the 13th century granted the right of coinage 
to various ecclesiastical foundations. Bern was allowed a 
mint by the emperor Frederick II in’ 1218, and other 
towns and seigneurs subsequently gained the same right. 
The demi-bracteate appeared about the middle of the 1 1th 
century, and about 1125 it was superseded by the true 
bracteate, which lasted until about 1300. (Bracteates were 
lightweight silver coins so thin that they bore only a single 
type, repoussé [hammered into relief on the reverse], for 
which a special technique [including the use of wooden 
dies] was devised.) The Swiss Confederation developed in 
the 14th century, and by degrees the cantons struck their 
own money. These, together with the coins of some few 
sees and abbacies, formed the bulk of Swiss money of 
the medieval and modern periods. The cantonal coinage, 
interrupted by the French occupation, was suppressed in 
1848, when a uniform currency was adopted. 
Italy and Sicily. At the close of the Carolingian period 

the coinage of Italy fell into two main classes. In nearly 
all of the north, including Rome, it consisted of silver 
deniers of Carolingian derivation, mainly struck at Pavia, 
Milan, Lucca, and Verona. At Venice and over most of 
the south the dual influences of the Byzantine and Arab 
empires were prominent. Monetary fashions were shown 
in the coinage of Sicily struck by the Normans. Robert 
Guiscard in 1075-85 struck small gold coins called taris 
of almost wholly Arabic appearance, together with bronze 
of Byzantine style. Roger I of Sicily Latinized the bronze, 
and Roger II coined silver ducats of Byzantine type; Arab- 
style gold taris still continued for commercial reasons, 
since the great Fatimid coinage was then the currency of 
all western Muslims. After southern Italy and Sicily had 
fallen to German power, Frederick II (1212-50) restored 
a Latin coinage of gold, of splendid style and execution 
and good fineness, in proto-Renaissance style. His gold 
augustale (patterned after the aureus) and their halves, 
struck c. 1231 at Brindisi and Messina, were accompanied 
by billon deniers. Sicily soon passed to Charles I of Anjou 
(1266-85), and its Angevin coinage, like that of Naples, 
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assumed the French medieval style, succeeded in turn by 
that of the Aragonese kings. 
In northern Italy leading cities were issuing silver with 

a free choice of types—portraits, badges, or figures of pa- 
tron saints and others, with explanatory legends. Mantua 
celebrated Virgil; Florence from c. 1189 showed its lily 
with St. John the Baptist; and Genoa chose the janua, or 

eponymous gate. Venice, abandoning the imperial name 
early in the 12th century, set a precedent c. 1192 in the 
issue of the larger silver grosso or matapan, using the 
henceforth familiar types of Christ on the reverse and, ob- 
verse, St. Mark presenting the gonfalon (the banner of the 
republic) to the doge. The influence of the gold coinage 
of Frederick II on such cities was soon evident. Genoa 
was striking gold as early as 1252. Florence issued the 
first of its famous and profuse series of fiorini d’oro, or 
gold florins. The lily continued as the civic type, together 
with the standing figure of the Baptist. Regular weight 
(about 3.50 grams, 54 grains) and fineness won the fiorino 
universal fame and wide imitation; double florins were 

introduced in 1504. Venice in 1284 produced its gold 
ducat, or zecchino (sequin), of the same weight. Venetian 
ducats rivaled Florentine florins in commercial influence 
and were widely copied abroad. The series begun under 
Giovanni Dandolo continued with the names of the suc- 
cessive doges until the early 19th century. 
At Rome no papal coins appeared from 984 until purely 

epigraphic types recorded the names of Leo IX and the 
emperor Henry III in 1049-54. Thereafter, there was a 
further gap until Urban V (1362-70). The Senate of Rome 
coined silver deniers from 1188, with the antique legend 

Senatus Populus Q.R. and figures of SS. Peter and Paul. 
In 1252 Brancaleone struck deniers with the seated figure 
of Rome and the legend Roma Caput Mundi; Charles of 
Anjou in the 13th century and Cola di Rienzo in the 14th 
also coined, as Roman senator and tribune, respectively. 
Senatorial gold ducats were introduced on the Venetian 
model in 1350. Papal coinage returned from Avignon in 
1367 with Urban V, who assumed rights over the mint 
of Rome; gold, silver, and bronze later developed, with 
types (crossed keys, tiara, personal arms, and many dif- 
ferent emblems) that, with few interruptions, have lasted 
ever since. Since 1869 papal coinage has been mainly of 
a commemorative nature, in silver, acmonital (stainless 
steel), and bronze, of denominations corresponding with 
the Italian state coinage. 
The patronage given by the popes to notable artists— 

e.g., Francia and Benvenuto Cellini—resulted in a fine 
and often lavish standard of design in their coins and 
medals. Similar patronage was shown by the noble houses 
of Ferrara, Mantua, Milan, and elsewhere, whose coinages 
from the 15th century attained a splendid level. The size 
of gold and silver denominations was growing, as witness 
the silver teston of 1472; and the portraits made by Cara- 
dosso, Francia, and others of equal fame are among the 
finest small-scale Renaissance works. Later coins of still 
larger size of the duchies of Savoy and Florence are re- 
markable. Italian coinage continued to be divided among 
a number of kingdoms, principalities, and duchies until 
1861, when Victor Emmanuel I first coined as king of all 
Italy. The metals were gold, silver, and bronze; alloys were 

introduced under Umberto I (1878-1900). Under Victor 
Emmanuel III (1900-46) reverse types borrowed heavily 
from the antique, and his later issues reflected the influ- 
ence of the Fascist regime, being dated by the Fascist era 
from 1936 (year XIV) as well as by the Christian. From 
that same year, he appeared as emperor (of Ethiopia) as 
well as king of Italy, and after 1939 coins were struck 
for him, with a helmeted portrait, as king of Albania. 
After World War II the republican coinage of Italy, in 
aluminum and steel, concentrated mainly on symbols of 
agricultural fertility and national industry. 
Germany and central Europe. Territorially, the German 

issues began and developed in an area that has since been 
many times divided and from which Austria, Hungary, 
Czechoslovakia, and Yugoslavia have emerged as separate 
states. Classification of these issues remains one of the 
most formidable numismatic problems. 
From the 10th to the 12th century the Carolingian pat- 
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tern of coinage was continued; but with the advent of the 
Swabians under Conrad III in 1138, unity disappeared. 
In the west the silver denier continued. In the east the 
coinage of very thin bracteates was developed. The western 
deniers were in part from imperial mints, scattered among 
a much larger number of feudal mints, representing eccle- 
siastical rather than lay authorities. Westphalia produced 

a profuse ecclesiastical coinage. That of Cologne was es- 
pecially important, showing the former Carolingian “tem- 
ple” combined with the linear inscription S(ancta) Colonia 
A(grippinensis); and that of Minster was comparable in 
influence. This area was conservative and prosperous; the 
weight of its deniers was well maintained, and, although 
Anglo-Saxon and, later, English and Byzantine influences 
became noticeable, its types changed but little. 
In the eastern region a sharp decline in weight led to 

the thin, single-type bracteates, and the designs quickly 
broke away from Carolingian tradition. Issued by a wide 
variety of authorities, many of them ecclesiastical, these 
coins showed a great range of human figures and por- 
traits (saintly and secular) together with representations 
of churches, castles, and heraldic devices in an essentially 

medieval Germanic style. The difference between the 
heavier western deniers and the lighter eastern bracteates 
was perhaps partly responsible for the emergence of the 
Mark. This weight of solid silver, the mass of which varied 
from one time and area to another, stood at about 7/3 of 
the gold pound, which equaled 240 western silver deniers. 
Transition from medieval to modern coinage took place 

with the emperor Louis IV of Bavaria (1314-47), who 
introduced gold and multiplied the silver grossus already 
issued by Cologne under Henry VII (1308-13). Louis re- 
duced the number of purely imperial mints. Many others 
operated by rights granted to the nobility, the churches, 
and certain municipalities, and from these henceforth ap- 
peared the bulk of German coinage, including from 1520 
the large silver thalers (so called from the Joachimsthal 
mines in Bohemia and from which derived the word 
dollar). In the 16th and 17th centuries the thalers and 
their multiples, of handsome and even ornate appearance, 
dominated the silver currency of Germany. Thalers of 
Saxony and Brunswick are especially well known. The 
thaler continued as a unitary denomination to the 19th 
century in Germany proper, but in 1870 German ad- 
herence to the gold standard caused its abandonment. 
From 1870 the kings of Prussia as emperors coined for 
all Germany; henceforth, the innumerable local variations 
in coinage were subsumed under the gold Reichsmark of 
100 pfennigs, the silver standard being abandoned. After 
World War I the rulers of German states abdicated or were 
deposed, and everywhere the value of the Mark declined 
to zero, its place being momentarily taken by inflated 
paper currencies. Silver was coined mainly for commem- 
orative pieces between World Wars I and II, including the 
Hindenburg portrait pieces; zinc, aluminum, and alloys 
furnished the wartime currency of 1939-45. After 1948 
the coins of West Germany were inscribed Bundesrepublik 
Deutschland; those of East Germany, Deutschland alone 
(with emblems of industry and fertility). 
In Austria there was a ducal silver coinage in the 11th 

century. It remained crude until the 14th century, when 
Albert II (1330-58) introduced a gold florin of Florentine 
character. The gros appeared with Frederick II] (1440- 
93): thereafter, development was parallel with that of Ger- 
many, with thalers taking a prominent place. Those with 
the portrait of Maria Theresa acquired wide popularity on 
either side of the Red Sea. They continued to be coined in 
large numbers at Vienna and London, with the date 1780, 
for circulation in those regions: 24,000,000 were struck in 
1940-41 from British mints alone. 
The Bohemian ducal coinage of deniers from the 10th 

to the 12th century showed Byzantine, Scandinavian, and 
even English influences; by the 12th century the Prague 
mint was developing its own style. Wenceslas II first pro- 
duced the gros in 1300, and John of Luxembourg (1310- 
46) the first gold florins, with, obverse, crown and, reverse, 
rampant lion. The regal coinage of Hungary began with 
the deniers of Stephen I (St. Stephen; 1000-38), and the 
style remained crude until Charles I (1310-42) introduced 
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a lily-bearing gold florin and a silver gros modeled on 
those of Naples and Rome. 
With the formation of the Austro-Hungarian Empire in 

1848, the coinage of the two countries, including Bohemia, 
was unified. During 1857-68 the coinage conformed to the 
terms of a monetary convention with Germany. The coins 
of Austria and Hungary were differentiated from 1868: the 
former were inscribed in German or Latin, and the latter 

in Magyar. Since 1923 the republican coinage of Austria 
has been conspicuous for its commemorative silver coins. 
That of Hungary, under the regency of Adm. Miklos Hor- 
thy, emphasized the crown of St. Stephen; under Soviet 
domination types symbolized revolution, peace, fertility, 
and industry, together with architectural motifs for silver. 
Czechoslovak coinage from its inception in 1918 had 

shown the lion of Bohemia; special coinages have com- 
memorated St. Wenceslas (in gold) and Tomas Masaryk 
and—after the Soviet occupation of 1968—Stalin (in sil- 
ver). Yugoslavia, similarly an offshoot of Austria-Hungary, 

has a currency based on paras and dinars. That of Alba- 
nia, until its domination by the Soviet Union in the early 
1950s, drew heavily on classical Greek types. 
Scandinavia. The origin of Norwegian, Danish, and 

Swedish coinages is clearly the result of the Danish con- 
quest of England. The Runic alphabet was employed, 
though not by any means exclusively, on many early 

coins of Denmark and Norway. The Norwegian series 
began with Haakon the Great (c. 970-995), who copied 

the pennies of Ethelred II. In the second half of the 11th 
century, a coinage of small, thin pennies began, which 
developed into bracteates. Magnus VI (1263-80) restored 
the coinage, more or less imitating the English sterlings 
of the time. The money of Denmark began with pennies 
of Sweyn I (c. 987-1014), also copied from the coinage 
of Ethelred II; the coins of Canute (Cnut) the Great 
(1016-35) and Hardecanute (Harthacnut; reign extended 
to England in 1040-42) were mainly English in character. 
With Magnus I (reign extended to Denmark in 1042-47) 
other influences, especially Byzantine, appeared, and the 
latter was very strong under Sweyn II Estridsen (1047- 
74). Bracteates came in during the second half of the 12th 
century. The coinage is very difficult to classify until the 
time of Eric of Pomerania (1397). There were important 
episcopal coinages at Roskilde and Lund in the 12th and 
13th centuries. 
Sweden had very few early coins; Swedish coinage began 

with imitations by Olaf Skétkonung (995) of English pen- 
nies and included the usual bracteate coinage. The money 
was restored by Albert of Mecklenburg (1364-89). The 
thaler was introduced by Sten Sture the Younger (1512- 
20). The money of Gustav II Adolf (1611-32) is histori- 
cally interesting. Under Charles XII (1697-1718) there was 
highly curious money of necessity (i.e., a coinage struck 
to fulfill a need, usually in time of war and siege, but with 
inadequate technical means available). The small copper 
daler was struck, sometimes plated; types included Roman 
divinities. During the 17th and 18th centuries there was 
a large issue of enormous plates of copper, stamped with 
their full value in silver money as a countermark. 
Modern Norwegian coinage, like that of Denmark, is re- 

markable in including certain denominations pierced with 
a central hole. That of Sweden has included some large 
commemorative pieces of silver. In Denmark the Copen- 
hagen mint has produced a colonial coinage for Green- 
land. Iceland, formerly joined with the Danish crown, has 
struck republican coins since 1944. 
Poland. After monetary beginnings derived from Ger- 

many, Poland developed a 16th-century coinage in gold, 
silver, and billon that reflected its status as the greatest 
power in eastern Europe; its thalers were especially re- 
markable for fine portraiture and decoration, including the 
superb pieces coined by Danzig after 1567, when this area 
sought Polish protection. Dismemberment of Poland in 
the 17th and 18th centuries was followed by fluctuations 
in status, which have continued ever since. The coinage 
of independence after World War I celebrated national 
symbolism and national heroes, such as Jozef Klemens 
Pitsudski and John III Sobieski. On the coins produced 
during German occupation in World War II and dur- 

ing Soviet control thereafter, the Polish eagle has been 
a prominent emblem. Danzig struck its own coinage (in 
pfennig and gulden) while a free city (1920-39). 
Russia and the Balkans. The earliest Russian coins 

were produced for the princes of Kiev in the 10th cen- 
tury and showed strong Byzantine influence. The staple 
coinage later came to consist of small silver kopecks and 
their halves (dengi) of Mongolian derivation. Ivan IV 
(1547-84) standardized the types of the dengi as “Tsar and 
Grand Prince of All Russia,” showing a uniform design 
of a mounted lancer. From the 15th to the 17th century 
unstable social and economic conditions were reflected in 
clipping and counterfeiting, until reforms began in 1654. 
Peter the Great (1689-1725) reorganized the currency: 
gold was coined regularly from 1701, and silver rubles and 
billon kopecks also appeared, together with copper frac- 
tions. In 1725, after Peter’s death, copper “plate money” 
was briefly produced (as in Scandinavia) at Ekaterinburg. 
Recoinage on a large scale occurred in 1741. Under 
Catherine II (1762-96) copper rubles of great size were 
briefly struck, and substantial five-kopeck pieces were in 
common production; Russian copper was also produced 
in Georgia. In the 19th century, Russian coinage followed 
conventional lines apart from the short-lived introduction 
in 1828 of platinum for pieces of 3, 6, and 12 rubles. The 
silver ruble, however, remained the monetary basis, worth 

100 kopecks until a change to gold in 1897. Soviet issues 
were mainly of alloys, with scarce silver and, very rarely, 
gold; types usually included the hammer and sickle and 
the star, together with allusions to industry and agricul- 
ture, though after the Revolution the Russian eagle was 
used at first. 
Finland, as a Russian grand duchy from 1809, struck 

in gold, silver, and bronze until declaring independence 
in 1917; since then, its coins have shown the Finnish 

lion. Latvia coined as an independent state from 1918 
to 1940 and again from 1992; Lithuanian independence, 
similarly until 1940 and again from 1992, was reflected in 
autonomous coinage. 

The medieval coinages of the northern Balkan states 
are of great morphological interest. They are chiefly sil- 
ver grossi, showing a mixture of Byzantine and Venetian 
influences. The Bulgarians had a regular silver coinage 
from Ivan Asen I (1186-96) to Ivan Shishman (1371-93). 
Modern Bulgarian coinage began in 1879. The Serbian 
coinage lasted from Stephen Vladislay I (1234-43) to the 
mid-15th century. There was also a coinage of the bans 
(local officials) of Bosnia (late 13th to 15th century). The 
independent city of Ragusa is remarkable for the bold 
Roman style of its early copper (13th century) and for its 
rich and varied later issues. 
In Romania a princely coinage from 1866 became a 

royal one, of orthodox pattern, from 1881; the 20th- 

century types, until the fall of the monarchy in 1947, were 
remarkably varied. That of Greece began with the republi- 
can government of 1828: the basis was the silver phoenix 
of 100 lepta. This was followed, under the monarchy from 
1833, by the drachma of similar value. The 20th century 
emphasized the types of ancient Greece, though modern 
issues have broken from this tradition. 
The later Byzantine empires. From the time of Basil II 

(976-1025) the fabric of the gold nomismata (successor of 
the solidus) and also of the silver began to change, from 
using a narrower, thicker blank (flan) to one wider and 
thinner, which was also given a curious cup shape, hence 
the name nummi scyphati (cup money); gold scyphati 
declined in purity until, under Nicephorus III (1078-81), 
they were very base. Silver remained generally scarce; the 
issue of bronze became uneven. New conventions in leg- 
ends and types were introduced: Constantine IX (1042- 
55) showed on his silver an invocation to the Virgin in 
iambic trimeter; and an invocation used by Romanus IV 
(1068-71) took the form of a hexameter, carried over 
from obverse to reverse. Figures of the saints appeared in 
the 12th century. At the same time, the intrinsic quality 
of the coinage had sunk to a level of desperate confu- 
sion, seen most plainly under Alexius I Comnenus (1081- 
1118), whose “gold” was sometimes no more than billon 
or even bronze. The influence of Western types was seen 
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powerfully in the bronze struck by Andronicus II with, 
reverse, a cross pattée surrounded by a circular inscription 
within a double border. Western influence continued in 
the 15th century, especially under John VIII Palaeologus, 
whose visit to Italy in 1438 (when Pisanello made his 
splendid portrait medal) doubtless familiarized him with 
the designs of the grosso and gros, which were imitated 
unmistakably on John’s silver and from which derived the 
English groat. By this time the Byzantine idiom in coinage 
was virtually dead. 

With the capture of Constantinople by the crusaders in 
1204, the power of the Byzantine Empire was split among 
a number of smaller authorities, of which the “empires” 
of Thessalonica and Nicaea were short-lived: in both, 
the coinage (where attributable) was of normal Byzantine 
character. The empire of Trebizond, however, continued a 
separate existence until 1461; its small silver pieces, called 
“Comnenian white money,” were prized for their purity 
and enjoyed a wide currency. Through such means the 
influence of Byzantine types was exerted on the contem- 
porary coinages of Armenia and elsewhere in Asia Minor. 

(C.H.V.S.) 

COINS OF THE BRITISH ISLES, 

COLONIES, AND COMMONWEALTH 

Ancient Britain. The earliest coinage of Britain con- 
sisted of small, cast pieces of speculum, a brittle bronze 
alloy with 20 percent tin. These coins copied the bronze of 
Massilia (Marseille) of the 2nd century Bc and circulated, 
mainly in southeastern Britain, early in the Ist century BC; 
their relationship with contemporary iron currency bars is 
uncertain. At the same time, uninscribed gold coins of the 
Gaulish Bellovaci, a tribe located near Beauvais, imitated 

from the famous gold stater of Philip II of Macedon, were 
being introduced, probably by trade. The first Belgic inva- 
sion, c. 75 BC, brought variants of these, from which arose 
a complex family of uninscribed imitations. The study of 
distribution in Britain has ascribed them to fairly well- 
defined tribal areas in the south and east; some are crude, 
but the best illustrate the peak of Celtic art in Britain. The 
gold was of variable purity. After the second Belgic inva- 
sion (following Caesar’s raid in 55 Bc) the coinage entered 
a historical phase through the addition (in Latin, and with 
Roman titles, etc.) of the names of kings. Roman influ- 
ence under Augustus prompted the introduction of silver 
and copper to reinforce the gold and the Romanization 
of previously “Celtic” types. Claudius’ conquest in AD 43 
ended native coinage except for crudely cast billon pieces 
long continued in the Hampshire and Dorset area; the 
gold of the tribe of the Brigantes in what is now Yorkshire 
was the last to disappear. 
Roman Britain. Unofficial copies of Claudian bronze 

were produced in Britain to alleviate the shortage of of- 
ficial Roman coinage after the conquest. Thereafter, no 
coinage was produced until the reign of the usurper Ca- 
rausius (AD 286-293), who coined profusely in orthodox 
Roman fashion at Londinium (London) and elsewhere in 
gold, silver, and copper; the same was done briefly by 
Allectus, his murderer (AD 293-296). Diocletian’s Lon- 
don mint was continued under Constantine until AD 324: 

thereafter, except under Magnus Maximus (AD 383-388), 
whose usurpation was legitimized by the Eastern emperor 
Theodosius I, Britain lacked an official mint, being sup- 
plied with coinage mainly from Gaul. Imitative bronze 
pieces, however, appeared in the 3rd century and contin- 
ued to be made in the 4th. 
Early Anglo-Saxon coins. Infiltration of Merovingian 

gold from France in the 6th century prompted the is- 
sue of Anglo-Saxon gold “thirds” in the 7th; solidi were 

only very rarely struck, because of their high intrinsic 
value. Output, never great, was confined chiefly to the 
London-Kent area. The London mint, almost certainly 
episcopal, signed its coins with the name LONDVNIV: 
Kentish coinage was mainly regal. In addition, there were 
a perhaps small Mercian series and another from York. 
A further series, copied from late 4th-century Roman 

prototypes, was struck c. 650, when the gold content was 
fast diminishing. Gold coinage soon gave way to that of 
small thick silver sceats (meaning “a portion”; about 1.29 
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grams, or 20 grains) of essentially different style. Some 
had Runic legends, including the name Peada, supposedly 
a reference to the king (flourished 656) of Mercia; most, 
however, were nonregal, and their legends are Latinized. 
Types were varied, and some almost certainly originated 
in Frisia, where sceats are found in large quantities, denot- 

ing the trading connection that called for their use; these 
show animal and floral design. In the south the sceats 
lasted until c. 800. Small silver sceats were developed in 
the mid-8th century in Northumbria, where they quickly 
gave way to copper, which lasted until c. 850. 

Anglo-Saxon penny coinages. English coinage proper 
began with the silver penny of Offa, king of Mercia (757— 
796). It was first struck at around the weight of the sceat, 
from about 790, and its weight increased to about 22'/2 
grains (equal to 240 to the Tower pound; the standard 
pound used by the Royal Mint until its replacement in 
1526 by the troy pound, whose name derives from the 
French city of Troyes, site of a major medieval fair). The 
new pennies showed Carolingian influence in their broad, 
flat forms. Their designs, however, insofar as they were 

not influenced by late Roman coin portraiture, displayed 
a brilliant originality (both in Anglo-Saxon portraiture 
and also in pattern design and decorative lettering), which 

had no equal for some centuries. Offa’s coinage, though 
minted expressly for him as Rex Merciorum, was mainly 
current in the southeast and was probably struck at Can- 
terbury. Evidence for this lies in the fact that the moneyers 
of Offa were also those of the kings of Kent, and the coins 
of archbishops of Canterbury, including Jaenbeorht (died 
792), bore the names of Offa and his successor Cenwulf: 
under Ceolwulf (821-823) the mint name of Canterbury 
appeared on the coins. Offa struck pennies with the por- 
trait and name of his wife, Cynethryth, as Regina M(er- 
ciorum) and also issued gold pieces copying a 774 dinar 
of the caliph al-Mansur but with the addition of OFFA 
REX. Ceremonial gold coins, like Offa’s, all now repre- 
sented by unique examples, were minted, perhaps partly 
to pay the Romescot (an annual tax to the papal see), by 
Archbishop Wigmund of York (837-854?), Edward the 
Elder (899-924), Ethelred II (978-1016), and Edward the 
Confessor (1042-66). 

Offa’s coinage influenced design under the kings of Kent 
and East Anglia, as can be seen in the coinage of the 
Wessex kingdom, which was produced first at Winchester, 
then, after the Battle of Ellendun in 825, at Canterbury, 

still the only permanent mint south of the Humber. Un- 
der Aethelwulf (839-858) a uniform type of coinage was 
achieved for all of southern England except East Anglia. 
The Viking invaders, from c. 870, left an important mark 
on English coinage, with new designs of northern Euro- 
pean derivation. York and Lincoln were their principal 
mints, from which numerous memorial coins of SS. Pe- 
ter and Martin were issued. Meanwhile, Alfred (871-899) 
greatly extended the Wessex kingdom, as shown by his 
operation of mints: Canterbury (still much the largest), 
Gloucester, Exeter, Winchester, London, and possibly Ox- 
ford. His coins were of careful workmanship and showed 
Viking influence. In the 10th century the power of English 
kings spread quickly northward. Under Athelstan (924- 
939) there were nearly 30 mints at work, mainly southern 
and central but reaching to Chester; under Edgar (959- 

975) there was much more uniformity of type. The Coun- 
cil of Grateley under Athelstan had enacted that each per- 
mitted mint was to have but one moneyer, with specified 
exceptions; London, for example, had eight. By the time 
of Ethelred I] more than 70 mints were at work; London, 

Winchester, Lincoln, and York were the largest and most 

profuse. From about this time the types were generally 
standardized: obverse, king’s portrait, and, reverse, some 
cruciform design. 

Post-Conquest coinage. The Norman Conquest of 1066 
made little change in the mint system or in the coinage 
(though the facing portrait acquired great popularity); the 
pre-Conquest moneyers stayed in office and struck coins 
for William I. After his reign the number of mints tended 
to decline. The pennies of William II have nothing in their 
legend to distinguish them from his father’s issues, but it 
is possible to allot eight types to William I and five to 
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his son. Forgery gave Henry I much trouble, and one step 
he took to prevent it was to issue his later coins with a 
snick in the edge to show that the silver was good. He also 
coined round halfpence; previously, silver pennies had had 
to be halved or quartered to produce a smaller denomi- 

nation. The civil wars of Stephen’s reign produced many 
interesting coins, such as those struck in the claimant 
Matilda’s name as Jmperatrix and the pennies of Eustace 
Fitzjohn and other barons, very much on the pattern of 
feudal issues in France. 
Henry II ceased the regular change of types customary 

since William I’s reign and struck one type until 1180. As 
a result the work of the English mints reached its lowest 
level. His short-cross penny, so called from its reverse de- 
sign, first issued in 1180, remained unchanged—including 
the name Henricus—not only by Henry II but also by 
Richard and John and Henry III until 1247, when Henry 
Ill coined the long-cross penny with the arms of the cross 
extended to the edge of the coin to discourage clipping. He 
also reduced considerably the number of mints. Edward 
I subordinated all mints to the authority of the master 
worker in London, William de Turnemire. In 1279 he 

introduced a new type of penny, with, obverse, bust of 
the king and, reverse, long cross with three pellets in each 
angle, a type that was much imitated abroad and persisted 
on silver until Henry VII. The moneyers’ names disap- 
peared from the reverse legends, and their place was taken 
by the name of the mint (e.g., CIVITAS LONDON). Ed- 
ward I also struck halfpennies and farthings to replace the 
cut pennies that had hitherto done duty for small change. 
He also introduced a groat, or fourpenny piece, but this 
larger coin did not establish itself until Edward III’s reign. 
The coins of Edward I, II, and III can be distinguished 
only by a minute study of detail. Privileged ecclesiastical 
mints still continued active. 
Henry III had attempted in 1257 to issue a gold coinage 

by striking the gold penny (45 grains) of the value of 
20 pence silver, later raised to 24; but the difficulty of 
relating gold to silver proved insuperable, and the coinage 
was withdrawn. In 1344 Edward III issued his fine gold 
series—florin, leopard, and helm ('/2 and '/4 florin)—but 
his attempt to introduce a gold currency failed. A gold 
coinage was finally established in currency in 1351 with 
a noble of 120 grains of gold and its subdivisions, the 
half- and quarter-noble. In the same year, the silver penny 
was reduced to 18 grains and the groat issued (on Flem- 
ish models). The noble was valued at six shillings and 
eightpence ('/2 mark). Its obverse, the king in a ship, is 
supposed to allude to the naval victory off the Flemish city 
of Sluis in June 1340. The reverse type is a floreate cross 
with considerable ornamentation. The weight of the noble 
was reduced by Henry IV in face of foreign competition. 
Edward IV distinguished his noble by a rose on the ship 
(rose noble, or ryal) and raised its value to 10 shillings, 
while a new gold coin, the angel, was introduced to replace 
the old value of the noble; the penny was reduced to 12 
grains. The angel is so called from its type of St. Michael 
and Lucifer. The reverse is a ship with a cross in front 
of the mast. (In the 16th century the angel became the 
piece given to those touched for King’s Evil [scrofula] in 
the belief that the king’s touch could cure. It was struck 
for this purpose down to the reign of Charles I, and small 
versions were struck by the later Stuarts and pretenders, 
but it was not again issued as legal tender.) 
The next important change in the coinage was the intro- 

duction in 1489 of the sovereign, a splendid gold coin of 
240 grains, current for 20 shillings, with, obverse, Henry 
VII seated on an elaborate throne and, reverse, a Tudor 

rose with central shield of arms. Henry also issued the 
first English shilling, a handsome, though scarce, coin 

with a fine portrait, probably by John Sharp, formally 
appointed engraver in 1510. Henry VII altered the types 
of the smaller silver coins by replacing the three-centuries- 
old cross and pellets by a long cross and shield, while 
the inscription POSVI DEVM ADIVTOREM MEVM (“1 
have made God my helper”) took the place of the mint 
legend; the stereotyped bust was replaced on the groat by 
an excellent profile portrait and on the penny by the king 
seated. Henry VIII debased the gold coinage and reduced 

the weight of the sovereign, the reverse type of which 
was now the royal arms supported by a lion and dragon. 
He introduced the gold crown of five shillings, with its 
half, raised the angel to seven shillings and sixpence, and 
introduced the George noble—so called from its type of 
St. George and the Dragon—to take the angel’s old value. 
In 1544 he issued the base shilling, or teston, of 12 pence 
and debased the silver coinage. When Edward VI again 
restored a coinage of fine silver, he introduced the silver 
crown of five shillings (the first English coin dated in Ara- 
bic numerals), which took the name of the gold piece of 
the same value introduced a few years earlier. The reign 
of Mary is notable for the appearance of the portrait of 
her husband, Philip II of Spain, on the shilling. 
Elizabeth I continued her father’s denominations and 

restored the purity of the silver coinage. She soon discon- 
tinued the groat, Edward VI having introduced the silver 
sixpence and threepence, although she continued its half, 
the twopence. Her “portcullis,” or trade coinage for use 

by the newly incorporated East India Company, appeared 
in 1600-01. She also experimented with machinery for 
coinage, although the insistence of the moneyers on their 
immemorial right to use manual methods delayed its es- 
tablishment until after the Restoration. James I introduced 
a number of new gold coins, the most important being 
the “unite,” or sovereign (20 shillings), so called from its 
legend (Faciam eos in gentem unam [“I will make them 
into one race”]) alluding to the union of the crowns of 
Scotland and England. Charles I made no changes in 
the coinage until the Civil War (when Parliament coined 
in London and the King’s mint traveled with him); the 
King’s financial difficulties added many new coins to the 
English series. These included 20-shilling and 10-shilling 
pieces in silver, the large gold £3 pieces of Oxford, and the 
fine Oxford silver crown, with a view of Oxford below the 
usual type of the king on horseback, made by the engraver 
Thomas Rawlins, employed at the Oxford Mint (1642-46) 
under its master, Thomas Bushell; the siege pieces rudely 
struck on silver plate at various Royalist strongholds show 
to what straits the King’s party was reduced. Under James 
I and Charles I are found the first English copper coins, 
the “Harrington” farthings, which were struck under con- 
tract. From 1649, copper tokens, mainly of farthing value, 
were produced in large numbers by many municipalities 
and private traders. The coinage of the Commonwealth 
(1649-60) is remarkable for the simplicity of its types, 
and this is the only period of English coinage when the 
legends have been in English. Coins struck with the lord 
protector Cromwell’s bust and superscription, although 
not uncommon, apart from the 1656 half crowns, seem 
never to have circulated. 
Modern coinage. The modern coinage dates from the 

reign of Charles II. After issuing the old denomination of 
hammered money in the first two years of his reign, he 
replaced the unite, or broad, in 1662 by the guinea, so 
called from the provenance of its gold. This was a 20- 
shilling piece. It was not until 1717, after various oscil- 
lations, that its value was fixed at 21 shillings. His silver 
coins were the crown, half-crown, shilling, and so on, all 
regularly and beautifully struck on the new mill that was 
then established at London’s Tower Mint. In 1672 he 
introduced the copper half-penny and farthing with the 
Britannia type. The finest coin of his reign is not a regular 
issue. It was the “Petition” crown made by Thomas Si- 
mon, engraver at the mint under the Commonwealth, and 
bears on the edge a petition to the King that he might be 
given the same office under the restored monarchy. For 
the great recoinage under William III, provincial mints 
were briefly opened at Bristol, Exeter, Chester, Norwich, 
and York. Of 18th-century coinage mention may be made 
of the practice of recording the provenance of the metal 
of particular issues, as in the VJGO issues of Anne struck 
from captured Spanish bullion in 1702, the S(outh) S(ea) 
C(ompany) silver of George I, and the LIMA coinage of 
George II made of bullion brought by Admiral Anson 
from his voyage around the world. Toward the end of the 
century the scarcity of government silver was largely made 
good by Spanish dollars, and by tokens issued by the Bank 
of England. The deficiency in copper, briefly remedied by 
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George Ill “cartwheel” copper twopence struck not at the Royal 
Mint, London, but under contract at the Soho Mint, Birmingham, 
using steam-powered coining presses, 1797. In the British 
Museum. Diameter 40 mm. 

Reproduced with permission of the trustees of the British Museum: photograph, Ray 
Gardner for The Hamlyn Publishing Group Limited 

large “cartwheel” issues, was made up by private issues of 
vast numbers of tokens. In 1816 a great recoinage took 
place with the introduction of the sovereign and silver 
coins, each with Benedetto Pistrucci’s design, St. George 
and the Dragon. Britain was on the gold standard from 
1821. In 1848, the two-shilling piece (florin) was issued 
and proved a most popular coin. The double florin, which 
was first issued in 1887, did not take the public fancy; the 

practical disappearance of the crown piece from circula- 
tion also reflects the public dislike of large coins, though 
commemorative crowns have remained popular. 
The gold sovereign disappeared from internal currency 

in 1914 after a career of 300 years, but it has continued to 
be struck in irregular quantities for export abroad. Silver 
was alloyed up to 50 percent in 1920 and in 1947 gave 
way to cupronickel: the silver threepence was replaced by 
an angular coin of nickel-brass. 
On Feb. 15, 1971, the U.K. currency was decimalized. 

With 100 “new pence” to the pound, the decimal coinage 
was based on denominations of these new pence (!/2 [since 
demonetized], one, two, five, 10, 50); the sixpence coin 
continued briefly as a 2'/2-pence coin before being phased 
out, as were the old penny and threepence coins. On April 
21, 1983, three versions of a £1 coin were introduced 
bearing the head of Elizabeth II, obverse, and the royal 
coat of arms, or the emblematic leek (Wales), or thistle 
(Scotland), reverse. Versions bearing the designs of a flax 
plant (Northern Ireland) and an oak tree (England) were 
introduced in 1986 and 1987, respectively. Royal maundy 
money (since the 18th century) is maintained with the 
issue of silver pieces of onepenny, twopence, threepence, 
and fourpence: the silver penny and groat thus survive. 
Wales has had no coinage, except perhaps for the penny 

of the chieftain Howel Dda (909-950). 
Scotland. Coinage began by following English usage in 

regard to types and weights: the earliest silver pennies were 
those of David I (1124-53) and copied Stephen’s, though 
the use of profile portraits in the 13th and 14th centuries 
showed an interesting divergence. Gold nobles and silver 
groats were issued by David II in 1356-57 on the stan- 
dard of Edward III. From Robert III] onward the French 
or Flemish standard for gold was preferred, and during 
the 16th century, especially under James V and Mary, 
a strong continental influence on design was apparent in 
a series of gold coins of originality and frequent beauty. 
Silver coins had begun to show debasement of metal, 
and as early as James III copper small change—‘black” 
farthings—had been introduced. The Scottish coinage of 
James VI (James I of England) marked a peak in range 
and variety: after the union of the crowns in 1603, Scots 
coinage decreased in quantity and ceased in 1707 after the 
union of the Scottish and English parliaments. Hitherto 
the value of Scottish coinage in relation to English had 
been 12:1. Under George VI a shilling with a Scottish re- 
verse was first coined as part of the general British series. 
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Ireland. Irish currency from the 8th to the 10th century 
consisted mainly of Anglo-Saxon, French, Viking, and 
Arabic silver; in the later 10th and 11th centuries silver 
pennies of the Norse kings of Dublin imitated Anglo- 
Saxon and Scandinavian models. There were also thin sil- 
ver bracteates copying Norman types. Anglo-Irish coinage 
proper began with silver pennies and halfpence of John 
(the only coins to bear his name, which did not appear on 
English coins). Dublin, Waterford, Cork, Limerick, and 
Trim were striking silver (increasingly base) from groat to 
farthing from the 13th to the 15th century. The “three 
crowns” coinage with the saltire cross (the Fitzgerald arms) 
beside the shield came in with Edward IV and was con- 
tinued by Richard III and Henry VII. “Harp” groats were 
struck at Dublin under Henry VIII, followed by his much 
baser issues. Gold was never coined, but copper was intro- 
duced quite early. In Ireland, as in England, the English 
Civil War produced a number of siege pieces, notably the 
money of the Irish peers Inchiquin and Ormonde. James 
II for his Insh campaign issued his “gun-money” series 
of brass (made partly from melted down old cannon), to 
be redeemed in silver when he should regain the throne. 
In 1723 there was uproar in Ireland over the monopoly 
granted to the English entrepreneur William Wood to 
mint a debased Irish coinage, derisorily termed “Wood’s 
halfpence.” Under pressure from, among others, Jonathan 
Swift, the satirist, whose “Drapier’s Letters” furiously at- 

tacked him, Wood revoked his patent in 1725 (see below 
Coins of the United States). Irish coinage was discontinued 
in 1822; from then on, Irish needs were served by English 
coinage. In 1928 the coinage of the Irish Free State (later 
the Republic of Ireland) was introduced, with, obverse, 
harp on all denominations, and reverses bearing a range 
of animal, bird, and fish designs. In February 1971 the 
coinage of the republic was decimalized. 
Isle of Man and Channel Islands. The Isle of Man first 

had its own coinage, in bronze, from 1709 to 1733 under 
the earls of Derby; this was continued, in 1758 only, for 
the earls of Athol. Regal coinage in bronze appeared in- 
termittently from 1786 to 1839. The characteristic badge 
was the “three-legs,” or triskelis, forming the spokes of a 
wheel. Since 1840, English issues have been current. 
Jersey and Guernsey have had their own bronze coinage 

for well over a century, showing the shield of three leop- 
ards proper to the Duchy of Normandy. Variation of 
types has occurred since World War II, the end of which 
prompted also the special issue of the Jersey “liberation 
penny” to mark the end of the German occupation. The 
coinage was decimalized in February 1971. 
Colonies and Commonwealth. British colonial issues, 

begun under Elizabeth I with silver for the East India 
Company, were extended in the 17th century. New En- 
gland colonists struck the silver “pine tree” and “oak tree” 
money from 1652; Charles II had silver rupees coined at 
Bombay for the East India Company with the company’s 
arms; silver and copper “hog money” (obverse, boar; re- 
verse, ship) was issued for Bermuda; and James II struck 
tin coins for American plantations. 
There were few official attempts to provide colonial 

coinages in the 18th century; thus, currency in the British 
West Indies was based on Spanish, Portuguese, and Brazil- 
ian gold and especially on Spanish silver dollars, normally 
cut and counterstamped. Spanish dollars were similarly 
used in the early 19th century at Sierra Leone. In the 19th 
century, however, colonial issues proper multiplied. That 
of the Ionian Islands, from 1819, was among the earliest. 
In Malta one-third farthings were issued by William IV 
and Victoria. Gibraltar had copper from 1842. Farther 
afield, token bronze had been coined for Nova Scotia and 
New Brunswick from 1823; a general coinage for Canada 
appeared in 1858. Ceylon’s coinage began with bronze 
half- and quarter-farthings and silver three-halfpence from 
1838. The private raj of Sarawak had coinage from 1841. 
Australian coinage of sovereigns started as early as 1855; 
its unit was changed to that of the dollar on Feb. 14, 
1966. In Cape Colony little coinage was produced until 
the Boer republic of South Africa had been incorporated 
in the Union. Silver and bronze for Hong Kong began in 
1863, and in closely succeeding years colonial issues were 
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started for Jamaica, Cyprus, Mauritius, Zanzibar, North 
Borneo, Honduras, and elsewhere. 

In the 20th century, coins of the colonies continued in 
general to show a crowned bust of the monarch; those 
of the self-governing Commonwealth powers exchanged 
a crowned for an uncrowned bust. New Zealand issues, 
with Maori designs prominent, began only in 1933. Indian 
and Pakistani coinages, each bilingual with English, grew 
out of the imperial Indian coinage, the British sovereign’s 
head being replaced in India by pictorial designs and in 
Muslim Pakistan by calligraphic and symbolic devices. 
Generally, Commonwealth and colonial coins alike have 

emphasized on their reverses either national symbols or 
national heraldic devices. Those U.K. dependencies that 
had not by February 1971 decimalized their currencies 
adopted the new decimal currency that the United King- 
dom introduced at that time. The currencies of the many 

nations that achieved independence in the second half of 
the 20th century exhibited a variety of types, including 
portraits, traditional emblems, and renderings of indige- 
nous flora and fauna. (CERV:S)) 

COINS OF LATIN AMERICA 

The colonial period. Spanish colonists carried to the 
New World the Castilian currency system, which had 
been regulated as to standard, weight, and size of the 
coins within a bimetallic pattern by the ordinances of 
Ferdinand and Isabella issued in Medina del Campo in 
1497. The double base of the system consisted of the gold 
excelente (replaced in 1535 by the escudo) and the silver 
real. The coins of Spanish America were specifically: in 
gold, the escudo (3.38 grams), two-escudos, four-escudos, 
eight-escudos, or onza (the famous gold ounce), and the 
half-escudo, or escudito; in silver, the real (3.43 and 3.38 

grams), the half-real and the quarter-real, or cuartillo, 
and the two-reales, four-reales, and eight-reales (this last 
known also as the duro, or peso fuerte). During the 16th 
century, for a brief period, a coin of three reales was 
minted in Mexico. Gold was not minted in a uniform 
manner until after the second half of the 17th century; 
until then Hispanic-American currency had been almost 
exclusively silver coinage. Copper was rarely minted in 
Spanish America. 

The hammered coinage of Spanish America frequently 
presents a relatively tidy appearance, being very nearly 
round and containing all the lettering and required sym- 
bols; but the press or mill type coinage is frequently of very 
poor appearance. These coins of rude mintage are called 
macuquinas (cob). In the 18th century, by ordinances of 
Philip V, the setting up of machinery for the minting of a 
perfectly round coinage, with milled and corded (ropelike) 
edge, became mandatory. 
The type of the Hispanic-American coin was very charac- 

teristic: its most constant elements were the Pillars of Her- 
cules and the motto Plus Ultra, plus the monarchy’s coat 
of arms. In edge-milled coinage the same elements were 
employed in silver pieces, with the addition between the 
Pillars of an image of the two crowned hemispheres; this 
was called the moneda columnaria (“columnar coinage”) 
and was minted until 1772. From that date, by ordinances 
of Charles III, silver coinage carried on the face a bust of 
the reigning monarch and on the reverse the coat of arms, 
a system already utilized in the gold pieces. 
Hispanic-American colonial mints. At the beginning of 

the colonial period, stamped metal foundry pieces fre- 
quently substituted for scarce currency. In time, several 
mints were established, of which the Mexican (1535-1821) 
and the one at Potosi (1574-1825) were particularly im- 
portant. Other minor ones, and their dates of operation, 
were those of Santo Domingo (1542 to the end of the 16th 
century and 1818 to 1821), Lima (1568 to 1570, 1575 
to 1588, 1659 to 1660, and 1684 to 1824), Santa Fe de 
Bogota (1626 to 1821), Guatemala (1731 to 1822), San- 
tiago de Chile (1749 to 1817), Popayan (1732 and 1749 
to 1822), and Cuzco (1698 and 1824). Coinage of any of 
these mints had uniform currency throughout the entire 
Spanish Empire, and the pieces had uniformity of type. 
They were distinguished by the symbol of the mint, car- 
ried on every coin. The following are some of the symbols 

used: Mexico, M; Potosi, P and, in the edge-milled coins, 
PTSI and PTS in monogram fashion; Lima, P, L, and, in 
the edge-milled coins, LIMA and LIMAE in monogram 
fashion; Santiago de Chile, S; Guatemala, G and NG (for 
Nueva Guatemala); Santa Fe de Bogota, NR (for Nuevo 

Reino); Popayan, P, PN, and P*’; Santo Domingo, SD; 
Cuzco, C° and CUZ. 
Dissemination of Hispanic-American coinage. The 

larger silver and gold pieces, the eight-reales, or pesos 
fuertes, and the ounces, became in modern times the in- 
ternational currency par excellence. Their dissemination 
throughout the world was brought about by the unifor- 
mity of their standard and milling characteristics. In many 
countries they were counterstamped to adapt them to a 
local monetary system or to authorize their currency. 
Emergency coinages in the era of independence. Dur- 

ing the wars of independence, between 1810 and 1826, 
emergency mints were established in different parts of the 
continent, by the royalists as well as by the patriots. The 
coinages were almost always crudely designed, being in 
some instances merely foundry coinage. On other occa- 
sions the coins had merely fiduciary value—that is, no 
intrinsic value at all—as was the case with the numerous 
coinages of the Mexican patriot José Maria Morelos (1765- 
1815), who produced eight-real pieces in copper. Only in 
Mexico were there mints of any importance, situated in 10 
different localities. The coinage situation became further 
complicated when the authorities of the opposing forces 
started counterstamping each other’s coins in order to use 
them within their own camps. 

The independent countries. The independent states that 
arose in Latin America after the revolutions of 1810 pro- 
ceeded to mint new coins, retaining the bimetallic system 
established by Spain, with units in reales and escudos, 

except for copper fractionary units. After 1850, within a 
period of about 15 years, all the states adopted the decimal 
system, and the peso became the unit, though in several 
cases it took a special name. Within the second half of the 
19th century, bimetallism was generally replaced by the 
gold standard, which in the 20th century was replaced in 
turn by fiduciary currency or paper money, coinages being 
limited to fractionary pieces or to “nretchandise coins” 
(trade tokens with little inherent metal value). 
Brazil. Coins minted in Spanish America circulated 

abundantly in Brazil from the 17th to the 19th century. 
They were given their official value in terms of the Por- 
tuguese reis, the corresponding amount being indicated 
by counterstamping. Hispanic-American eight-real pieces 
carried an overstamp that was at first of 480 reis, increas- 
ing until in edge-milled coins it amounted to 960 reis. 
By the 18th century, mints were established in Rio de 
Janeiro, Bahia, and Pernambuco, but joint circulation of 
both Hispanic-American and Portuguese coinages contin- 
ued. Counterstamping ceased during the first decades of 
the 19th century, although Hispanic-American eight-real 
pieces and the equivalent coins of the independent Latin- 
American countries continued to be reminted with the 
value of 960 reis for some time. The Brazilian monetary 
unit that eventually became the milreis later became the 
cruzeiro, divided into 100 cents. (A. de A.-M.) 

COINS OF THE UNITED STATES 

The first coins struck in the North American Colonies 
were silver shillings, sixpences, and threepences, made by 
silversmiths John Hull and Robert Sanderson at a mint 
in Boston from 1652 to 1682, by order of the general 
court of Massachusetts Bay Colony. This mint dated its 
coins 1652 over the entire 30-year period to conceal the 
continuous mintage from British authorities in London. 
With very few exceptions, the coins circulating in the 

Colonies until the Revolution were unauthorized private 
issues or old worn coppers no longer acceptable in England 
or Ireland. Silver was rare (consisting mainly of Spanish 
and Mexican dollars) and gold almost nonexistent. Copper 
was then a semiprecious metal, and in theory (though sel- 
dom in practice) 24 copper halfpence contained a shilling’s 
worth of copper. Some of the Colonies, notably those in 
New England, repeatedly experimented with paper money, 
with disastrous results. Ostensibly to satisfy the colonists’ 
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needs for metallic currency, but in reality for the benefit 
of owners of mines in Cornwall, the Royal Mint in 1688 

issued tin farthings bearing the image of James II on 
horseback and the curious denomination of !/24 of a Span- 
ish real. The Rosa Americana pieces, struck by William 
Wood of Wolverhampton under royal patent dated July 
12, 1722, received a disappointingly small circulation in 
New York and New England. Another coinage by Wood 
in 1722-24, intended for Ireland but rejected there because 
of scandalous circumstances surrounding his purchase of 
the royal patent, was shipped to the North American 
Colonies. Later these coins were supplemented by quan- 
tities of lightweight imitation halfpence, made principally 
in Birmingham, Eng. Alone among the Colonies, Virginia 
(because of a provision of its 1606 charter) had an official 
copper coinage executed at the Royal Mint in 1773. New 
Hampshire authorized William Moulton to make coppers 
in 1776, but the number was extremely small. The Conti- 
nental Congress, colonial delegates of the incipient United 
States, uttered pewter dollars in the same year to provide 
moral support for its inflated paper currency. These bore a 
sundial, the word Fugio (“I flee”), the motto “Mind Your 
Business,” and 13 links for the united colonies. 
The end of the Revolution in 1783 occasioned the man- 

ufacture and circulation of immense quantities of British 
copper tokens designed for the American trade. Between 
1785 and 1789 the Republic of Vermont and the states 

of Connecticut, New Jersey, and Massachusetts awarded 
contracts to various individuals to strike copper coins, 
and Congress similarly licensed James Jarvis in 1787 to 
make cents of the same design as the 1776 dollars. All 
these ventures were failures, the authorized coins being 
driven out of circulation by British tokens, Birmingham 
halfpence, and the lightweight issues of “Machin’s Mill” 
(a clandestine mint near Newburgh, N.Y.). The copper 
panic of 1789-90 followed, coppers of all kinds dropping 
to 72 to the shilling from their former 14 or 15. 
Congressional efforts to establish a national mint had re- 

sulted in the issue of the historic 1783 Nova Constellatio 
silver patterns of 1,000, 500, and 100 units, from dies 

by the Englishman Benjamin Dudley, exemplifying the 
extraordinary Morris Plan, drawn up by Robert Morris, 
superintendent of finance, which reconciled the diverse 
colonial moneys of account. In 1786, however, Congress 
adopted instead the proposals of Thomas Jefferson for a 
decimal monetary system based on the dollar, and in 1792 

the mint was finally built in Philadelphia, with David 
Rittenhouse as director. Jefferson tried vainly to hire as 
die engraver a Swiss, Jean Pierre Droz, who nevertheless 
furnished dies, hubs, and presses. Before the mint was 
quite ready, the first official American silver coin, the half 
dime, was struck in October 1792 in John Harper’s cellar 
a short distance away, from dies by Robert Birch and 
Joseph Wright, who were also responsible for the regular 
cents and half cents of 1793. Silver followed in 1794 and 
gold in 1795, the engraver being Robert Scot. 
Later designers of American coins included Gilbert Stu- 

art (1796 silver), Titian Peale and Thomas Sully (the 1836 
dollars engraved by Christian Gobrecht), Augustus Saint- 

ee 

Figure of Liberty on a U.S. $20 gold piece designed for Pres. 
Theodore Roosevelt by Augustus Saint-Gaudens, 1907. The relief 
being too high, the coin proved unsuitable for circulation. In the 
American Numismatic Society, New York City. Diameter 34 mm. 
By courtesy of the American Numismatic Society, New York City 

Coins and Coinage 

Gaudens (1907-33 10- and 20-dollar gold pieces, called 
eagles and double eagles), Bela Lyon Pratt (1908-29 half 
eagles and quarter eagles), Victor Brenner (the Lincoln 
cent), James Earle Fraser (the buffalo nickel), A.A. Wein- 

man and Hermon MacNeil (1916 silver), John Flannagan 

(1932 quarter dollar), Laura G. Fraser, and Chester Beach 
and Gutzon Borglum (various commemorative coins). 
The discovery of gold and silver in various regions 

and the difficulty of transporting large quantities of bul- 
lion through country menaced by Indians and bandits 
prompted the founding of both private and federal local 
mints. The Bechtlers of Rutherfordton, N.C., coined lo- 

cally mined gold long before the government built a mint 
in Charlotte. The California gold rush stimulated coining 
by many bankers and assayers. Private coinage was legal so 
long as the coins contained full bullion weight and purity 
and imitated no official issues; Bechtler and Moffat gold 
(the latter coined at San Francisco) circulated at about par 

until the Civil War, while lightweight private gold took a 
discount. The California private mints mostly ceased oper- 
ations when the San Francisco federal branch started, but 
those in the less accessible regions of Colorado continued 
long afterward, and as late as 1901 Joseph Lesher struck 
octagonal silver dollars in that state. 
From 1851 to 1900 many brief experiments with odd de- 

nominations were tried, all of which proved superfluous. 
A law of 1873 discontinued the silver dollar until polit- 
ical pressure from mine owners forced through Congress 
an 1878 act requiring the mint to buy $2,000,000 to 
$4,000,000 worth of silver monthly and coin the entire 
amount into silver dollars. Coinage was discontinued in 
1935. Millions of the silver dollars long remained stored 
in banks and treasury vaults, but eventually they became 
scarce; and in 1964 a new minting was authorized. Gold 
was recalled in 1934, but gold coins of numismatic inter- 
est may be retained in any quantity by “collectors of rare 
and unusual coin” (Presidential Order 6260). By an act of 
1853 all silver coins except the dollar are fiduciary. The 
passing of 19th-century artistic canons has been reflected 
in American coin designs, which since 1909 have por- 
trayed statesmen rather than personifications of liberty. 
All the above influences have combined to make the 20th- 
century American coinage system the simplest in use in 
any major nation. (W.H.Br.) 

COINS OF ASIA 

Ancient Persia. Achaemenids. The ancient kingdoms 
of the Middle East—Egyptian, Sumerian, Babylonian, As- 
syrian, and Hittite—had no coined money. The use of 
coins reached Persia from the Lydian kingdom of Croesus 
and the Persian satrapies of Asia Minor. The first ruler 
of the Achaemenid dynasty to strike coins was probably 
Darius I (522-486 Bc), as the Greek historian Herodotus 
suggests. The coins of the dynasty were the daric struck 
from gold of very pure quality and the siglos in silver; 20 
sigloi (shekels) made a daric, which weighed 8.4 grams. 
The types of both coins were the same: obverse, the Per- 
sian king in a kneeling position holding a bow in his 
left hand and a spear in his right; reverse, only a rough 
irregular incuse caused in the striking. These roughly oval 
pieces were uninscribed and remained in issue unaltered 
in type until the fall of the empire. The issue of gold was 
the royal prerogative, but the conquered Greek and other 
cities and states were allowed to issue silver and copper, 
while a number of Persian satraps struck silver in their 
own names, producing some of the earliest and finest coin 
portraits. At the fall of the empire, various satraps struck 
silver coins of their own. 
Parthians. Alexander’s coinage and that of the Seleu- 

cids were purely Greek in character. In the mid-3rd cen- 
tury Bc the Parthians became a great power in Persia. 
They had an extensive but monotonous coinage in silver 
(tetradrachms and drachmas) and copper. The coins do 
not bear the name of the issuer but that of Arsaces, which 
was used as a dynastic title. Some of the coins are dated 
in the Seleucid era; on the later coins the Greek becomes 
corrupt and is often joined by an inscription in Persian. 
Some local dynasties (e.g., of Persis and Characene), vas- 
sals of the Parthian kings, also struck coins. 
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Sdsdnians. The Sasanian coinage was very extensive in 
silver, and the early emperors also coined gold and copper, 
although rarely. The coin types throughout the dynasty 
are the same: on the obverse is a bust of the king with 
his name and titles, and on the reverse a fire altar, usually 
with two attendant priests. From about the 4th century 

AD, with a few earlier examples, the reverse legend gives 
the mint and the regnal year of issue. The standard of the 
gold coins is derived from that of the Roman solidi; the 
silver coins are drachmas following the Parthian standard 
and are remarkable for their broad, thin form, which was 
copied by the Arabs for their silver coins. 
Islamic coins of the West and of western and Central 

Asia. The conquering Muslims at first mimicked the 
coinage of their predecessors. In the western provinces 
they issued gold and copper pieces imitated from con- 
temporary Byzantine coins, modifying the cross on the 
reverse of the latter somewhat to suit Muslim sensibilities. 
In the eastern provinces the Arab governors issued silver 
dirhams that were copies of late Sasanian coins (mostly 
of those of Khosrow II) with the addition of short Arabic 
inscriptions on the margin and often the name of the 
Arab governor in Pahlavi; even the crude representation 
of the fire altar was retained. Toward the end of the 7th 
century, the fifth Umayyad caliph, ‘Abd al-Malik, insti- 
tuted a coinage more in keeping with the principles of 
Islam. This “reformed coinage” was of gold (first issued in 
AD 698-699), silver (first issued in 696-697), and copper. 
The old coin, called dinar (from the Aramaic derivation 
of the Roman denarius aureus), derived its standard (4.25 

grams) from the Byzantine solidus; the standard of the 
silver coin (dirham, from the name of the Sasanian coin, 
which in its turn was derived from Greek drachma) was 
reduced to 2.92 grams, but it retained in its thin material 
and style some features of its Sasanian predecessor; the 
name of the copper change, fa/s, comes from the Latin 
word follis (“money bag,” by derivation a copper coin of 
low value). The reformed gold and silver coinage has no 
pictorial type, only skillfully arranged inscriptions, which 
are nonetheless of high historical value. 
The reformed dinar and dirham bear on the obverse the 

Muslim profession of faith—‘“There is no god but God: 
he has no associate”—and around it the marginal legend 
“In the name of God; this dinar (or dirham) was struck 
at... in the year....” The reverse area has a quotation 
from Quran CXII, “Say: He is Allah, the One! / Allah, the 

eternally Besought of all! / He begetteth not nor was begot- 
ten. / and there is none comparable unto Him.” Around 
is Quran IX, 33: “He it is who hath sent His messenger 
with the guidance and the Religion of Truth, that He may 
cause it to prevail over all religion, however much the 
idolators may be averse.” 

In the mid-8th century the ‘Abbasids overthrew the 
Umayyad caliphate but at first made little change in the 
coinage. In time the caliph’s name was added and, at the 
provincial mints, that of the local governor, and in the 9th 
century a second marginal inscription was added: “Allah’s 
is the command in the former case and in the latter— 
and in that day believers will rejoice / In Allah’s help to 
victory.” (Qur'an XXX, 4-5). 
The ‘Abbasid caliphate broke up in the 9th and 10th 

centuries, and the succeeding independent rulers regularly 
put their own names on the coins, although they retained 
that of the caliph of Baghdad, whose nominal authority 
was still recognized. Thus, in northern Africa and Egypt 
the Idrisids, Aghlabids, Talanids, and Ikhshidids had their 
own coinage. From the eastern provinces there are the 
coins of the Tahirids, Saffarids (both in the 9th century), 
and the Buyids (10th—-11th century). In Central Asia there 
was the extensive coinage of the Samanids, mainly in sil- 
ver. In northern Africa and Egypt the extensive Fatimid 
currency in gold introduced a new type of dinar with 
legends arranged in three concentric circles. In the west 
the Umayyads of Spain issued a copious coinage from 
the mid-8th to the beginning of the 11th century, first in 
silver and later also in gold; their tradition was continued 
during the 11th century by the small local rulers of Spain 
who succeeded them and by the Almoravids, who united 
Morocco and Spain in one empire. 

Islamic gold coinage became one of the great currencies 
of the medieval world, and the dinar enjoyed great popu- 
larity on the western shores of the Mediterranean. It was 
referred to in Europe in earlier times under the name 
of mancusus, while the Almoravid dinar was known as 
morabiti (whence Spanish maravedi). The quarter dinars 
(known as taris) of the Fatimids, who ruled also in Sicily, 
were imitated in southern Italy and Sicily and by their 
Norman successors. Huge quantities of silver dirhams also 
reached eastern and northern Europe and especially (as a 
result of the fur trade) Scandinavia. 
The Almohads, who succeeded the Almoravids in the 

12th century, introduced a coinage that was new in both 
standard and form. Their fine gold dinars (2.3 grams) are 
among the most beautiful coins of the Muslim world; the 
dirham (1.5 grams) is square. The coinage of the Almo- 

hads survived also among their successors, well into the 
late Middle Ages, and was also widely current, and imi- 
tated, on the European shores of the Mediterranean. 
In the east the successors of the Seljuqs (Artukids, 

Zangids, etc.), who, because of the scarcity of silver, issued 
large copper coins, introduced a striking innovation: they 
adopted types borrowed from ancient Greek and Roman, 

Sasanian, and Byzantine sources. The Seljugs of Asia Mi- 
nor (12th-13th century) had silver coins showing a horse- 
man with a mace over his shoulders, or a lion and sun. 
Farther east the Ghaznavids (10th—12th century), on their 
conquest of India, struck coins with Sanskrit inscriptions. 
In the 13th century the Mongols swept through all Asia 

except India. The khans of the Golden Horde issued an ex- 

tensive series of small silver coins (which influenced early 
Russian coinage). The Il-Khans of Persia struck large and 

handsome coins in all three metals. In the 14th century, 
Timur (Tamerlane) revived the power of the Mongols and 
struck silver and copper coins. His son Shahrukh intro- 
duced a new type of dirham, with, obverse, profession of 
the faith with the name of the first four caliphs on the 
margin and, on the reverse, his title. 
Meanwhile, the new gold Venetian ducat spread in the 

East. It was used until the 18th century, and its standard 
(3.56 grams) was adopted for Islamic coins. 

Ottoman Empire. The original coinage of the Ottomans 
consisted of small silver coins (akche, called asper by Eu- 
ropeans). Gold coins were not struck before the end of 
the 15th century; before and after that century, foreign 
gold, mainly the Venetian ducat, was used. A notable Ot- 

toman innovation was the tughra, an elaborate monogram 
formed of the sultan’s name and titles, which occupies 
one side of the coin. Various European silver dollars also 
circulated extensively. 

Later Persia, Afghanistan, and Turkistan. The earlier 
coins of the shahs of Persia were large, thin silver pieces 
of Central Asian style, but in the 18th century the coins 
became smaller and thicker, as in India. Legends were 
usually in rhyming couplets; gold was scarce until the 18th 
century. Cities issued copper with local emblems. 
The emirs of Afghanistan, who became independent of 

Persia in the 18th century, struck gold and silver on the 
standard of the Mughal emperors, whose poetic inscrip- 
tions they also copied. Of the various smaller modern 
dynasties that ruled Central Asia until the Russian con- 
quest, the emirs of Bukhara and of Khokand were notable 
for their extensive issues in gold. From the 19th century 
gradual westernization resulted in the adoption of Eu- 
ropean types. 
India. Ancient and early medieval. India derived the 

idea of coinage from the Greek world via Iran. The earli- 
est coins were weighed from pieces of stamped silver and 
were decorated with stylized depictions of animals and 
plants. These coins were soon augmented by copper ones, 
some made in the same way, others by casting. These 
pieces circulated over most of northern India during the 
4th to Ist centuries Bc. From the Ist century Bc onward 
there were also copper coinages of numerous small states, 
tribes, and dynasties, which show increasing Greek influ- 
ence. Their few silver coins were directly influenced by the 
hemidrachms of the Greek rulers of northwestern India of 
the Ist century Bc. 
Early in the 2nd century sc the Greeks of Bactria began 
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to invade India, and their coinage is remarkable for its 
fine series of portraits and for the number of names it 
records of rulers otherwise unknown. Prakrit legends be- 
gan to appear alongside Greek and, as the Greek rulers 
were replaced by Central Asian invaders who copied their 
types, the Greek deities gradually gave place to local ones 
on the coins. 
In the mid-Ist century AD another group of Central Asian 

invaders, the Kushans, founded a great empire in north- 
western India; they left a wealth of gold and copper coins 
with legends in the Bactrian language, written in cursive 
Greek letters. Their coin types—of king on obverse and 
deity on reverse—became the general style of northern 
Indian coinage for the next 1,000 years. The type was 
continued by the kings of Kashmir to the 10th century 
and adopted, with modifications, by the great Gupta em- 
perors in the 4th century. The Guptas struck an extensive 
gold coinage; among the more notable Gupta coins are 
those that commemorate Candra Gupta I’s horse sacrifice 
or depict him as a lyrist. 
In western India a dynasty of satraps of Persian origin 

had been ruling since the Ist century AD. Their extensive 
silver coinage is dated and therefore of unusual historical 
value. This kingdom was overthrown by the Guptas at the 
end of the 4th century, and they at once began to imitate 
this silver coinage locally. The Huns (Hephthalites), who 
destroyed the Gupta and other smaller states in northern 
India in the 6th century, left numerous coins, imitated 
from Sasanian, Gupta, or Kushan prototypes. Copies of 
these continued to circulate in parts of northern India 
until the revival of various Hindu dynasties from the 10th 
century onward. A notable adaptation of a Hun design was 
the neat silver coinage of the Shahis of Gandhara of the 
“bull and horseman” type in the 9th and 10th centuries, 
extensively imitated by the Muslim conquerors of India 
and the contemporary minor Hindu dynasties. The other 
type favoured by the medieval Hindu dynasties for their 
gold coinage was that of a seated goddess—going back to 
a Gupta reverse—and an inscription with the king’s name 
on the other side. 
The coinages of southern India form a class by them- 

selves. In the later centuries Bc and early AD, the Andhras 

ruled a great kingdom in central southern India; they is- 
sued coins mainly of lead but also of copper and silver with 
types based on Greek or local northern Indian designs. 
The later medieval dynasties of southern India struck 

coinages mainly of gold, the type of which is usually the 
badge of the dynasty; the Cheras of Malabar, for example, 
had an elephant, the Chalukyas of the Deccan a boar, 
the Pandyas a fish, and the cup-shaped pieces of the 
Kadambas a lotus. The Chola dynasty introduced under 
northern influence the type of a king standing, on obverse, 
and, on the reverse, the king seated, which spread through 
southern India and was taken to Ceylon by the Chola 
conquest and adopted locally. The great Hindu kingdom 
of Vijayanagar (Mysore) left a large series of small gold 
and copper coins with types of various deities. 
Islamic. The earliest Arab invaders had reached India 

in the 8th century and founded a dynasty in Sind, which 
left numerous very small silver coins of the Umayyad 
type. The coinage of the Ghirid dynasty of northwest 
Afghanistan and its successors from the 12th century on- 
ward is varied and extensive, mainly gold and silver tangas 
(or rupees) of 10.76 grams. Gold was hardly issued at all 
in the 15th and 16th centuries, and for a time the coinage 
was mainly billon. Shér Shah of Sar (1540-45), of north- 
ern India, issued a large silver currency of a type carrying 
the profession of the faith and names of the four caliphs, 
that was imitated by the Mughal successor of the Sirs. 
The coinages of Babur and Humayan, the first two of 

the Mughal conquerors of India, are not extensive and 
are of Central Asian character. With the next two emper- 
ors, Akbar and Jahangir, is found a series unrivaled for 
variety and, within limitations, beauty—the gold coins of 
Jahangir are noble examples of Muslim calligraphy. In 
the 16th century the type that goes back to Shér Shah 
prevailed: the profession of the faith with the names of 
the first four caliphs and the emperor’s titles on the other 
side; Aurangzeb replaced the confession of faith by the 
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Jaipur Nazarana silver rupee struck for presentation purposes by 
Isvari Singh (1743-60) in the name of the Mughal emperor ‘Alamgir 
ll. In the British Museum. Diameter 30 mm. 

Reproduced with permission of the trustees of the British Museum; photograph, Ray 
Gardner for The Hamlyn Publishing Group Limited 

mint and date, and this remained the usual type until 

the end of the dynasty. The emperor’s name is usually 
enshrined in a Persian couplet to the effect that the metal 
of the coins acquires added lustre from bearing the emper- 
or’s name. Nearly 50 such verses are found on Jahangir’s 
coins. His reign is also remarkable for the series of coins 
bearing signs of the zodiac and for the set of portrait 
mohurs, one of which represents him holding a wine 
cup. From the beginning of the 18th century the coins 
become stereotyped, and the epigraphy loses its beauty. 
The European East India companies copied the native 
types from the local coinages and did not strike on Euro- 
pean lines until the 19th century. A uniform coinage for 
territories under British administration was introduced in 
1835. The right of native states to mint their own coinage 
was gradually curtailed by the British government. Since 
1948, India, Pakistan, and Sri Lanka have had their own 

coinages. Bangladesh commenced independent coinage on 
Jan. 1, 1972. 

Miscellaneous. Mention should also be made of the ex- 
tensive Nepalese coinage in gold and silver with Sanskrit 
legends; the coinage of Tibet, related to that of Nepal; and 
the long series of octagonal gold and silver coins of Assam, 
struck until c. 1821. 
China. Before coins were invented, cowrie shells were 

used as money in China. The earliest Chinese coins are 
small bronze hoes and knives, copies of the tools that 
previously had been used for barter. The knife coins (tao) 
were about six inches (15 centimetres) long and some 
bore inscriptions naming the issuer and giving the value. 
Hoe coins bore similar inscriptions. Both types circulated 
during the 4th and 3rd centuries Bc. Round money with a 
hole in the centre was issued about the mid-3rd century, 
but it was not until 221 Bc that the reforming emperor 
Shih huang-ti (221-210/209 sc) superseded all other cur- 
rencies by the issue of round coins (pan-liang) of half an 
ounce. (There were 24 grains in the Chinese ounce, and 
in the Han period the ounce weighed 16 grams.) These 
pan-liang coins were continued by the Han dynasty. The 
official weight of this coin was gradually reduced until it 
was replaced in 118 Bc by the emperor Wu-ti’s five-grain 
(chu) piece, which remained the standard coin of China 
for the next three centuries; a break in the monotony of 
the regular coinage occurred in the archaistic innovations 
of the usurper Wang Mang (AD 9-23), who issued a series 
of token coins based on the tao and on square Japanese 
pu coins and various new round coins. 
After the Han period (206 Bc-AD 220), the standard coin 

underwent many modifications. The coin was issued in 
iron and lead, in six-grain and four-grain weights, and in 
token versions. Yet the ideal of the five-grain coin of Han 
survived until the rise of the T’ang dynasty, when the 
emperor Kao-tsu in 621 issued the Kai-yuan coin, which 
gave the coinage of all the Far East its form until the 
end of the 19th century—a round coin with a square hole 
and a four-character legend stating the function (tong-bao, 
which means “circulating treasure”) and date of the coin. 
The Southern Sung dynasty (1127-1279) dated their coins 
on the reverse with regnal years, and the T’ang and Ming 
dynasties (618-907 and 1368-1644, respectively) put the 
mint name on the reverse, as did the Ch’ing dynasty 
(1644-1911/12), this last giving it in Manchu characters. 
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Bronze token coin designed by Emperor Hui-tsung, Northern Sung 
dynasty, 1107. In the British Museum. Diameter 41 mm. 

Reproduced with permission of the trustees of the British Museum; photograph, Ray 
Gardner for The Hamlyn Publishing Group Limited 

Paper money has been in use in China since the 9th 
century and was current almost to the exclusion of regu- 
lar coins under certain Mongol emperors, such as Kublai 
Khan, whose paper money is described by Marco Polo. 
For more than 2,000 years the copper cash was the only 
official coinage of China; gold and silver were current by 
weight only, the latter in the form of ingots. As a result of 
the popularity of imported Spanish colonial and Mexican 
dollars, several attempts were made to institute a silver 
coinage based on the dollar in the 19th century; not until 
the very end of the 19th century were mints established 
to strike silver and copper coins of European style. Under 
the republic, coins were at once struck with the portraits 
of Sun Yat-sen and Pres. Yiian Shih-k’ai, and the vari- 
ous generals who fought for control of China issued their 
own coins. The currency of both the People’s Republic of 
China and Taiwan is the yuan (dollar), The very extensive 
series of talismans, coinlike in shape but usually larger 
and in their legends and types reflecting popular Chinese 
religious thought, is noteworthy. 
Japan. The art of coinage was borrowed from China by 

Japan, whose first bronze coins were issued in AD 708. To 

the mid-10th century, 12 different issues were made, each 

of a different reign. For the next 600 years, however, no 
government coins were issued, and grain and cloth were 
used as money. From the Middle Ages imported Chinese 
coins began to circulate along with locally minted imi- 
tations. In 1624 the copper kwan-ei was first issued and 
remained in vast variety the usual issue for more than 
two centuries. The ei-raku and bun-kyui sen of the 19th 
century were the only other regular copper coins. Unlike 
China, Japan has had a gold and silver coinage since the 
16th century. The gold coins are large flat pieces in the 
shape of rectangles with rounded corners, the largest size 
being oban and the smaller koban. Other gold pieces are 
the small rectangular pieces of one and two bu issued from 
time to time; round gold is rare and usually of provin- 
cial mints. Silver was originally in the form of stamped 
bars called long silver; these were supplemented by small 
lumps, also stamped, called bean silver. They were later 
augmented by issues of silver pieces in the same shape as 
the small rectangular gold coins. 
In 1869 a mint on European lines was established in 

Tokyo, and gold, silver (yen or dollars), and copper were 
regularly issued from it until World War II, when nickel 
and various alloys superseded the precious metals. After 
World War II the yen was retained as the unit of currency. 
The e sen of Japan are not coins but amulets. 
Korea. The earliest coins found in Korea were Chinese 

knife coins of the 3rd century Bc. The local production 
of coins did not begin until the 9th to 10th century ap, 
when copies of contemporary Chinese Kai-yuan coins 
were made. Coins with local inscriptions, still based on 
the Chinese model, were issued from the 12th century. 
Chinese-style coins continued to be used until Japanese 
and Russian influence led to the introduction of Western- 
style coinage in the late 19th century. 
Vietnam, Kampuchea (Cambodia), Laos. Nam Viet 

(present-day Vietnam) began by imitating Chinese coins 
and had a regular bronze coinage of its own on the Chinese 
model from the 10th to the 19th century. Silver became 
common in the 19th century in the form of narrow ob- 
long bars, Presentation pieces in gold, silver, and copper 
were created in a variety of designs bearing, for example, 
auspicious inscriptions and quotations from the Chinese 
Classics, in addition to the king’s name. The native 
coinage continued until World War II but had largely been 
replaced by French colonial issues. After independence 
from France, Vietnam substantially retained the Western 
alphabet on its often very attractive coinage. Cambodia 
(Kampuchea) had its own coinage from the 15th cen- 
tury—curious uniface round pieces decorated with simple 
religious pictorial designs. Western-style coinage began to 
replace these from the mid-19th century. Separate coinages 
subsequently were in circulation in Cambodia and Laos, 

as they were in North and South Vietnam during the 
1945-76 partition. 
Burma and Thailand. The earliest coinages of South- 

east Asia were issued in Burma and Thailand during the 
late Ist millennium Bc. They were derived from Indian 
prototypes (examples of them have also been found in 
Cambodia and Vietnam). From as early as the 17th cen- 
tury Thailand struck gold and silver coins in the form of 
balls made by doubling in the ends of a short, thick bar 

of silver and bearing the stamp of the reigning monarch 
(“bullet” coins). After c. 1860 it had a coinage on Euro- 
pean lines with issues in gold, silver, tin and copper, and 
later nickel. (J.Al./S.M.Sn./Ed.) 

COINS OF AFRICA 

The Aksumite kings, powerful rulers of a kingdom in 
northern Ethiopia from the 2nd to the 9th century AD, and 
Christian from the 4th century, issued small gold coins, 

with a little bronze and very rare silver, from the 3rd 
century onward; the initially Greek inscriptions were re- 
placed ultimately by Amharic. Indigenous coinage lapsed 
in the 10th century, the country becoming dependent on 
imported currencies, of which the silver Maria Theresa 
thalers of Austria were conspicuous from the 18th century 
onward. National coinage was resumed, by King Mene- 
lik II, emperor of Ethiopia (1889-1913) with silver coins 
called talaris and their fractions and subsidiary copper, 
showing the Lion of Judah reverse—an allusion to the tra- 
dition that Menelik I had been the son of King Solomon 
and the Queen of Sheba. Some gold came later, to be con- 
tinued by Emperor Haile Selassie (1930-36), who coined 
also in nickel and bronze until the Italian occupation and 
after his restoration in 1941. A national coinage continued 
after he was deposed in 1974. 
North Africa. Elsewhere the 19th-century partition of 

Africa by colonial powers led to a great miscellany of 
currencies before decolonization and independence were 
achieved from the mid-20th century. Egypt, gaining in- 
dependence from the Ottoman Empire in 1914, based its 
currency on the piastre, with Arabic inscriptions; some 
gold and silver multiples were produced. Under Fu’ad I 
(1922-36) and Farouk I (1936-52) the royal portrait was 
used. The subsequent republic, with its piastres of alu- 
minum -bronze alloy accompanied by rare silver and even 
rarer gold, has often chosen types referring to national 
history (e.g., the Great Sphinx, Ramses II, the Aswan 
High Dam). 
The piastre became the unit of Libya, which, after a 

period as an Italian colony, briefly became a kingdom 
under Idris I (1951-69), with a fine portrait coinage, be- 
fore the regime of Col. Muammar al-Qaddafi. The piastre 
was also the unit of the French protectorate of Tunisia 
until 1891, when a coinage of francs and centimes was 
introduced. Independence from France in 1956 brought 
Arabic inscriptions. The piastre was also adopted in 1956 
as the unit of the new republic of The Sudan. In Morocco, 
however, which was an early 20th-century protectorate of 
France, the unit was the Arabic silver dirham, replaced 
in 1902 by the silver rial until the introduction of the 
franc in 1921. 
Sub-Saharan Africa. Further south the various regional 

currencies grew out of the 19th-century European colo- 

Ethiopia 
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nization. Thus Ghana, before independence in 1957, had 
been the British colony of the Gold Coast, in which the 
British denominations of shilling and penny were tradi- 
tionally used; special gold was coined to mark the decla- 
ration of a republic in 1960. Similar developments took 
place in the British colonies of East Africa and in the colo- 
nial territories of Northern and Southern Rhodesia (later 
independent as Zambia and Zimbabwe), Nyasaland (later 
Malawi), and Nigeria. The currency of Liberia (founded by 
former American black slaves) from the mid-19th century 
consisted mainly of copper or bronze, with an elephant 
displacing the head of Liberty, of U.S. type. 
In South Africa, before the Union was established in 

1910, the only coinage of note was that of the South 
African Republic. During South Africa’s membership in 
the Commonwealth its currency was assimilated to that 
of Great Britain, but when South Africa left the Com- 
monwealth in 1961 it established a new system based on 
the gold rand. 

Coinage for the French colonies such as the Cameroons, 
French West Africa and Equatorial Africa, Madagascar, 
and French Togoland, showing the French cockerel or the 
head of “Marianne” (emblem of the spirit of the French 
Revolution), was in general more standardized than in 
the British colonies. The principal Portuguese colonies 
were Angola and Mozambique; the former used macutas 
(equal to 50 reis) of copper, followed by centavos and 
silver escudos, while copper reis were current in the latter, 
followed by escudos or centavos. In the Belgian Congo 
(Zaire since 1971), originally established as a free state by 
King Leopold II in 1885, currency was based on silver 
francs and copper centimes. (C.H.V.S.) 

MEDALS AND MEDALLIC ART 

Italy. The modern commemorative medal, in both 
form and content, was invented by the Italian painter 

Antonio Pisano (¢c. 1395-1455), called Pisanello. His first 
medal portrayed the Byzantine emperor John VIII Palae- 
ologus and was made in 1438-39. His medals provided a 
portable portrait relief of the sitters, reproducible by cast- 
ing in lead or bronze and small enough to be held in the 
hand. He placed a profile portrait on the obverse and an 
allegorical or pictorial scene on the reverse. This formula 
for the medal has lasted to the present day. Pisanello 
made medals of 16 sitters for the courts of Ferrara, Man- 
tua, Milan, Naples, and Rimini. Major schools of medal 
making developed, particularly in Mantua, Florence, the 
Veneto, and Rome. The papal court had no local school 
but attracted medalists from all over Italy. Toward the 
end of the century the portrait effigy became bolder and 
more sculptural in the work of Niccolé Fiorentino and 
Sperandio of Mantua. 
During the 16th century in Italy the cast medal contin- 

ued in favour, and Leone Leoni (1509-90) of Milan and 
Pier Paolo Galeotti were its principal masters. Leoni was 
engraver at the papal mint in Rome from 1537 to 1540, 
Master of the Habsburg mint at Milan (1542-45, 1550- 
59), and court sculptor to Charles V. His most masterly 
cast medal is of Michelangelo (1561). He also produced 
struck portrait medals, like those of the Genoese states- 
man and admiral Andrea Doria. For the first time the 
struck medal became a common instrument of court pro- 
paganda, especially for the popes and for the ruling Medici 
family in Florence. Galeotti made more than 80 cast 
portrait medals, which rival the work of Leoni. Pastorino 
da Siena produced a long series of portraits of sitters of 
lesser rank, cast in lead without reverse type. The finest 
struck portraits were the work of the medalists Domenico 
di Polo and Domenico Poggini in Florence and Giovanni 
Bernardi, Alessandro Cesati, and Benvenuto Cellini at the 

papal court. Antonio Abondio drew his style from Leoni 
and from the charming Mannerist portrait medalists of 
Reggio nell’Emilia, particularly Alfonso Ruspagiari. 
France. The earliest French medals were heraldic pieces 

struck in gold and silver, c. 1455, to commemorate the 
expulsion of the English. The first portrait medal was a 
struck gold presentation piece of Charles VIII and Anne 
of Britanny, made by local goldsmiths for a visit to Lyon 
in 1494. Italian medalists had worked in France and di- 
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rectly inspired the work of Jacques Gauvain and Jér6me 
Henry at Lyon. In 1550 mint officials were sent by Henry 
II to seek out and obtain German minting machinery, 
and in consequence numerous propaganda medals were 
produced, ascribed to the Huguenot goldsmith Etienne 
Delaune and to Claude de Héry. With the appointment 
in 1572 of the great Mannerist sculptor Germain Pilon 
(1535-90) by Charles IX to the new office of “contréleur 

général des effigies,” a new form of medal appeared. Pilon 
produced a superb series of large cast portrait plaques 
for members of the Valois dynasty and a series of struck 
medals for Henry III. For Henry IV the Danfrie family 
produced a series of struck medals. Jean Warin (1604-72) 

also made elegant cast pieces, and between 1636 and 1670 
he held almost a monopoly of the production of struck 
pieces for the court. Guillaume Dupré (1574-1647) fol- 
lowed Pilon, charmed Henry IV with his portrait medals, 
and was appointed in 1604 “conducteur et contréleur gé- 
néral” of the Paris Mint. Nicolas Briot (1579-1646), rival 
of Dupré, was a lesser master who was a skilled mechanic 
and engraver general at the Paris Mint from 1600. In 1625 
he went to London, where he revived the English court’s 
interest in the medal. 

Germany and Austria. The free imperial cities under the 
Holy Roman Empire were important centres of patronage, 
and the sitters were proud burghers depicted in a realistic 
idiom. A few fine medals are ascribed to Albrecht Direr, 
but the first professional medalist was Hans Schwarz of 
Augsburg, active in Germany and elsewhere between 1512 
and 1532. Christoph Weiditz produced numerous Augs- 
burg medals and with Schwarz showed the greatest sen- 
sitivity in capturing individual character in his portraits. 
Friedrich Hagenauer, active in Munich and in Augsburg 
(1527-32), produced more than 230 medals. In Niirnberg, 
Matthes Gebel (active 1525-54) and his follower Joachim 
Deschler (active 1540-69) were the principal medalists. 
Ludwig Neufahrer worked mainly in Nurnberg and the 
Austrian Habsburg domains, employed by Ferdinand I 
from 1545. The Italian expatriate medalist Abondio was 
called to Vienna and also appointed court medalist by 
Emperor Maximilian II in Prague in 1566. 
The Netherlands. The famous medal of Erasmus of 
1519, by Quentin Massys, made in Antwerp, is the grand- 
est northern Renaissance medal, but it had no progeny. 
Of the regular professional medalists some, like Steven 
van Herwyck (c. 1530-67) and Jacob Jonghelinck (1530- 
1606), who worked in Italy for Leoni, adopted the Italian 
style, somewhat more idealized than the German. The 
war with Spain (1568-1648) stimulated the production 
of propaganda medals, which became a popular vehi- 
cle of nationalist sentiment. The Netherlands’ tradition 
of silversmithing was also adapted to the medal. Highly 
skilled engraved portraits on thin plates of gold and silver 
were made. The masterpiece of this genre is a portrait 
of Elizabeth I of England’s favourite, Robert Dudley, earl 
of Leicester, in 1586, engraved on gold by the Dutch 
Mannerist engraver and painter Hendrik Goltzius (1558- 
1617). Simon van de Passe produced similar work and 
went to London, where he created a series of Tudor and 
Stuart portraits. 
The Baroque period. The large struck propaganda 

medal was issued widely in northern Europe in the 17th 
century. The Thirty Years’ War and later the Dutch wars 
with France and England stimulated such issues. Sebas- 
tian Dadler (1586-1657) was employed by the courts of 
Saxony, Sweden, Poland, and the Holy Roman Empire to 
produce large struck medals on the political events of the 
time. The Swiss Johann Carl Hedlinger (1691-1771) was 

trained in Paris, became court medalist in Stockholm, and 
produced numerous historical medals on commission. His 
portraits are the most elegant and individualistic effigies 
of the 18th century. The European medal was dominated 
by the court style of Versailles. The grand propaganda 
series of the Histoire métallique, a series of medals struck 
to commemorate Louis XIV’s reign, was envied and im- 

itated throughout Europe, though the Dutch copied it in 
a manner calculated to ridicule the French. The technical 
excellence of the Paris Mint was also imitated. The first 
fully Baroque medal in England, on the Restoration of 
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King Charles II in 1660, was made by the Paris-trained 
medalist John Roettier, in the full French court style. 
Caspar Gottlieb Lauffer of Nurnberg from 1679 issued 

a large number of medals engraved by numerous artists 
and commemorating contemporary events. He eventually 

published a catalog, in 1742, entitled Das Laufferische 
Medaillen-Cabinet. 
The cast medal continued to be made. In Italy, the Tus- 

can sculptor, scholar, courtier, and mint master Massim- 
iliano Soldani-Benzi (1656-1740) revived the cast portrait 

medal in 1677 and founded a school with his pupils Anto- 
nio Selvi (1679-1753) and Lorenzo Maria Weber (1697- 

1774). The school lasted until the 1740s. In Rome, the 
few cast medals included works by Charles-Jean-Fran¢ois 
Chéron (1635-98) and by Gioacchino Francesco Travani 
(active 1634-75), after designs by the great Italian sculp- 
tor of the Baroque, Gian Lorenzo Bernini. The Dutch 
silversmiths invented chased medals made of shells of sil- 
ver hammered into relief from the reverse (repoussé) and 

soldered to a rim, the work by Pieter van Abeele (1608- 
84) being particularly charming. 
In England, Thomas and Abraham Simon produced cast 

portrait medals of great refinement in a northern European 
realistic tradition. The cast portrait plaque was revived by 
the Romantic sculptor Pierre-Jean David d’Angers (1789- 
1856) in his series of portraits forming a Galérie des con- 
temporaines, begun in 1827. The Paris school of the late 
18th century, especially the work of Benjamin Duvivier 
(1728-1819) for King Louis X VI, combined Rococo ele- 

gance with realism. Duvivier’s work included commissions 
from the U.S. Congress. The Napoleonic regime ordered 
an elaborate Histoire métallique. The Duvivier era saw 
the introduction of steam-powered presses for coin and 
medal making, perfected by the English engineer Matthew 
Boulton at Birmingham in 1786, and the use of the 
reducing machine, which permitted the translation of a 
sculptor’s large-scale relief model into a working die (see 
below Techniques of production). This invention was cru- 
cial to the development of a new Parisian school of the 
Art Nouveau, founded by Jules-Clément Chaplain (1839- 
1909) and Louis Oscar Roty (1846-1911). 
A rival and similar school developed in Vienna and 

spread in Hungary and Bohemia. Britain was touched by 
the missionary zeal for the Art Nouveau style shown by 
Alphonse Legros (1837-1911), and a few sculptors, most 
importantly Alfred Gilbert (1854-1934), took up medal 
making. Frank Bowcher (1864-1938) studied under Legros 
in Paris, where he produced both struck and cast medals. 

He became engraver at the Royal Mint, London. In the 
United States, Augustus Saint-Gaudens (1848-1907) pro- 
duced admirable medals and portrait plaques in the same 
Art Nouveau style. 

The German reaction to the power of the Parisian school 
produced a school of expressionist medalists, while in 
France the 1920s saw the beginning of the Art Deco 
medal. After World War II the artistic medal continued to 
show remarkable possibilities as a medium for portraiture. 
Wit, imagination, and experiments with form brought the 
medal to resemble the plaquette or ornamental tablet. 
The variety and originality can be seen through the bi- 
ennial exhibitions of the Fédération Internationale de la 
Médaille. (J.G.P.) 

TECHNIQUES OF PRODUCTION 

The essential advantage of using metals for currency, apart 
from durability, is that they can be shaped by melting and 
casting. Casting, therefore, has always been an integral 
part of the coin manufacturing process. Indeed, in some 
instances, it has been the only part. In early China bronze 
was cast into the form of the hoes and knives originally 
used for payment, and up to the 19th century the objects 
called “cash,” with their square central holes, were also 
cast. Similarly, the first Roman issues, aes grave (heavy 
bronze), were ponderous cast pieces, the heaviest actually 
corresponding in weight to the libra, the Roman pound. 
However, as soon as the state realized that it could make 
a profit from issuing coins by decreeing that their value 
in the market should be greater than the intrinsic value of 
their metal content, casting—so simple an operation—at 

once led to counterfeiting. Provided the mold was made 
from an official coin, there was no straightforward visual 
way of distinguishing true from false. For this reason, cast- 
ing alone seems not to have been employed for precious 
metal currency. 

The prototype coinage of Greek Ionia on the west central 
coast of Anatolia in the 7th century Bc consisted of pel- 
lets of electrum (a gold-silver alloy) made by pouring the 
molten metal onto the striated surface of an anvil, where, 
under the action of surface tension, they assumed a char- 
acteristic lenslike shape before solidification. The weight of 
the pellets was checked and confirmed for use by stamping 
them with a punch—a naillike piece of metal, probably 
of bronze or iron. The punch sometimes had a crudely 
fractured end surface (which, of course, would be unique), 

sometimes an engraved design (the latter produced on the 
punch by drilling with abrasive corundum dust, which ate 
away at the surface, as in the lapping process perfected 
over millennia for sealstones). A counterfeiter would have 

had great difficulty in simulating the exact form of the 
punch surface. Within a short time, the issuing authorities 
began putting their own validating punch marks on the 
pellets, thus producing coins as opposed to bullion. In 
India before the Mauryan Empire (c. 321-185 Bc), cur- 
rency consisted of small silver bars carrying as many as six 
marks; the boat-shaped silver emanating from Southeast 
Asia in the 19th century was also officially confirmed in 
this fashion. 
Ancient minting. Most of the ancient dies that have 

survived are of bronze, although iron dies are thought to 
have been widely used also. Lower dies seem generally to 
have been disk-shaped so that they could sit in a recess 
on an anvil. In some instances the design may have been 
cut directly on the anvil. Engraving of the details was 
carried out using small steel tools (scorpers), or designs 
were drilled out using corundum dust. It is possible that 
major elements of the design were inserted by a “hub,” or 
master punch stamped into the die, but not all scholars 
accept that this method was employed in antiquity. 
Blanks or planchets (i.e., the small metal disks from 

which coins are made) seem first to have been cast by 
pouring the molten alloy from a crucible onto a flat sur- 
face, where they cooled into the characteristic lens shape. 
Later the metal was poured into molds, which sometimes 
consisted of two parts so that the metal was completely 
enclosed; traces of the “flash,” or joining line, can still be 
seen on surviving coins. At Alexandria in the Ptolemaic 
period (323-30 Bc), open molds were common; in these 
a sequence of disk-shaped impressions in the mold were 
connected by channels, and a number of blanks were thus 
obtained at one pouring. The upper surface of the blank, 
where slag and oxide accumulated, had to be “turned” 
off, or drilled out, presumably by a tool like a carpenter’s 
bit, and the centre punch mark to accommodate the tool 
point is characteristic of Ptolemaic, Seleucid, and Greek 
imperial coins. Contemporary issues in India were often 
square in outline and were cut by chisel from metal sheets. 
Many Greek and Roman silver coins were plated; an en- 
velope of silver sheet was soldered on a copper core, and 
it is by no means certain that all such specimens were the 
work of counterfeiters, since solid silver and plated coins 
sometimes appear to have been struck from the same 
dies. In the later Roman Empire (3rd century AD) silver 
issues were heavily debased with copper; prior to striking, 
the blanks were immersed in an acid bath that leached 
out the surface copper to expose more silver, giving a 
much more acceptable appearance to the coins when they 
were first issued. 

Striking—the impression of the die designs on the 
blanks—was startlingly simple. The lower die, set in the 
anvil, was covered by the blank; the upper die, which was 
positioned above, was then given one or more hammer 
blows (see Figure 1). A two-pound hammer, wielded by 
one hand, could easily give a force at the die face of seven 
tons. To get the high relief typical of Greek issues, two 
or three blows were necessary, and often there is evidence 
of double-striking on the coins. However, by preheating 
the blank, as practiced in Athens in the Sth century BC, 
less force was required and die life was extended, Analysis 
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Figure 1: Striking, an ancient form of minting. 

of the documentary evidence implies that one obverse 
(lower) die could produce upward of 20,000 coins, while 
10,000 coins have been struck from a simulated bronze die 
without significant deterioration of the working surface. 
Receiving the hammer blows more directly, the reverse 

(upper) dies enjoyed about half the life of the obverse. 
Production rates varied. In small mints, operated by one 
man, a rate of 100 coins per hour has been shown to 
have been feasible. At important centres such as Rome 
or Antioch teams of four probably operated. An eyewit- 
ness account of a Persian mint in the 1870s describes 
how, with a hammerer, a die holder, a blank placer, and 

a coin remover, one piece could be struck about every 

two seconds. 
Medieval minting. Alterations in the flan (the coin disk, 

a term deriving from the French /flatir, “to beat flat”) led 
to corresponding changes in the manufacture of dies. In 
about AD 220 the Sasanian dynasty of Iran introduced the 
concept of thin flan coins, issues that were struck in relief 
on both sides. In order not to produce intolerable stresses 
in the dies, since the thinner the material the more force 

necessary to make it flow into the recesses of the die’s 
design, the depth of relief on such coins was of necessity 
much shallower than with earlier currency. Such tech- 
niques spread by way of Byzantium to northern Europe, 
where the emperor Charlemagne (c. 742-814) struck thin 
flan deniers (small silver coins), or pennies, which became 
characteristic of both his own and neighbouring kingdoms. 
The Franks and Saxons inherited an art that was for- 

malistic rather than realistic, and this permitted their coin 
designs to be made up from a small number of standard 
elements that were reproducible using punches. It has 
been shown, for example, that the complete dies for all 
of the coin types of Edward the Confessor of England 
could be obtained from seven punches, giving individual 
wedges, crescents, pellets, and bars, each of which was 
independently struck to make up a legend and design. 
Consequently, a single workshop could supply the 70 or 
so contemporary English mints in a relatively short time. 
An experimental pair of dies took less than an hour to fab- 
ricate. Of course, many European dies were produced by 
a combination of punching and engraving, while engrav- 
ing alone was typical of early Islamic and contemporary 
Oriental dies. With the advent of larger denominations, 
such as the gros tournois (based on the weight standard of 
Tours, in France) in the 13th century, more florid designs 
came to be preferred, but the elements of the royal crown, 
for example, or the letters of the legend were still punched 
into the dies. To judge from surviving specimens, both 
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upper and lower dies (trussells and piles) were by then 
produced from wrought iron. While the upper die retained 
the cylindrical shape of antiquity, the lower die was tanged 
(having protrusions added) so that it could be wedged into 
a wooden block. 

The thin silver sheet required for the new coins needed 
to be beaten out from its cast state, and this in turn 
necessitated annealing (strengthening by slow cooling) to 
prevent cracking. By the 10th century, squares of sheet, 
somewhat larger than the eventual penny, were being 
struck between square dies and then separated by a cir- 
cular cutter. A few imitative coins on square flans are 
known from Scandinavia, while die identical coins have 
exactly matching edge irregularities, proving use of the 
same cutter. With the introduction of the gros tournois, 
the blanks were cut roughly circular with shears, then 
gripped by special tongs in rouleaux (columnar rolls) of 
a dozen or more, and finally hammered into circularity 
on a flat anvil. Alternatively, the silver was cast into thin 
rods of rectangular section; pieces of the correct length 
(and hence weight) were next cut from the rod by chisel 
and then, with several annealings, were beaten to the ap- 
propriate thickness, before being rounded and struck by a 
die. Blanching (cleaning) of the blanks by an acid dip was 
necessary before striking to produce an acceptable surface 
if oxidation had occurred during annealing. 
Striking was carried out in much the same way as 

during antiquity, although contemporary illustrations in- 
dicate that only one operator, not a team, was employed. 
Twelfth-century Byzantine coins were often cup shaped. 
A full impression of the curved dies could not easily be 
obtained by one blow; hence there evolved a method of 
striking one half of the coin with a slightly inclined upper 
die, which was then rocked over to the other side for 
a second blow. Bracteates, issues of foil thickness, were 
common in 12th-century Germany. To make these, a 
single die was used to strike a column of several blanks 
resting on a piece of leather, so that the reverse of each 
was the incuse (hollowed impression) of the obverse. Die 
life in general was higher than during antiquity, and docu- 
mentary evidence for 13th-century English pence indicates 
perhaps 30,000 coins per obverse. There is no evidence 
for production rates. 
Early modern minting. The increase of mining activity 

in central Europe during the 15th century gave a great 
impetus to the development of modern minting processes. 
The dies themselves were still made by punches, but these, 

in turn, had become much more sophisticated, often em- 
bodying a complete portrait of the monarch. Their general 
shape depended on the striking process employed, but 
the material used was a steel that could be hardened by 
carburizing (putting iron in a bed of carbon in a sealed 
air-tight box, and thence into a furnace, where the carbon 
diffused into the outer layers) after the designs had been 
punched in, or sunk. 
The metal for the coins was cast as ingots, a typical size 

being '/2 X | X 20 inches. These were then passed between 
steel rollers, powered by a water mill or horse gin (a 
mechanism that translated horsepower into rotational en- 
ergy), to reduce the thickness. Several passes and anneal- 
ings were necessary to obtain the correct thickness. The 
blanks, particularly for the larger crown-sized coins being 
introduced, continued to be roughly cut with shears from 
the rolled fillet (metal strip), so that, as previously, they 
could easily be adjusted for weight before being rounded 
in rouleaux. In some cases, however, they were punched 

by a machine from the fillet to a fixed diameter, so that 
the thickness was critical for controlling weight. To protect 
against clipping, during the next century a security edge 
was sometimes rolled onto the blank; this might consist of 
an inscription or a serrated or milled edge. 
Hand-operated screw presses were developed for stamp- 

ing the designs on the blanks; although the blanks origi- 
nally were centred on the lower die by eye, it soon became 
clear that a locating collar would prevent off-centre strik- 
ing. Such a method was used by Benvenuto Cellini, who 

struck coins for Italian princes in the first half of the 16th 
century, and it was then introduced first to Paris and then 
to London in the 1550s. 
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Figure 2: The Taschenwerke minting machine. 

At the same time the roller press was under development 
in Germany. Initially, the die designs were engraved or 
punched into the curved surfaces of two rollers that were 
geared together so that the whole fillet (rather than single 
blanks) could be fed between them and emerge impressed. 
This method was advantageous in requiring less power: 
only part of the blank was being deformed at any one time, 
and so, as compared with the screw press, the stresses on 
the machine were reduced. Because of imperfections, the 

fillet and the finished coins as punched out were markedly 
curved, and the coins required flattening (planishing) by 
light tapping with a smooth-faced hammer. 
The difficulty of taking out the complete rollers from 

such a press led to an ingenious variation—the Taschen- 
werke (see Figure 2). In this machine the rollers were 
replaced by rectangular shafts pierced in the middle to 
take a pair of dies with tapered extensions (tangs). The 
axis of the upper shaft could be raised or lowered a short 
distance to accommodate variations in the dies or differing 
coin thicknesses, Such machines continued to be used in 
Germany into the 18th century. 
The rocker press represents another variation. The bot- 

tom roller (actually a quadrant insert, as in the Taschen- 
werke) remained stationary; the axis of the upper roller 

rotated about this lower axis as a small circle around a 
larger, so that the upper die face rolled over a stationary 
fillet that had been positioned over the lower die. One 
such mechanism, now in the British Museum, produced 
minor copper coins in Spain soon after 1600. 
The prolific Jean Warin, one of the great engravers, fi- 

nally established the use of the fly press, a variation on 
the screw press in which the helix angle of the screw 
was much increased. The rotational arms ended in heavy 
weights that were swung with great velocity by two opera- 
tors (working for only 20 minutes in each hour), and the 
elasticity of the system caused a rebound of the arm to 
its Original position after the coin had been struck. Again, 
with a team of moneyers, a rate of production of a coin 
every second or so could be achieved. In some Russian 
mints of about 1800 a guided dropping weight functioned 
in much the same way, regaining its original position 
partly by rebounding and partly by operators pulling on 
return ropes running over pulleys. 

Contemporary mints. In the 1770s the steam engines of 
Matthew Boulton and the Scottish inventor James Watt 
made available new sources of power that were soon 
adapted to the coining process. Initially used to strike 
commercial tokens, these methods were eventually taken 
up by the Royal Mint in London. Experiments produced 
new steels that could cope with the much higher stresses 
involved, while a French invention, the pantograph, or 
reducing machine, permitted the manufacture of a stan- 

dardized design for every denomination, all being repro- 
duced identically but to differing scales. 
In modern minting, the sequence of die manufacture is 

as follows. A plaster model of the proposed design, about 
one foot (0.3 metre) in diameter, is received from the artist 
and a mold is made; from this is obtained an electrotype 
copy in nickel and copper. Mounted in the reducing ma- 
chine, the copy permits the cutting of the design to the 
appropriate coin size in a block of steel, the master punch, 
which has features in relief, as on the eventual coin. The 
master is then used to punch-in, or sink, a matrix; this 

raises a working punch, which is used to sink a working 
die. Imperfections at any stage are removed by hand tool- 
ing and, for best results, the surface of the working die is 

highly polished before it is sunk. 
The production of blanks (called planchets in the United 

States) is highly automated. At the U.S. Mint in Philadel- 
phia, for example, the incoming metal is assayed to ensure 
that it is of the correct specification. After being sheared 
into small pieces, the metal, together with the waste clip- 
pings (scissel) from previous blanking operations, is con- 
veyed to a computer-controlled weighing section, where a 
charging bucket is filled with the correct proportions of 
each constituent of the required alloy; the metal then goes 
into a 15,000-pound-capacity electric induction melting 
furnace. During the melting, deoxidation additives are in- 
troduced, and the furnace is then tilted to pour the metal 

into a water-cooled, semicontinuous casting machine mold 
with a movable bottom. The resulting vertical ingot, with 
dimensions of 16 inches by 6 inches by 18 feet and a 
weight of 6,600 pounds, is set on a roller conveyer in a 
horizontal position preparatory to being cut by a rotary 
saw into two equal lengths. The bars are next raised in 
temperature in a high-frequency induction coil so that they 
can be hot-rolled. After nine passes the thickness of the 
bars is reduced to less than one-half inch, and the length 
is extended to approximately 115 feet. Quenching with 
water is followed by skim milling in order to remove the 
oxide layer on the top and the bottom surfaces. The coils 
of strip metal are next cold-rolled, reducing the thickness 
to about one-tenth of an inch. The ends of the individual 
coils are then trimmed and welded together, giving a large 
coil weighing some 4'/2 tons. Finally, the coil is rolled 
under tension in a finishing mill, where the thickness is 
controlled by sensors. 

The blanking presses are typically high speed, punching 
out from the coils as many as 21 planchets per stroke at 
100 or more strokes per minute, the scissel being returned 

to the melting pot. For coins of small denomination the 
planchets are then fed into an annealing furnace, quenched 
with water, cleaned with acid, washed, and dried. The sub- 

sequent operation is edge-up setting, the partial formation 
of a protective rim by forcing the blank into too small a 
hole. The planchets then proceed to the coining presses, 
many of which are adapted to cope with four coins at one 
blow. The spread of the metal under the force of the die is 
confined by a collar, and the radial recovery of the metal 
as the load is removed prevents its adherence to the collar, 
as the latter is retracted below die level. The struck coins 
are taken to a checking point, after which they are counted 
and bagged, ready for distribution. Die life is upwards of 
200,000 coins. 

The procedures at the United Kingdom’s Royal Mint, 
at Llantrisant, Wales, are analogous. There, however, the 
ingots are cast continuously, not in discrete lengths, and 
they are subsequently sawed for the rolling operations. 
The edge-up setting is sometimes combined with the im- 
pression of a channeled security edge of the type found 
on Indian issues. To assist metal flow during striking, the 
washing and lubricating of the blanks are combined. The 
production of seven-sided coins (20- and 50-pence de- 
nominations) from circular blanks indicates the extent of 
the flow of the blank metal within the collar; the striking 
presses are capable of 600 strokes per minute. The count- 
ing and bagging operation is performed by robots. An 
experiment in obtaining the correct weight of gold issues, 
where the “remedy,” or tolerance (permitted range of vari- 
ation in the standard), is very limited, showed that when 
the blanks were punched from fillets that were one-third 
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inch thick and then pressed out to the normal thickness 
of one-tenth of an inch, the same error in initial thickness 
had less eventual effect on the weight of a one-third-inch 
blank than on a one-tenth-inch blank. In this experiment 
the same solution to obtaining correct weight was applied 
as in the medieval period, when the use of easily measur- 
able lengths of thin silver rods gave the correct weight per 
penny. (D.G.J.S.) 
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Collective Behaviour 

to the ways in which people behave together in 
crowds, panics, fads, fashions, crazes, publics, cults, 

and followings as well as more organized phenomena, such 
as reform and revolutionary social movements. Because 
it emphasizes groups, the study of collective behaviour 
is different from the study of individual behaviour, al- 
though inquiries into the motivations and attitudes of the 
individuals in these groupings are often carried out. Col- 
lective behaviour resembles organized group behaviour in 
that it consists of people acting together; but it is more 

spontaneous—and consequently more volatile and less 
predictable—than is behaviour in groups that have well- 
established rules and traditions specifying their purposes, 
membership, leadership, and method of operation. 
The U.S. sociologist Robert E. Park, who coined the 

term collective behaviour, defined it as “the behavior of 
individuals under the influence of an impulse that is 
common and collective, an impulse, in other words, that 
is the result of social interaction.” He emphasized that 
participants in crowds, fads, or other forms of collective 
behaviour share an attitude or behave alike, not because 
of an established rule or the force of authority, and not 
because as individuals they have the same attitudes, but 
because of a distinctive group process. 
The absence of formal rules by which to distinguish 

between members and outsiders, to identify leaders, to es- 
tablish the aims of the collectivity, to set acceptable limits 
of behaviour for members, and to specify how collective 
decisions are to be made accounts for the volatility of 
collective behaviour. The leader of a mob can become 
the object of the mob’s hatred in a matter of minutes; a 
fashion leader can suddenly become passé. 

( ollective behaviour is a sociological term that refers Although agreeing that collective behaviour does not 
generally adhere to everyday rules, some investigators em- 
phasize the emergence of rules and patterns within the 
collectivity that are related to the surrounding social struc- 
ture. The U.S. psychologist Ralph H. Turner and the U.S. 
sociologist Lewis M. Killian define collective behaviour on 
the basis of “the spontaneous development of norms and 
organization which contradict or reinterpret the norms 
and organization of society.” Somewhat similar is the 
U.S. sociologist Neil J. Smelser’s definition: “mobilization 
on the basis of a belief which redefines social action.” 
The distinctive belief—which is a generalized conception 
of events and of the members’ relationships to them— 
supplies the basis for the development of a distinctive and 
stable organization within the collectivity. But Smelser’s 
definition points attention, in a way that other definitions 
do not, toward the unique manner in which members 
perceive reality; without such a view a group of people 
would not be engaged in collective behaviour. 
The U.S. sociologist Herbert Blumer determined a desire 

for social change in collective behaviour, as expressed in 
his definition: “a collective enterprise to establish a new 
order of life.” This definition, however, excludes many 
of the temporary escapes from conventional life through 
revelry and orgies, punitive actions such as lynchings, and 
panics, which are not oriented to any kind of reconstruc- 
tion of social life or society. Most students of collective be- 
haviour, however, would not restrict the field so severely. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, Part Five, Division II, es- 
pecially Section 521. 
This article is divided into the following sections: 
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Elementary forms of collective behaviour 

Regardless of where or how collective behaviour devel- 
ops, it requires some kind of preparation. In organized 
groups there are rituals, such as personal introductions, 
the toastmaster’s humour, and group singing, to facilitate 
the transition from individual action to group interaction. 
People may act together efficiently if they have been pre- 
pared for a pattern of behaviour such as a fire drill, but 
the result is organized rather than collective behaviour. 
Lacking organization, people must first become sensitized 
to and begin to communicate with one another. These 
processes of sensitization and communication have been 
called elementary collective behaviour. Three important 
elementary forms are milling, rumour, and social unrest. 

MILLING 

Prior to most instances of collective behaviour there is a 
period during which people move about in a somewhat ag- 
itated but aimless way. Early students of crowd behaviour, 
struck by the resemblance to the milling of cattle before 
a stampede, gave this form of human activity its name. 
Its characteristic physical restlessness can be seen in an 
audience waiting for a late-starting program to begin or 
among citizens who have just received word of an assas- 
sination attempt. In the former case people scuffle their 
feet, leave their seats and walk about, and sometimes join 
spontaneously in rhythmic behaviour, such as foot stamp- 
ing. In the latter case people discontinue routine activities 
and talk with neighbours, friends, and strangers. In most 
situations milling also means looking for clues to others’ 
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feelings, such as sweating, nervousness, and changes in 
tone of voice. 
Human milling has at least four important effects. First, 

it sensitizes people to one another. In this sense milling 
focuses people’s attention on the collectivity and on a 
subject or problem. Second, milling tends to produce a 
common mood among the interacting individuals. Where 
some might react with sorrow, others with anger, and still 
others with partisan delight or indifference, milling helps 
to diffuse a single mood within a group. Third, milling de- 
velops a common image or interpretation of the situation. 
The milling throng decides whether the Western tourist 
taking pictures of a marketplace in the native quarter of 
an Asian city is harmless or an affront to native dignity; 
whether the police in an American city are simply arrest- 
ing a drunken driver or harassing an oppressed minority. 
Finally, milling sets in motion the process of redefining 
the rules that govern behaviour. The milling of an audi- 
ence is usually the signal that customary rules of courtesy 
toward performers and speakers are no longer applicable 
and that different forms of behaviour may be expected. 

RUMOUR 

Rumour-creating situations. Rumour abounds under 
certain circumstances. The U.S. psychologists Gordon W. 
Allport and Leo Postman offered the generalization that 
rumour intensity is high when both the interest in an event 
and its ambiguity are great. The U.S. sociologist Tamotsu 
Shibutani agreed, contending that rumour abounds when 
the demand for news is greater than is the supply provided 
through institutional channels. 
At least two conditions must be added to interest and am- 

biguity as prerequisites for rumour. First, rumour abounds 
when a group of people share the need to act but are 
reluctant to do so until the situation can be better defined. 
Second, rumour abounds only when the situation requires 
that in some essential respect the members of the group 
act in concert rather than individually. 
There are three major kinds of situations in which these 

four conditions are commonly met and rumour is ram- 
pant. First, in a social order in which information is, or is 
believed to be, strictly controlled by authorities, ramour 
is intense. When control over news is a continuing (rather 
than temporary) condition, rumour becomes regularized 
as an essential aspect of daily life. The so-called grapevines 
created by these conditions are regularly utilized by total- 
itarian regimes, military organizations, and subordinated 
ethnic groups, races, and social classes. 
Second, rumour spreads when events threaten the un- 

derstandings upon which normal life is based. A major 
disaster or scandal presents such a challenge. Any change 
in the regular accommodations between potentially con- 
flicting or competing groups in society similarly calls into 
question routine patterns of conduct. The suggestion that 
management may enforce factory rules more strictly, for 
example, or the suggestion that a college faculty may 
stiffen or relax degree requirements, immediately provokes 
a siege of rumour. 
Third, rumour springs up when a strong, shared incen- 

tive to act is blocked in some way, even by merely the 
lack of an occasion for action. During states of boredom, 
rumour capitalizes on minor events, magnifying them into 
occasions for exciting collective action. 
The transmission of rumour. Rumour spreads most 

rapidly along preexisting social networks: among friends, 
associates, and peers rather than among persons of un- 
equal standing. The messenger who first relates a rumour 
earns prestige by doing so. Moreover, any specific rumour 
tends to spread most rapidly when it first enters a group, 
and to reach persons faster who have responsibilities and 
interests connected with the event. 
It is frequently assumed—incorrectly—that people trans- 

mit rumours only when they believe them and that dis- 
crediting a rumour will stop its spread. Other evidence 
suggests that people pass on rumours whether they believe 
them or not and that the likelihood of belief increases 
with their repeated hearing. This latter pattern is under- 
standable if rumour is seen as a seeking, rather than a 
believing, process, in which every idea, no matter how 
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invalid, provides a way of comprehending a strange or 
troublesome event. But since the group finds it urgent to 
reach a common understanding, pressure toward accep- 

tance of a favoured version grows as the rumour process 
expands. Eventually, there is a sorting out of accounts and 
an insistence that everyone agree to a consensual account, 

which then serves as a basis for collective action. 
Stages of rumour transmission. There is evidence that 

rumour follows a typical course. Evidence suggests that 
the rumour process eliminates the most improbable and 
unreliable accounts and achieves a high degree of veracity 
when (1) there is considerable recirculation of rumour and 
(2) there is a fairly well-organized grapevine. When ru- 
mour is recirculated the opportunity to compare versions 
with different groups of people acts as a brake on exagger- 
ation and rubs off the idiosyncratic aspects of the story. 
With an established grapevine, the source of rumours can 
often be checked, and individuals who are known to have 
inside information are regularly consulted for verification. 
In both early and late stages, rumour content changes 

with successive retelling in the direction of the under- 
standable and familiar and in the direction of supporting 
the actions that the group is starting to take. The former 
is called assimilation by Allport and Postman and is illus- 
trated by the tendency to make rumour details consistent 
with prejudice. The latter trend indicates that a group is 
inclined to support those beliefs that supply justification 
for some course of action toward which they are already 
predisposed. 

SOCIAL UNREST 

The general condition of the community in which milling 
is both frequent and widespread and in which rumour is re- 
current is the crucible in which the more highly organized 
forms of collective behaviour develop. This condition, 
known as social unrest, can lead to outbursts of violence. 

The American urban black uprisings of the 1960s were 
preceded and accompanied by social unrest in the form 
of a rise in tensions in black communities throughout the 
country; the Russian Revolution was preceded by several 
years of constant unrest and turmoil, involving random 
assassinations, strikes, and riots. 
There are several distinguishing characteristics to social 

unrest. First, there is a general impairment of collective 
life routines. People find it difficult to concentrate on 
their work or even to adhere to rules in playing games. 
Any occasion to abandon routines is welcomed. Second, 
people are hyperreactive. The magnitude of the response 
is out of proportion to the usual meaning of any stimu- 
lating incident. A small police provocation elicits a major 
outcry of police brutality; a trivial success is the occasion 
for large-scale celebration. Milling and rumour abound 
because incidents that would normally pass with little 
notice become occasions for both. Third, social unrest is 
marked by contagiousness. When restlessness is strictly in- 
dividual, one person’s restlessness merely annoys another. 
But when restlessness becomes a shared experience, peo- 
ple are highly suggestible to one another. Questioning and 
exploring alternative courses of action are reduced to a 
minimum. Fourth, social unrest is not specific with respect 
to grievances or activities. When there is social unrest in 
a school, students complain of both restrictions on their 
behaviour and the lack of clearly defined rules; they find 
fault both with school administrators and with their fellow 
students. Finally, social unrest is perhaps the most volatile 
of collective states. Unlike rumour or milling, it does not 
remain focused on an issue or problem. Unlike crowd 
behaviour or fads, it has not yet been channeled into one 
main direction. Although social unrest may eventually die 
down without any serious aftermath, it is a condition in 
which people can be easily aroused. 

Major forms of collective behaviour 

RESPONSES TO DISASTER 

A disaster-stricken community affords a prototypical sit- 
uation for collective behaviour. The lives of persons are 
disrupted indiscriminately by a tornado, flood, or earth- 
quake, and coping with the resulting destruction and dis- 
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order is beyond the capacity of conventional institutions. 
Of perhaps greatest importance, the assumption of a rea- 
sonably stable and predictable reality is undermined. 
Common misconceptions. A number of common as- 

sumptions about behaviour under stress have been dis- 
pelled by research on responses to disaster. First, panic 

is rare. The quite specific conditions under which panic 
occurs is described below, but stoic, unbelieving, or even 
resigned reactions are more common than panic. Second, 
scapegoating is not the rule. Some investigations have 
suggested an almost unnatural avoidance of singling out 
villains and placing blame. Within the disaster community 
the establishment of solidarity is a concern that dampens 
scapegoating, at least until the immediate emergency is 
past. Third, there is much less looting and vandalism than 
is popularly supposed. Even among persons who converge 
from outside the community there is more petty pilfering 
for souvenirs than serious crime. Fourth, initially an altru- 
istic selflessness is more prevalent than self-pity and self- 
serving activity. Frequently noted are dramatic instances 
of persons who have suffered injury or property damage 
themselves devoting their time to helping others in no 
greater need. Fifth, the disruption of established organiza- 
tions and customary behaviour does not lead primarily to 
innovation and the exercise of freedom from old restraints. 
Instead, people more frequently cling to the familiar and 
seek reinstatement of the old. 
The disaster cycle. Collective behaviour in disaster fol- 

lows a characteristic cycle, from first warning to commu- 
nity rehabilitation. 
Warning period. Although individuals read widely dif- 

ferent meanings into disaster warnings, the striking feature 
of this initial stage is the slowness to believe and the 
reluctance to act upon warnings. People often remain in 
their houses in spite of imminent flooding and remain on 
familiar low ground in the face of tidal wave warnings. 
The surface calm that each person seeks to maintain in 
the presence of others can lead to collective self-deception 
and the inhibition of tendencies toward flight. 
Impact and stocktaking period. In disasters such as 

floods and some hurricanes there is a distinctly long pe- 
riod of impact, which can be separated from a subsequent 
period of stocktaking or immobility. In earthquakes and 
explosions, on the other hand, the impact is so brief that 
the periods can hardly be separated. The combined pe- 
riod of impact and stocktaking is marked initially by a 
fragmentation of human relations, as each individual is 
separated from others and from his customary moorings; 
it is then marked by a resurgence of interpersonal warmth 
that transcends customary social barriers within the disas- 
ter community. 

Rescue period. Just as initial fragmentation is followed 
by unnatural solidarity, stunned immobility gives way to 
a frenzy of activity in the rescue stage. Although activity 
is often inefficient, the task of rescuing persons who are 
trapped and of getting the injured to first-aid facilities 
is usually accomplished fairly expeditiously, often before 
outside help arrives. This is the period in which altruism 
becomes the norm, and old rivalries and conflicts are 
suspended. Many business concerns adopt an uneconomic 
generosity, and some individuals disregard their personal 
welfare. The imperious demand to “do something” at 
once creates an urgent demand for leadership. People turn 
first to established community leaders, and, when they 
are equal to the demands, such figures as police and fire 
officials, school principals, and mass-media personages are 
quickly accepted as leaders. Frequently these public fig- 
ures are as bewildered and distracted as everyone else in 
the community and are soon abandoned in the restless 
search for leadership. The leaders then are found among 
persons who have the specific skills and tools required for 
the rescue efforts of the moment. Often these are people 
who do not normally exercise community leadership. 
Rebuilding or “brickbat” period. The buoyed-up state 

of the disaster community can last only a short time. 
Tasks that call for intense effort within a brief time span 
are completed, and the slow and discouraging work of re- 
building confronts the community. Because the old com- 
munity cleavages begin to reappear, and because tensions 

created and repressed during the rescue phase are now re- 
leased, this period has been called the brickbat stage. The 
most notable characteristic of this period is the tendency 
to reinstitute the old community—to rebuild homes on 
old foundations, to reinstate old forms of organization. In 
spite of criticism against the ineptitude of established au- 
thorities, and in spite of evidence that building locations 
and methods are vulnerable to the elements, it requires 

strong leadership to guide the community toward inno- 
vation that makes use of what can be learned from the 
disaster experience. 

COLLECTIVE OBSESSIONS 

The various kinds of collective obsession—fads, hysterias, 
and the like—have three main features in common. (1) 
The most conspicuous sign is a remarkable increase in 
the frequency and intensity with which people engage in 
a specific kind of behaviour or assert a belief. There was 
an “epidemic” of flying-saucer sightings; children in every 
residential neighbourhood in the United States played on 
skateboards; there was a sudden rush to buy Florida land. 
(2) The behaviour—or the abandon with which it is in- 
dulged—is ridiculous, irrational, or evil in the eyes of per- 
sons who are not themselves caught up in the obsession. 
In the case of recreational fads, such as skateboarding, 

nonfaddists are amazed at the tendency to drop all other 
activities in order to concentrate on the fad; the hundreds 
of incidents in which swastikas were daubed on synagogues 
during a few weeks in 1959 and 1960 in the United States, 
West Germany, and other countries shocked the sensibil- 
ities of a world that remembered the Nazi persecution of 
the Jews. (3) After it has reached a peak, the behaviour 
drops off abruptly and is followed by a counterobsession. 
To engage in the fad behaviour after the fad is over is to 
be subjected to ridicule; after the speculative land boom 
declines, there is a mad rush to sell property at whatever 
price it will bring. The following discussion covers five 
types of collective obsession: fads, hysterical contagion, 
deviant epidemic, fashion, and crazes. 

Fads. It is tempting to explain fads on the basis of a 
single motive such as prestige. Prestige is gained by being 
among the first and most adept at a skill that everyone 
else covets. That the skill fails as a sourc® of prestige when 
it is no longer scarce is an important explanation for the 
abrupt end of a fad. But motives are complex and var- 
ied. The exhilaration of joining a band of devotees in an 
intense preoccupation and the joy of mastering the novel 
are not to be discounted. 
An examination of fads in such enterprises as scientific 

research and recreation sheds light on the fundamental 
dynamics of all kinds of fads. First, the scientific fad be- 

gins with a new idea or a rediscovered idea—though not 
just any new idea will set off a fad. The new idea must 
be a “key invention,” one that opens up the possibility for 
a wide range of minor innovations. Discovery of a potent 
new drug, for example, is followed by a rush to test the 
drug in all kinds of situations. Similarly, recreation and 
style faddists do not merely copy a pattern; they try out a 
variety of novel uses and variations on the basic pattern. 
The Hula-Hoop was an ideal fad because each child could 
develop his own particular variation in spinning the hoop. 
Second, the termination of fads is largely explained by 

the exhaustion of innovative possibilities. The drug has 
been tested in all of the apparently relevant settings; chil- 
dren have run out of new ways to twirl the Hula-Hoop. 
Third, the faddish preoccupation means holding in 

abeyance many routine activities as well as awareness of 
drawbacks to the fads. So long as the fad is in full force, 
a sharp ingroup-outgroup sense insulates faddists against 
these concerns. But once the faddists run out of new 
variations they begin to be aware of the extent of their 
neglect of other activities and to consider possible dan- 
gers in the fad. 
Hysterical contagion. Occasionally waves of fear find 

expression in a rash of false perceptions and symptoms 
of physical illness. Girls in an English school fainted in 
great numbers; women in Mattoon, IIl., reported being 
anesthetized and assaulted by a mysterious prowler. The 
best documented case is that of a clothing factory that had 
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to be closed down and fumigated because of reports of 
toxic insect bites—reports that could not subsequently be 
substantiated. The U.S. sociologist Alan C. Kerckhoff and 
the U.S. psychologist Kurt W. Back found that the crisis 
came after a period during which the women employees 
had performed unusual amounts of overtime work. The 
women who became ill from the mysterious insect bites 
had generally worked more overtime than others and had 
serious family responsibilities that they could not fulfill 
because of job demands. Afraid to refuse overtime work 
lest their job prospects be damaged, yet increasingly upset 
over neglect of family responsibilities, they found them- 
selves in a conflict from which they could not extricate 
themselves. Illness from an insect bite provided an excuse 
to leave work for a day or two. The epidemic continued 
for about 11 days. It began immediately after a large ship- 
ment of foreign cloth had arrived, rendering plausible the 
assumption that some strange new insect had been intro- 
duced to the plant. The first women “bitten” were social 
isolates, lacking normal social defenses and controls. A 
rapid spread then took place among women who belonged 
to intimate cliques, in accord with the theory that social 
diffusion occurs most readily along well-established lines 
of social interaction. In the final stage the illness spread to 
others, irrespective of friendship ties or isolation. 
Deviant epidemics. Obsessive behaviour also is observed 

within deviant groups in society. After Edward G. Robin- 
son starred in the motion picture Little Caesar (1932), a 

rash of undersized juvenile delinquents aped his manner. 
In 1959 and 1960 there was a rash of incidents in which 
synagogues were desecrated, usually by painting Nazi 
swastikas on them, and anti-Semitic slogans were painted 
in public places. In the United States the epidemic began 
the day after Christmas and continued for nine weeks, 
encompassing 600 reported incidents. Incidents reached a 
peak in the third week, with the cycle in small communi- 

ties lagging a little behind the large cities. In the early and 
late weeks Jewish synagogues, houses, and other specif- 
ically Jewish properties were the main targets. During 
the middle three weeks anti-Semitic symbols were often 
placed elsewhere, leading investigators to infer that during 
the peak of the epidemic many participants were drawn 
in who were less preoccupied with anti-Semitism than 
were those who initiated the incidents. Only a minority 
of the perpetrators were identified and arrested, but these 
were principally adolescent boys who worked together in 
small unorganized and heterogeneous groups. Some were 
strongly anti-Semitic in their attitudes, while others were 
no more hostile toward Jews than they were toward many 
other groups or aspects of society. 
In this kind of episode socially disapproved feelings are 

given vent following an initial incident. Beginning with 
persons who have been holding back a specific feeling 
for some time, the epidemic builds up until persons with 
other types of suppressed feelings join in. As the epidemic 
recedes, these secondary participants drop out first. 
Fashion. Fashion is much like fads and other collective 

obsessions, except that it is institutionalized and regu- 
larized, becoming continuous rather than sporadic, and 
partially predictable. Whereas fads often emerge from the 
lower echelons of society, and thus constitute a potential 
challenge to the class structure of society, fashion generally 
flows from the higher levels to the lower levels, providing 
a continuous verification of class differences. Continuous 
change is essential if the higher classes are to maintain 
their distinctiveness after copies of their clothing styles 
appear at lower levels. Fashions tend to change cyclically 
within limits set by the stabler culture. 
Crazes. Another term frequently used to characterize 

collective obsessions is craze. The term is not analytically 
separate from “fad” and “fashion,” but it does carry some- 
what different connotations. Frequently it refers to a col- 
lective focus on important figures in the entertainment or 
sports world—Rudolph Valentino, Frank Sinatra, James 
Dean, the Beatles, Michael Jackson, and Pelé to name a 
few. Fans idolize these personalities, relish and mimic real 
or imaginary details of their lives, and often form clubs 
or societies to share their fascination. In many instances 
crazes suffer the same fate as fads—they die abruptly. 

Collective Behaviour 

In some cases, however, figures such as Sinatra and the 
Beatles outlast the craze and endure as public figures. 
The term craze also has a special connotation in the 

financial world. There crazes develop when the value of 

land, stock, or other merchandise is driven well above 
its intrinsic value by speculation, creating a boom. Such 
crazes are mainly modern phenomenon, since they require 
that there be surplus wealth and a flexible and storable 

medium of exchange. They represent the escalation of a 
buoyant confidence in the economic future that goes far 
beyond realistic limits. Financial crazes normally occur 
after a period of economic expansion and are associated 
with what seems to be the sudden emergence of a new area 
of opportunity. The postwar opening up of Spanish New 
World colonies to British trade was the occasion for the 
famous 18th-century South Sea Bubble. Combined with 
craze optimism is the fear of lost opportunity—that is, 
that the supply of land (or whatever) is not inexhaustible 
and that only those who buy early will benefit from the 
initial low prices. The famous crazes have generally re- 
ceived the stamp of authenticity from respected figures 
who themselves invested and endorsed the enterprise. No 
less a person than the king of England lost money when 
the South Sea Bubble burst. Speculative crazes in modern 
times evolve particularly out of stock exchange activities, 
although government controls have somewhat curtailed 
their volatility. 

CROWDS 

A thin line separates crowd activities from collective ob- 
sessions. The crowd is, first, more concentrated in time 

and space. Thus a race riot, a lynching, or an orgy is lim- 
ited to a few days or hours and occurs chiefly within an 
area ranging from a city square or a stadium to a section 
of a metropolitan area. Second, a concern of the majority 
of the crowd (many participants do not always share the 
concern) is a collaborative goal rather than parallel indi- 
vidual goals. The “june bug obsession” cited earlier, in 
which dozens of women went home from work because 
of imaginary insect bites, could have turned into a crowd 
action if the women had banded together to demand a 
change in working conditions or to conduct a ceremony to 
exorcise the evil. Third, because the goal is collaborative, 

there is more division of labour and cooperative activity 
in a crowd than in collective obsessions. Finally, a major 
concern of a crowd is with some improvement or social 
change expected as a result of its activity. Labour rioters 
expect management to be more compliant after the riot; 
participants in a massive religious revival expect life in the 
community to be somehow better as a result. 
The crucial step in developing crowd behaviour is the 

formation of a common mood directed toward a recog- 
nized object of attention. In a typical riot situation a rou- 
tine police arrest or a fistfight between individuals from 
Opposing groups focuses attention. Milling and rumour 
then establish a mood of indignation and hostility toward 
an identified enemy or enemies. In a collective religious 
experience there is usually an amazing event that rivets 
attention. Through elementary collective behaviour the 
mood is defined as religious awe and gratitude toward the 
supernatural and its agents. 
As the mood and object become established, either an 

“active” crowd or an “expressive” crowd is formed. The 
active crowd is usually aggressive, such as a violent mob, 
though occasionally it acts to propel members into heroic 
accomplishments. The expressive crowd has also been 

called the dancing crowd because its manifestations are 
dancing, singing, and other forms of emotional expression. 
Active crowds. The active crowd identifies an object or 

group of objects outside itself and proceeds to act directly 
upon it or them. It will brook no delay or interference, no 
discussion of the desirability of acting, and no dissent from 
its course of action. Because of the high pitch of crowd in- 
teraction, subtle and indirect courses of action cannot win 
crowd support, though members are highly suggestible to 
all proposals and examples for action in keeping with the 
mood and the object. The stage of transformation from 
shared mood to shared action constitutes the beginning of 
the true crowd or mob. 
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The crucial feature of this stage is overcoming the bar- 
riers to such behaviour as the destruction of property 
or violence toward persons—actions against which most 
people have strongly ingrained inhibitions. At least four 
aspects of the way crowd members feel about the situation 
make this possible. First, there is a sense of an exceptional 
situation in which a special moral code applies. The crowd 
merely carries further the justification for a special code 
of ethics incorporated in the slogan “You have to fight 
fire with fire!” Second, there is a sense of power in the 
crowd, with its apparent determination and uniform will, 

that overcomes the individual’s doubts concerning his own 
ability to carry out a momentous task successfully. Third, 
there is a sense of impunity, of safety from personal injury 
and punishment so long as the individual is on the side of 
the crowd. And finally, there is a sense of inevitability— 
that the crowd aim will be accomplished regardless of the 
doubts and opposition of individuals. 
Once the crowd breaks through the barrier of conven- 

tional restraints there is typically a “Roman holiday” 
period during which all restraint appears to be dropped. 
To the outsider, people seem to have gone mad. Rage 
is entirely uninhibited. But at the same time an atmo- 
sphere of intense enjoyment and release is evident. There 
is laughing and cheering as the violence and destruction 
become part of a tremendous carnival. 

Under cover of the Roman holiday, people pursue many 
different interests. Looting for personal gain is infrequent 
in the early stages of rioting. The leading agents in bring- 
ing the mob into being are too preoccupied with their 
indignation for this. But once the general attack is under 
way, looting for gain, vandalism for fun, and attacks on 
specific objects to pay off old grudges become prevalent. 
In Russian and Polish pogroms of the 19th and early 20th 
centuries, peasants came with their carts to loot Jewish 

property after they heard that the pogrom was under way. 
Lynchings in the southern United States in the early part 
of the 20th century were frequently followed by general 
forays on black neighbourhoods. 
The active crowd normally ends with a tapering-off pe- 

riod, which is sometimes preceded by a stage of siege. 
In riots of limited scale in which no massive police or 
military forces are used, the peak day is followed by a 
few more days of successively smaller numbers of widely 
scattered encounters. Often the last incidents are in areas 
not previously hit by rioting. There seems to be some 
internal mechanism limiting the duration of crowd be- 
haviour, though whether it is fatigue, catharsis, or reasser- 
tion of ingrained standards of behaviour is uncertain. In 
serious riots, however, the police and other armed forces 
are brought into action long before the riot declines on 
its own. When police power is applied with only enough 
force to ensure a standoff between rioters and authorities, 
there is a period—usually ranging from one to three or 
four days—of siege. The mood of buoyancy gives way to 
a mood of dogged persistence. Rioters are more cautious 
and deliberate in what they do. The desire to have the riot 
over grows among the participants and in the community, 
but there is reluctance to give up the fight until conces- 
sions have been won. 

A crowd develops only when a necessary sequence of 
events occurs and when conditions conducive to crowd 
development are present. There are at least six such con- 
ditions of importance. The first is a deep frustration that 
is shared by an important segment of the population 
and that has been festering for a considerable period of 
time. The frustration is especially poignant when widen- 
ing intergroup contacts make the frustrated segment more 
vitally aware of its disadvantages, when its members have 
been encouraged by education or a public policy state- 
ment to aspire to relatively unattainable objectives, and 
when a period of steadily improving conditions is sud- 
denly interrupted. Second is the presence of deep inter- 
group cleavages in society. A crowd must have not only 
a grievance but also an oppressor whom it can blame for 
its condition. Third is some contradiction in the value 
system of society, so that there is support both for the 
social arrangements that the group finds frustrating and 
for its demands for change. Fourth is a failure of commu- 

nication, so that grievances can no longer be presented to 
the appropriate authorities with:confidence that they will 
be given some consideration. Fifth is some failure in the 
system of control. Mobs often catch police unprepared. 
In many instances the police, by virtue of their class or 
ethnic identity, are in sympathy with mobs and unwilling 
to enforce order. Sixth are experiences leading people to 
hope that conditions will be improved as a result of vio- 
lent or disruptive action. Many riots have the support of 
a well-developed ideology, or they follow occasions when 
demonstrations and other less extreme tactics have won 
gains. Among the reasons that mob actions do not soon 
recur in a given location are that the forces of order are 
usually strengthened, the hope of great gain is dampened, 
and channels of communication are often improved after 
a mob action. 
Expressive crowds. Not all crowds act. In some crowds 

the participants are largely preoccupied with themselves 
or with one another, and with participation in a common 
experience. Beginning as early as the 7th century in Eu- 
rope, and continuing throughout the Middle Ages, there 
were reported epidemics in which groups of people were 
caught up in a frenzy of dancing that continued until they 
dropped. Later a collective frenzy of dancing, singing, and 
shouting became a regular feature of frontier revivals in 
19th-century America. Crowds that exceeded conventional 
limits of revelry have been common in many historical 
eras. In San Francisco in 1945, license for public violation 
of sexual mores characterized the day of celebration at the 
end of the war with Japan. 
Expressive crowds may be secular or religious. What 

distinguishes them is that the production of a shared 
subjective experience is the crowd’s measure of its accom- 
plishment, rather than any action upon objects outside the 
crowd. One interpretation is that the same determinants 
of social unrest and frustration may give rise to both the 
expressive crowd and the active crowd, but the expressive 
crowd fails to identify an object toward which to act; 
hence members must release accumulated tension through 
motions and gestures expressing emotion. According to 
this view an expressive crowd can fairly quickly metamor- 
phose into an active crowd if an object becomes apparent 
to them. Another interpretation sees the expressive crowd 
as equally equipped with an object, but with an object 
that must be acted upon symbolically rather than directly. 
Thus, one crowd engages in a wild dance to exorcise evil 
spirits, whereas another seeks to destroy buildings associ- 
ated with the “establishment” that it blames for many ills. 
The expressive crowd may serve best those types of 

frustrations requiring revitalization of the individual and 
group rather than direct modification of external circum- 
stances. Expressive crowds may be especially frequent in 
periods of frustration and boredom over the predictability 
and routinization of life, from lack of a sense of meaning 
and importance in the daily round of life, and from a 
sense of interpersonal isolation in spite of the physical 
closeness of others. 

PANIC 

The word panic is often applied to a strictly individual, 
maladaptive reaction of flight, immobility, or disorganiza- 
tion stemming from intense fear. For example, a student 
“panics” during an examination and is unable to call upon 
his knowledge in answering questions, or a disaster victim 
in a situation of mild danger panics and flees into much 
greater danger. Individual panic frequently occurs as a 
unique individual response without triggering a similar 
reaction in others. 
Panic as collective behaviour, however, is shared be- 

haviour. When an entire military unit breaks into dis- 
orderly flight, a group pattern of orderly behaviour is 
replaced by a group pattern of panic. 
There are a number of distinguishing features to collective 

panic, four of which are noted here. First, several persons 
in social contact with one another simultaneously exhibit 
intense fear and either flee (or demonstrate disorganiza- 
tion leading toward flight) or remain immobile. Second, 
each individual’s fear and his evaluation of the danger are 
augmented by the signals he receives from others. Third, 
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flight is indicated as the only conceivable course of action 
by the signals each is receiving from others. Fourth, the 
usual rules according to which individuals adjust their be- 
haviour so as not to work at cross-purposes are nullified. 
In the more dramatic instances of collective panic, people 
trample one another in vain efforts to reach safety. 
Four types of causes for collective panic are generally rec- 

ognized. First, collective panic usually occurs in the kind 
of situation that arouses fear in any individual. Hence 
the psychological causes for individual panic are also the 
fundamental causes for collective panic. 
A second cause of panic is the special character of the 

situation in which people find themselves. Students of 
responses to disaster observe that collective panic occurs 
only when people perceive a danger that is both imme- 
diate and severe, when they know of only a very limited 
number of escape routes from the danger, and when they 
believe those routes are being closed off so that the time 
for escape is extremely limited. The requirement that all 
three conditions be present underlines the observation that 
intense fear in situations from which there is apparently 
no escape elicits no collective panic and little individual 
panic. 
Psychologists have suggested that collective panic be 

viewed as part of a broad class of individualistic crowds. 
Individualistic crowds include such phenomena as the 
crush and breakdown of order that sometimes occur at a 
bargain sale, or the transformation of an orderly ticket- 
window queue into a shoving and pushing crowd. All the 
usual mechanisms of crowd behaviour are in operation, 
but, in contrast to the lynch mob or race riot, the situa- 

tion encourages the intensified pursuit of individual rather 
than collective goals. 
The situational explanation is not complete by itself, 

however, as indicated by such occasions as the sinking of 
the ocean liner Titanic with great loss of life but without 
panic. The ship was visibly sinking, and it was known that 
there were too few lifeboats for all the passengers, and yet 
men were frequently reluctant to board the lifeboats until 
all women and children on board had first been rescued. 
Hence the third set of causes is the interstimulation of ele- 
mentary crowd behaviour, the milling, rumour, and social 
unrest, through which the group forms a collective view 
of the situation and of the appropriate behaviour. It is 
difficult to find any logical explanation for the difference 
in behaviour between the passengers on the Titanic and 
passengers who have panicked in other maritime disas- 
ters, except that a norm of gentility and heroism came to 
dominate the collective definition through these elemen- 
tary processes. 
Since the most dramatic feature of panic behaviour is 

every individual’s disregard for his fellows’ lives, many 
students believe that the fourth set of causes lies in the 
quality of every individual’s relations with his fellows. 
The U.S. sociologists Kurt Lang and Gladys E. Lang view 
panic as the end point in a process of demoralization in 
which behaviour becomes privatized and there is a general 
retreat from the pursuit of group goals. 

PUBLICS AND MASSES 

Crowd behaviour and such related forms as fads and pan- 
ics are often contrasted with “publics,” in which more of 
an attitude of deliberation prevails. The most important 
distinction between crowds and publics is that people in 
the public recognize that there is a division of opinion 
about an issue and are prepared to interact with a recogni- 
tion and tolerance of difference. Blumer defines the public 
as “a group of people who (a) are confronted by an issue, 
(b) are divided in their ideas as to how to meet the issue, 
and (c) engage in discussion over the issue.” Another im- 
portant difference is that the product of interaction in the 
public is public opinion, rather than the collective action 
or experience of collective ecstasy that eventuates from 
active and expressive crowds. 
Publics are common in societies where public officials 

and institutional leaders are thought to be responsive to 
indications of public opinion. When this condition does 
not prevail, collective behaviour does not usually crys- 
tallize beyond the elementary forms, stopping with the 

Collective Behaviour 

establishment of a rumour grapevine. When disillusion- 
ment over official response to public opinion reaches a 
high pitch, publics either do not form or turn quickly into 
crowds that take direct action. 
The public and crowd should be distinguished from the 

“mass.” Members of a mass exhibit similar behaviour, si- 
multaneously, but with a minimum of interaction. Masses 

include a wide range of groups. They include, for instance, 
people simultaneously reading the newspaper advertise- 
ment for a department store sale and simultaneously 
converging on the store with similar objects in mind; but 
masses also involve people converging in a disaster or a 
gold rush or a mass migration. In the public and the 
crowd, social interaction plays a large part in accounting 
for common definitions of an issue and similar views about 
how to deal with a problem. But in a mass a great many 
people react similarly to a common stimulus just because 
they have common attitudes and motivations. Election 
behaviour is often closer to the mass than to the public, 
when taboos on discussing controversial topics lead each 
person to make up his mind privately on the basis of what 
he gleans from the mass media of communication. 

SOCIAL MOVEMENTS 

Collective behaviour in crowds, panics, and elementary 

forms (milling, etc.) are of brief duration or episodic and 
are guided largely by impulse. When short-lived impulses 
give way to long-term aims, and when sustained associa- 
tion takes the place of situational groupings of people, the 
result is a social movement. 
Characteristics of social movements. A movement is 

not merely a perpetuated crowd, since a crowd does not 
possess organizational and motivational mechanisms ca- 
pable of sustaining membership through periods of inac- 
tion and waiting. Furthermore, crowd mechanisms cannot 
be used to achieve communication and coordination of 
activity over a wide area, such as a nation or continent. A 
movement is a mixture of organization and spontaneity. 
There is usually one or more organizations that give iden- 
tity, leadership, and coordination to the movement, but 
the boundaries of the movement are never coterminous 
with the organizations. For example, although organiza- 
tions such as California’s Sierra Club are influential in the 
movement to preserve the natural environment, anyone 
who works for the cause and interacts with other workers 
for this purpose is a member of the conservationist move- 
ment. The famous John Brown was not a member of any 
major abolitionist organization, but his martyrdom made 
him a leader and symbol for the movement, even though 
organizational leaders were reluctant to recognize him. 

(R.H.T./N.J.S.) 

Social movements and social change. All definitions of 
social movement reflect the notion that social movements 
are intrinsically related to social change. They do not 
encompass the activities of people as members of stable 
social groups with established, unquestioned structures, 
norms, and values. The behaviour of members of so- 
cial movements does not reflect the assumption that the 
social order will continue essentially as it is. It reflects, 
instead, the faith that people collectively can bring about 
or prevent social change if they will dedicate themselves 
to the pursuit of a goal. Uncommitted observers may re- 
gard these goals as illusions, but to the members they are 
hopes that are quite capable of realization. Asked about 
his activities, the member of a social movement would 
not reply, “I do this because it has always been done” or 
“It’s just the custom.” He is aware that his behaviour is 
influenced by the goal of the movement: to bring about 
a change in the way things have “always” been done or 
sometimes to prevent such a change from coming about. 
The membership. The quixotic efforts of bold, imagi- 

native individuals do not constitute social movements. A 
social movement is a collectivity or a collective enterprise. 
The individual member experiences a sense of member- 
ship in an alliance of people who share his dissatisfaction 
with the present state of affairs and his vision of a better 
order. Like a group, a social movement is a collectivity 
with a common goal and shared values. 
The sense of membership suggests that the individual is 
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subject to some discipline. In addition to shared values, a 
social movement possesses norms. These norms prescribe 

behaviour that will symbolize the member’s loyalty to the 
social movement, strengthen his commitment to it, and 
set him apart from nonmembers. The norms prohibit be- 
haviour that may cause embarrassment to the movement 
or provide excuses for attacks by opponents. Commitment 
is strengthened by participation in group activities with 
other members and by engaging in actions, individual or 
collective, that publicly define the individual as a commit- 
ted member. , 

A social movement also provides guidelines as to how 
members should think. Norms of this kind constitute 
something resembling a “party line”—a definition of the 
“correct” position for members to take with regard to 
specific issues. There is subtle pressure on the individual 
to espouse this position even in the absence of personal 
knowledge of the arguments for it. Not every member can 
be expected to study and think through the philosophy 
that justified the movement and its values. Ideology pro- 
vides him with a ready-made, presumably authoritative 
set of arguments. 

One of the defining characteristics of a social movement 
is that it is relatively long lasting; the activity of the mem- 
bership is sustained over a period of weeks, months, or 
even years rather than flaring up for a few hours or a few 
days and then disappearing. A social movement is usually 
large, but, like duration, largeness is only relative. Some 
social movements, lasting many decades, may enlist hun- 
dreds of thousands of members. Some movements take 
place within the boundaries of a specific secondary group, 
such as a religious association or a local community, and 
may include only a few score or a few hundred members. 
The exact size of a social movement is impossible to de- 

termine exactly, for membership is not formally defined. 
Indeed, one of the salient characteristics of a social move- 
ment is the semiformal character of its structure. It lacks 
the fully developed, formal structure of a stable associa- 
tion, such as a club, a corporation, or a political party. The 
leaders do not possess authority in the sense of legitima- 
tized power, and members are not formally inducted. The 
informal, noncontractual quality of membership and the 
absence of formal decision-making procedures place a pre- 
mium on faith and loyalty on the part of members. While 
not all members display these traits, the ideal member 
gives his total, unselfish loyalty to the movement. Since 
no legal obligation is assumed on becoming a member, 
either to conform to the movement’s norms or to remain 
a member, commitment to the movement and its values 
becomes one of the most important sources of control. 
The deeply committed member, accepting without ques- 
tion the decisions and orders conveyed by the leaders, 
sacrificing self, family, and friends if required to do so, 
is likely to be regarded by outsiders as a fanatic. Some 
students of social movements, particularly those whose 
analysis has a psychoanalytic orientation, have suggested 
that the fanaticism of dedicated members results from 
individual psychopathological states. An alternative expla- 
nation is that the social movement becomes a reference 
group that provides the member with a new and deviant 
view of social reality. His basic assumptions about the 
nature of the social order become so divergent from those 
of the “normal” members of society that his logic and 
conclusions are incomprehensible to them. 
Types of social movements. There is no single, standard 

typology of social movements. As various scholars focus 
on different aspects of movements, different schemes of 
classification emerge. Hence any social movement may be 
described in terms of several dimensions. 
Many attempts at categorization direct attention to the 

objective of the movement. The social institution in or 
through which social change is to be brought about pro- 
vides one basis for categorizing social movements as polit- 
ical, religious, economic, educational, and the like. It may 
be argued that all movements tend to be either political 
or religious in character, depending upon whether their 
strategy aims at changing political structures or the moral 
values of individuals. 
A commonly used but highly subjective distinction is that 

between “reform” and “revolutionary” movements. Such 
a distinction implies that a reform movement advocates 
a change that will preserve the existing values but will 
provide improved means of implementing them. The rev- 
olutionary movement, on the other hand, is regarded as 
advocating replacement of existing values. Almost invari- 
ably, however, the members of a so-called revolutionary 

movement insist that it is they who cherish the true values 
of the society and that it is the opponents who define 
the movement as revolutionary and subversive of basic, 
traditional values. 

Some attempts to characterize movements involve the di- 
rection and the rate of change advocated. Adjectives such 
as radical, reactionary, moderate, liberal, and conservative 

are often used for such purposes. In this context the desig- 
nations “revolutionary” and “reform” are often employed 
in a somewhat different sense than that described above, 
with the implication that a revolutionary movement advo- 
cates rapid, precipitous change while a reform movement 
works for slow, evolutionary change. 

Killian advances still another typology based on the di- 
rection of the change advocated or opposed. A reactionary 
movement advocates the restoration of a previous state 
of social affairs, while a progressive movement argues for 
a new social arrangement. A conservative movement op- 
poses the changes proposed by other movements, or those 
seeming to develop through cultural drift, and advocates 
preservation of existing values and norms. 
Turner and Killian argue that it is useful at times to 

categorize social movements on the basis of their public 
definition, the character of the opposition evoked, and the 
means of action available to the movement. This scheme 
is designed to eliminate the subjective evaluation of goals 
inherent in such categories as reform and revolutionary. 
A movement that does not appear to threaten the val- 
ues or interests of any significant segment of society is 
publicly defined as respectable. If there is no competing 
movement advocating the same objective, it is also non- 
factional. The respectable nonfactional movement must 
contend primarily with the problems of disinterest and 
token support, but it has access to legitimate means of pro- 
moting its values. A respectable factional movement must 
contend with competing movements advocating the same 
general objective but also has access to legitimate means 
of extending its influence. A movement that appears to 
threaten the values of powerful and significant interest 
groups within the society is publicly defined as revolu- 
tionary and encounters violent suppression. As a result, 
it is denied access to legitimate means of promoting its 
program. Another type of movement is defined as neither 
respectable nor dangerous but as peculiar; this type, seen 
as odd but harmless, encounters ridicule and has limited 
access to legitimate means. 
Social movements may also be categorized on the basis 

of the general character of their strategy and tactics: for 
instance, whether they are legitimate or underground. The 
popular distinction between radical and moderate move- 
ments reflects this sort of categorization. An obvious dif- 
ference between types of movements depends upon their 
reliance on violent or nonviolent tactics. But a nonviolent 
movement may also be defined as revolutionary or radi- 
cal because it accepts civil disobedience, rather than legal 
or parliamentary maneuvering, as a major feature of its 
strategy. It should be added that the distinction between 
violent and nonviolent movements is a relative one be- 
cause a movement may shift rapidly from one to the other 
as it develops. 
The dynamics of social movements. As an enduring, 

sustained collectivity a social movement undergoes signif- 
icant changes during its existence. This characteristic has 
led some scholars to formulate a theory of a “life cycle” or 
“natural history” common to all social movements. Other 
scholars question the value of the life-cycle approach to 
social movements, arguing that empirical studies of nu- 
merous movements fail to support the notion of invariant 
stages of development. Smelser suggests as an alternative 
a value-added theory, which postulates that while a num- 
ber of determinants are necessary for the occurrence of a 
social movement, they need not occur in any particular 
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order. Some may be present for some time without ef- 
fect only to be activated later by the addition of another 
determinant. At most it can be said that the idea of the 
life cycle permits the discovery of conditions that must be 
present if any movement is to proceed from one stage to 
another. It may also help identify the conditions that cause 
a movement to change direction. Still, it can be said that 
a social movement has a career; for as it endures it always 
undergoes changes in many of its characteristics, though 
the sequence of these changes may vary from movement 
to movement. 
Progressive changes in leadership and membership. One 

of the most apparent changes is a shift in leadership. 
In its earliest stages the strongest influence on a move- 
ment is likely to be the charismatic leader who personally 
symbolizes its values. At some point intellectuals play a 
leadership role by contributing to the developing ideology 
of the movement. And if a movement endures and grows 
for any length of time, administrative leaders arise who 
are concerned with the practical matters of organization 
and strategy. Influence in the movement may shift be- 
tween these types. 
Usually the membership of a movement grows during its 

career, which introduces an element of greater heterogene- 

ity. In the early stages the followers typically are deeply 
committed with an almost fanatical dedication to the 
movement’s values. If the movement gains a measure of 
respectability in some segment of society, members may 
be acquired who are not deeply committed. They are likely 
to have significant reservations about the movement, and 

their participation is sporadic. This heterogeneity also can 
be the basis for internal conflict in a movement. On the 
other hand, if a movement is publicly defined as revolu- 
tionary and subjected to harsh oppression, the member- 
ship is likely to be reduced mainly to deeply committed 
converts or to fanatics who derive some satisfaction from 
the feeling of being persecuted. 
Progressive changes in goals and strategies. The goals 

rarely remain unchanged. As the movement endures and 
grows, they are likely to become broader and vaguer than 
they were at the beginning. Proposals for limited, specific 
reforms become embedded within programs of general so- 
cial reform. As the leaders and members begin to acquire 
a sense of power through early victories, the power ori- 
entations of the movement may increase. Acquisition of 
greater power by the population segment that the move- 
ment purportedly represents, rather than the implementa- 
tion of the values of the movement, then becomes a goal. 
At the same time, the statement of the movement’s aim 
in acquiring power becomes vaguer and more utopian. 
Changes also occur in the strategy, which may tend in ei- 

ther of two general directions. It may emphasize personal 
transformation, bringing about social change by convert- 
ing a majority of society to implement the values by their 
actions. Or it may emphasize a strategy of societal manip- 
ulation, changing social institutions so that the program 
may be implemented without regard to the number of 
people favouring the new order. Failure of a movement to 
gain a large number of converts, combined with indica- 
tions that it has at its disposal effective means of coercion, 
leads to a shift to this type of strategy. 
Strategy and changes in strategy are strongly influenced 

by the relationship of the social movement to the larger 
society and to other social movements. The social struc- 
ture and the prevailing belief system may suggest either 
that change can be brought about by changing the hearts 
and minds of the individual members or that individuals 
have little effect on the social order. A public definition 
of the movement as dangerous and subversive may force 
it to rely increasingly on a strategy of societal manipula- 
tion, including violent tactics. The opposition posed by a 
countermovement may have the same effect, making at- 
tempts at persuasion difficult and dangerous and causing 
a nonviolent, noncoercive movement to use force. 
Relations between structural elements. As a collectivity, 

a social movement is characterized by an emergent social 
structure and a culture. The social structure is reflected in 
the relationship between leaders and followers, the culture 
in the values and norms. 

Collective Behaviour 

Unlike an association, a social movement does not pos- 
sess legitimate leaders in the sense of being endowed with 
authority through some formal process. Leaders must con- 
stantly substantiate their claims to leadership by demon- 
strating the effectiveness of their influence on the followers. 
There is a relationship of reciprocal influence. The follow- 
ers, for their part, lack institutionalized means of making 
their influence felt, such as referendums, legislatures, or 

periodic elections of leaders. It falls to the leaders, there- 

fore, to formulate policies and decisions that will strike a 
responsive note in their following. Having advanced such 
proposals, they must rely on either persuasion or coercion 
to create the illusion that these are collective decisions 
made by the entire movement. Propaganda thus becomes 
an important tool of leadership. 
Propaganda is also important for maintaining morale 

and unity. A social movement lacks both the intimacy 
of a primary group and the formal boundaries of an 
association. The speeches and writings of leaders serve, 
in part, to assure the followers of the size, the strength, 

and the potential for success of the movement—matters 
difficult for the followers to observe directly. Movements 
do utilize interpersonal relations to enhance their unity, 
encouraging small groups of members to meet frequently 
in circumstances in which they can form personal ties. 
Mass meetings and parades, with the accompanying ritual, 
reduce the feelings of isolation that scattered members 
may experience. Of extraordinary value to a movement 
is the example of martyrs whose fate arouses indignation 
in the members, symbolizes unreserved commitment, and 
lightens the burden of sacrifices. 
The culture of a movement encompasses norms and val- 

ues. Norms are standardized expectations of behaviour de- 
veloped by members. Values include the program and the 
ideology. The program is the scheme of change, the new 
social order that the movement proposes to bring about. 
The ideology is a body of ideas justifying the program 
and the strategy of the movement. It usually includes a 
reinterpretation of history, a projection of the utopia that 
the success of the movement will introduce, a projection 
of the disastrous consequences of failure, and a reevalua- 
tion of the relationship between population segments and 
the movement. 
The causes of social movements. Both individual psy- 

chological states and the characteristics of a society at 
a particular time may be considered as causes of social 
movements. 
Psychological factors. Individual factors are psychologi- 

cal states that either convince a person to join a movement 
or so weaken his commitment to conventional groups 
that he is willing to risk their disapproval because of 
his belief in an unpopular cause. Failure to achieve a 
satisfying status and identity within normal membership 
groups may be such a factor. The prestige and sense of 
belonging, which such a person may gain as a member of 
a social movement, may be even more important to him 
than the values of the movement. Alienation, feelings of 
powerlessness, hopelessness, and estrangement from soci- 
ety may predispose an individual to participation. Some 
scholars argue, however, that there are different kinds of 
alienation. One type leads merely to apathy and resigna- 
tion. Political alienation, however, reflects a loss of faith 
in the political community and predisposes the individual 
to join a movement that challenges it. 
Deprivation, discontent, and frustration are frequently 

assumed to be sufficient causes for initiating or joining a 
social movement. The relationship is not a simple one, 
however. There is little evidence that the most deprived 
segments of a population are the most likely to participate 
in social movements. The concept of relative deprivation 
has been used to explain the fact that persons who could 
be much worse off than they are but still feel deprived in 
comparison with even more fortunate groups often play a 
prominent part in social movements. 
Social factors. An important task of the student of 

social movements is to identify those conditions under 
which social movements are most likely to arise. While 
the existence of widespread poverty and suffering might 
seem sufficient to give rise to efforts at reform, it must 
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be emphasized again that some basis for hope must also 
exist to stir people to make the effort. Paradoxically, par- 
tial alleviation of conditions of deprivation may provide 
such a basis, serving as the impetus for the formation of a 
social movement just as things seem to be getting better. 
The success of other people similarly situated, such as 
victorious revolutionaries in a neighbouring nation, may 
be another source of hope. 

_ More general theories of the origin of social movements, 
such as those of Smelser, Turner, and Killian, suggest that 
social change may result in strains or conflicts in one 
or more crucial aspects of the social order. Normative 
strain arises when changing conditions create a situation 
in which the established norms no longer lead to the 
attainment of important, accepted values. Strain in val- 
ues arises when the values themselves seem to interfere 
with the satisfaction of important needs of a segment of 
the society. This sort of strain often arises when different 
groups, such as immigrants, minorities, or the younger 
generation, develop values that conflict with those of more 
established groups. Even with little change in norms and 
values, changes in social structure reflected in the failure 
of important functionaries to play their roles adequately 
may lead to discontent. 
The general nature of the belief system existing in the 

culture of a society affects the likelihood that social move- 
ments will arise and defines the type that will occur. 
For example, a system that is essentially fatalistic is less 
conducive to social movements, particularly those with a 
strategy of societal manipulation, than one that emphasizes 
the perfectibility of man and his control over his own fate. 
The consequences of social movements. It has been sug- 

gested that the committed participant in a social move- 
ment undergoes a psychological reorganization. It is clear 
that his new sense of security and importance is acquired 
at the sacrifice of autonomy. As a loyal member he tends 
to let the leaders do his thinking for him, suppressing 
doubts as to the validity of the ideology and the wisdom 
of the leader’s decision. He repeats their arguments in a 
dogmatic fashion; persons who are not in the movement 
find it difficult to debate with him since they start from 
different premises. His perception is selective in a different 
way from theirs. The ideology, for example, may lead him 
to view all governmental authorities as villains, while the 

ordinary citizen views them as legitimate leaders, some 

good, some bad. The end product of this surrender of au- 
tonomy may be an altered worldview. Some things taken 
for granted before becoming part of the movement will 
never seem the same again, even after leaving the disci- 
pline of the movement. 
The end products of social movements as collectivities 

attempting to change the social order cannot be analyzed 
simply in terms of success or failure. Failure may come 
as a result of ruthless suppression of the movement or 
through widespread apathy. A movement may wither away 
because too few take it seriously and it does not develop 
enough power to force its program on society. Sometimes 
the remnants may linger for a long time as a cult, oriented 
inward toward the gratifications that the members obtain 
from participation but making no serious effort to change 
the social order. 
Success is most apparent when a movement manages to 

have its power legitimized as authority. In a successful 
revolution the social movement becomes the new source 
of authority and respectability, and opposition to its val- 
ues is defined as counterrevolutionary. In other instances, 
the movement achieves power through secession. Failing 
to compel acceptance of its values in the larger group or 
society, the members withdraw into a new social system 
in which they can attempt to implement the values sepa- 
rately from a hostile or indifferent society. 
A less obvious form of success is the institutionalization 

of the values or some part of them. Accepting the legit- 
imacy of the movement’s values, the traditional associa- 
tions in the society incorporate them into their own values 
and implement them without a transfer of authority to the 
movement. Thus the U.S. Socialist Party has seen many 
of its proposals adopted by the two major political parties 
and the government without winning a major election 

or overthrowing the government. Sometimes the social 
movement itself is institutionalized by being accorded au- 
thority as the legitimate custodian of the new values. The 
movement is then transformed into a bureaucratic associ- 
ation, as happened with the American labour movement 
of the early 20th century and the Congress Party of India 
after British rule ended. (L.M.K./Ed.) 

Theories of collective behaviour 

Because much collective behaviour is dramatic, unpre- 
dictable, and frightening, the early theories and many 
contemporary popular views are more evaluative than 
analytic. The French social psychologist Gustave Le Bon 
identified the crowd and revolutionary movements with 
the excesses of the French Revolution; the U.S. psychol- 
ogist Boris Sidis was impressed with the resemblance of 
crowd behaviour to mental disorder. Many of these early 
theories depicted collective behaviour as an atavism, in 
which the evolutionary accomplishments of civilization 
were stripped away and human behaviour returned to an 

earlier stage of development. Freud retained this emphasis 
in viewing crowd behaviour and many other forms of 
collective behaviour as regressions to an earlier stage of 
childhood development; he explained, for example, the 

slavish identification that followers have for leaders on the 
basis of such regression. 
More sophisticated recent efforts to treat collective be- 

haviour as a pathological manifestation employ social 
disorganization as an explanatory approach. From this 
point of view collective behaviour erupts as an unpleas- 
ant symptom of frustration and malaise stemming from 
cultural conflict, organizational failure, and other social 

malfunctions. The distinctive feature of this approach is 
a reluctance to take seriously the manifest content of 
collective behaviour. Neither the search for enjoyment in 
a recreational fad, the search for spiritual meaning in a 
religious sect, nor the demand for equal opportunity in an 
interest-group movement is accepted at face value. 
An opposite evaluation of many forms of collective be- 

haviour has become part of the analytic perspective in 
revolutionary approaches to society. From the revolution- 
ist’s point of view, much collective behaviour is a release 
of creative impulses from the repressive effects of estab- 
lished social orders. Revolutionary theorists such as Frantz 
Fanon depict traditional social arrangements as destructive 
of human spontaneity, and various forms of crowd and 
revolutionary movements as man’s creative self-assertion 
bursting its social shackles. 

INDIVIDUAL MOTIVATION THEORIES 

Among the analytic theories that seek to eschew evalua- 
tion, the most popular ones stress individual motivation 
in accounting for collective behaviour. Frustration and 
lack of firm social anchorage are the two most widely 
used explanations for individual participation in collective 
behaviour of all kinds. In the psychiatric tradition, frus- 
tration heightens suggestibility, generates fantasy, brings 
about regressions and fixations, and intensifies drives to- 
ward wish fulfillment so that normal inhibitions are over- 
come. Since most forms of collective behaviour promote 
thoughts that are otherwise difficult to account for and 
that breech behavioral inhibitions, this is often a fruitful 
source of explanation. bs 
In the sociological tradition of Emile Durkheim, absence 

of firm integration into social groups leaves the individual 
open to deviant ideas and susceptible to the vital sense of 
solidarity that comes from participation in spontaneous 
groupings. Drawing upon both the psychiatric and the 
sociological traditions, Erich Fromm attributed the appeal 
of mass movements and crowds to the gratifying escape 
they offer from the sense of personal isolation and pow- 
erlessness that people experience in the vast bureaucracies 
of modern life. Extending Karl Marx’s theory of mod- 
ern man’s alienation from his work, many contemporary 
students attribute faddism, crowds, movements of the 
spirit, and interest-group and revolutionary movements to 
a wide-ranging alienation from family, community, and 
country, as well as from work. 
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According to the approach suggested by the U.S. political 
scientist Hadley Cantril, participation in vital collectivities 
supplies a sense of meaning through group affirmation 
and action and raises the member’s estimate of his social 
status, both of which are important needs often frustrated 
in modern society. Eric Hoffer, a U.S. philosopher, at- 
tributed a leading role in collective behaviour to “true 
believers,” who overcome their own personal doubts and 

conflicts by the creation of intolerant and unanimous 
groups about them. 

INTERACTION THEORIES 

Sociologists and social psychologists, without denying the 
place of individual motivation in any complete explana- 
tion for collective behaviour, have more often stressed a 
distinctive quality or intensity of social interaction. The 
U.S. sociologist Ernest Burgess, along with Park, associ- 
ates collective behaviour with “circular reaction,” a type 

of interaction in which each person reacts by repeating 
the action or mirroring the sentiment of another person, 
thereby intensifying the action or sentiment in the orig- 
inator. Blumer adds a subtlety to this theory by sharply 
distinguishing circular reaction from “interpretative inter- 
action,” in which the individual first interprets another’s 
action and then makes a response usually different from 
the stimulus action. Another stream of thought has stressed 
difference of intensity rather than kind of interaction. 
Following the lead of the French social scientist Gabriel 
Tarde and the French psychologist Alfred Binet, many 
investigators have looked for clues that normal imitative 
tendencies and suggestibility may be intensified in collec- 
tive behaviour. An important approach is based on the 
U.S. psychologist Floyd H. Allport’s criticism of Le Bon 
and William McDougall, a British-born U.S. psychologist, 
for their concept of “group mind,” and for their appar- 
ent assumption that collective behaviour makes people do 
things to which they are not predisposed. Allport insisted 
instead that collective behaviour involves merely a group 
of people doing what they previously wanted to do but for 
which they lacked the occasion and the support of like- 
minded associates. 
These interaction theories have been labeled contagion 

and convergence theories, respectively—the former stress- 
ing the contagious spread of mood and behaviour; the 
latter stressing the convergence of a large number of 
people with similar predispositions. Both have sought to 
explain why a group of people feel and act (1) unani- 
mously, (2) intensely, and (3) differently from the manner 
in which they customarily act. Other interaction theorists 
have challenged the assumption of unanimity, proposing 
that in most kinds of collective behaviour a single mood 
and course of action is established with such force and in- 
tolerance that the many who privately dissent are silenced, 
creating an illusion of unanimity. Rather than contagion, 
it is an emergent norm or rule that governs external ap- 
pearances and, to a lesser extent, internal convictions in 
collective behaviour. 
Freud, too, stressed a distinctive pattern of interaction 

in collective behaviour. The key to these groupings is the 
desire to possess a beloved leader. Because the leader is 
unattainable, and because his attentions must be shared 
among many followers, a relation of identification is ex- 
pressed in the demand for uniformity that the followers 
insistently impose on each other, according to the example 
of the leader. 

SOCIAL CHANGE 

A final set of theories stresses characteristics of social 
organization that generate collective behaviour. Collective 
behaviour is commonly seen by sociologists as a normal 
accompaniment and medium for social change, relatively 
absent in periods of social stability. With the more or less 
continuous shifts of values in any society, emerging values 
are first given group expression in collective behaviour; 
efforts to revitalize declining values also bring forth collec- 
tive behaviour. Again, the constant readjustments in the 
power of different population segments are implemented 
and resisted through collective behaviour. Because it is a 
means of communication, and because it is always char- 

Collective Behaviour 

acterized by novel or intensified control over individuals, 
collective behaviour also arises to bypass blockages in 
communication and to install an emergent order when 
formal or informal regulation of behaviour is inadequate. 
The most comprehensive theory specifying necessary 

conditions for the development of most major forms of 
collective behaviour was advanced by Smelser. He noted 
six conditions that must be present: (1) the social structure 
must be peculiarly conducive to the collective behaviour 
in question; (2) a group of people must experience strain; 
(3) a distinctive type of belief must be present to interpret 
the situation; (4) there must be a precipitating event; (5) 
the group of people must be mobilized for action on the 
basis of the belief; and (6) there must be an appropriate 
interaction between the mobilized group and agencies of 
social control. The detail for each condition varies with 
the type of collective behaviour. 
Since the early 1970s two new strands of theory and 

empirical research have arisen, one in the United States 
and one in western Europe. The first, called resource 
mobilization theory, takes as its starting point a critique 
of those theories that explain social movements as arising 
from conditions of social disorganization and strain and 
as finding their recruits among the isolated and alienated 
in society. By contrast, research mobilization theorists ar- 

gue that the success of social movements rests mainly on 
the resources that are available to it; this means form- 

ing coalitions with already-existing organizations, securing 
financial support, and mounting effective and organized 
campaigns of political pressure. As a result of this empha- 
sis, resource mobilization theorists downplay the factor of 

ideology—and irrational factors generally—in the study of 
social movements. 
The second theory is the new social movement theory. 

It derives from an intellectual dissatisfaction with the pre- 
dominantly Marxist view that treats social movements as 
reflecting a fundamental struggle among classes organized 
around economic production. That theory, it is argued, 
has become less relevant as these classes have been drawn 
into collective bargaining, the welfare system, and other 
social advancements within the state. The “new social 
movements” that have arisen in their place are interpreted 
as struggles against the social inequalities, the dominance 
of the mass media, and other features of postindustrial 
capitalism and the welfare state. These include youth, 
feminist, peace, and ecological movements, as well as the 
rise of group conflicts based on ethnicity and race. Jiirgen 
Habermas, a German sociologist, interpreted such move- 
ments as protests against the excessive size and rationality 
of the state and its bureaucracies and their intrusion into 
the private worlds of individuals. 

The results of collective behaviour 

THE VARIETY OF EFFECTS 

Short-term effects. The most notable immediate effect 
of all kinds of collective behaviour is to alter the salience 
of various problems, issues, and groups in public aware- 
ness. Popular concern about disarmament grew large as 
“Ban-the-Bomb” demonstrations proliferated during the 
late 1950s and early 1960s; then public interest waned as 
demonstrations became infrequent or ceased. A fad calls 
attention to recreational needs; the circumstances sur- 
rounding a panic monopolize public attention. Second, all 
forms of collective -behaviour contribute to polarizations, 
forcing people to take sides on issues and eliminating 
the middle ground. Often a three-sided conflict develops 
among the two polarized groups and mediators who wish 
to de-emphasize divisive issues altogether. Third, every 
instance of collective behaviour either alters or strength- 
ens the makeup of group and community leadership. The 
swings of fashion discredit some clothes designers and 
boost others to prominence. A riot or a wildcat strike 
usually reveals the inability of established leaders to con- 
trol their members and produces emergent leaders from 
among the spokesmen acceptable to members. 
Contingencies. How the immediate effects of collective 

behaviour are translated into long-term consequences de- 
pends upon several contingencies, of which four merit 
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attention. First, the nature of the response by authorities 
affects the immediate course of the collective behaviour. 
Some evidence suggests that alarmed and repressive re- 

actions strengthen polarization, that moderate reactions 
strengthen the mediation viewpoint, and that inaction 
or ineffectual action facilitates efforts toward usurpation 
of authority. 
Second, the response of authorities affects public defini- 

tions of the meaning of the collective behaviour. Publics 
have variously defined particular fads as harmless diver- 
sions, threats to authority and order, threats to health 
and well-being, visitations of the Holy Spirit, and pos- 
session by the devil, treating them quite differently in 
consequence. Lynchings are vigilante actions, or they are 
criminal subversions of justice. Riots can be viewed as 
mass criminality or as social protest. Social movements 
are defined as respectable, or as peculiar but harmless, or 
as dangerous and revolutionary, evoking polite support, 
embarrassed avoidance, or active repression, respectively. 
A third contingency affecting the aftermath of collective 

behaviour concerns the nature and strategy of the counter- 
movements or counterfads that arise. When the counter- 
movement arises, acquires a bitter and reactionary tone, 
and becomes a backlash, polarization and heightened dis- 
order often lead to demands for order at any cost, at the 

expense of any amelioration that might otherwise have oc- 
curred. But backlash is often self-discrediting as “extrem- 
ism,” and over the long run it sometimes pushes many 
people onto the side of amelioration. Countermovements 
that avoid the backlash pattern typically try to undermine 
the group they oppose by taking some of the latter’s aims 
as their own, thereby helping to effect reforms sought in 
the initial protest. 
Finally, the effect of collective behaviour depends upon 

the ubiquitous process of conventionalization. In a spon- 
taneous fad or mob action, participants usually copy the 
pattern of earlier incidents with which they are familiar, 
so that separate incidents in a wave of collective be- 
haviour exhibit a similarity indicating the development of 
customary ways of rioting, or playing at a fad, and pos- 
sibly even of panicking. When incidents are repeated, a 
gradual accommodation between participants in collective 
behaviour and the authorities becomes routinized. Once 
the behaviour is conventionalized in this fashion, there 
are increasing efforts to create and use the conventional- 
ized form of collective behaviour for private and public 
aims. Much advertising seeks to create fads in convention- 
alized ways. Political rallies, sports rallies, and some of 
the ceremonies of established religious organizations seek 
to conventionalize the enthusiasm and sense of solidarity 
of expressive crowds. Social movements rapidly acquire 
stable organizations, sects become denominations, politi- 
cal movements become political parties or are absorbed 
into parties, and humanitarian movements become sta- 
bilized as associations to promote some form of human 
betterment. Conventionalization extends the influence of 
orienting ideas, but it also ensures compromise and aban- 
donment of the most disruptive and controversial features 
of the initial behaviour. 

Long-term effects. In the long run it is difficult to be 
sure whether a particular type of collective behaviour ac- 
tually makes a difference or whether it is merely a shadow 
cast by passing events. Scattered collective behaviour is 
endemic in every society. But when there is widespread 
discontent, collective behaviour soon becomes a promi- 
nent feature of group life. When there are no exciting 
new ideas—such as the liberal humanitarian vision of the 
18th and 19th centuries, the Socialist idea of the 19th 
and 20th centuries, and the nationalist mystique of the 
20th century—collective behaviour consists principally of 
expressive behaviour, panics, and unfocused disruption 
or intergroup vengeance such as pogroms. This kind of 
collective behaviour probably contributes little to change. 
But when there is a new perspective to give meaning to 
discontent, many forms of collective behaviour appear to 
become agents of change. Even a recreational fad becomes 
a form of self-assertion for a rising class or age group. Le 
Bon suggested that in a period of widespread discontent 
crowd action serves to destroy an old order in preparation 

for a new one. Social movements help to build the new 
order. : 

One view holds that collective behaviour supplies a test- 
ing ground on which new ideas are tried out for gen- 
eral acceptability and on which groups test their strength 
against forces of resistance. The outcome of this testing 
is sometimes change and sometimes public demonstration 
that the old order is still viable. This view suggests that col- 
lective behaviour has as great a function to play in main- 
taining social stability as in implementing social change. 

ATTEMPTS AT CONTROL 

Attempts to control collective behaviour vary according 
to whether change or stability is sought. Advocates of 
change seek to control countermovements and backlash 
crowds, as well as those expressive crowds and fads that 

anesthetize people to their grievances, whereas advocates 

of stability seek to control crowds and movements that 
undermine public order or threaten revolution. Advocates 
of both change and stability likewise make use of collec- 
tive behaviour in achieving their aims. The volatile and 
unpredictable nature of all collective behaviour renders 
manipulation and control highly problematic, however, 
and masters of control, such as the French revolutionary 
Robespierre, have often been victims of the followers they 
once manipulated. 
The most sensitive and difficult control problem occurs 

at the moment of the first precipitating incident and dur- 
ing the stage of transformation in an active crowd. A show 
of weakness—or maybe even unnecessary repression— 
will escalate the crowd into the Roman-holiday stage. It is 
essential to identify spokesmen who command a hearing 
with the crowd—often not the established group leaders— 
and open serious negotiations with them. Poorly arranged 
negotiating sessions before television cameras are easily 
turned into occasions for incitement of the crowd. If the 
provocations of excessive policing are avoided and one or 
two dramatic concessions of great symbolic importance 
made, a cooling-off period may be secured in which more 
comprehensive measures to relieve tensions in the situa- 
tion can be undertaken. 

Once collective behaviour is fully escalated there is sel- 
dom any control technique available except massive sup- 
pression, and some experts believe that crowd behaviour 

will spring up again if crushed before it has substantially 
run its course. Interference with an expressive crowd, and 
even with many fads and instances of hysterical contagion, 
often turns it into a hostile, active one. As the intensity of 

feeling begins to decline, the time is then ripe to quicken 
the end of crowd behaviour by intensifying negotiations 
with spokesmen respected by the crowd. (R.H.T./N.J.S.) 
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Cologne 
ne of the key inland ports of Europe, Cologne (Ger- 

On: K6ln) is the fourth largest city in Germany 

and the largest city in the Land (“state”) of Nord- 

rhein-Westfalen (North Rhine-Westphalia). It is the his- 

toric, cultural, and economic capital of the Rhineland. 

Cologne’s commercial importance grew out of its position 
at the point where the huge traffic artery of the Rhine (Ger- 

man: Rhein) River intersected one of the major land routes 
for trade between western and eastern Europe. In the Mid- 

dle Ages it also became an ecclesiastical centre of signifi- 
cance and an important centre of art and learning. This 
rich and varied heritage is still much in evidence in pres- 

ent-day Cologne. Cologne is the seat of a university and the 
see of a Roman Catholic archbishop. Its cathedral, the 

largest Gothic church in northern Europe, was designated 
a World Heritage site in 1996; it is the city’s major land- 
mark and unofficial symbol. 
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Physical and human geography 

THE LANDSCAPE 

The city site. Cologne is situated about 21 miles (34 kilo- 
metres) northwest of Bonn and 25 miles southeast of Diis- 
seldorf. It lies 210 feet (65 metres) above sea level, just 
below where the Rhine enters the fertile North German 
Plain. The river at this point is navigable to seagoing ves- 
sels. The immediate surroundings of Cologne are varied. 
The picturesque hills of the Bergisches Land lie to the east, 
while on the west is another group of hills forming a chain 
called the Ville. The North German Plain stretches away 
to the north and northwest, and the Rhine Valley winds to 
the southeast toward Bonn. 
The area of the modern city is about 156 square miles 

(405 square kilometres), the greatest distance from west to 
east being about 17 miles and from north to south about 
the same. There are 85 districts, divided into nine city 
areas (Bezirke). Most of the city lies on the left (west) bank 
of the river, but it also incorporates a cluster of suburbs on 
the right bank, some of which were annexed in 1975. Av- 
erage temperatures in the Cologne area are 36° F (2° C) in 
January and 64° F (18° ©) in July. 
The city layout. The semicircular shape of the Inner City 

was originally determined by a defensive wall, four miles 
long, that was completed in about 1200. The wall enclosed 
several formerly separate parishes and afforded protection 
for some 35,000 to 40,000 people. (At that time Cologne 

was bigger than Paris.) The flat side of the semicircle was 
formed by the Rhine. In the 1880s the medieval fortifica- 
tions were demolished and replaced by a chain of ring 
roads, called the Ringstrassen. 
Although Cologne has spread far beyond the confines of 

the Ringstrassen, its focal point is still within this area, the 
Inner City (Innenstadt). There are found the main shop- 
ping and business streets—such as the Hohe Strasse 
(north-south) and Schildergasse (west-east), both of which 
have been closed to motor vehicles—as well as the city’s 
historic buildings. Several bridges span the river at 
Cologne; five of them were rebuilt after World War II, and 

the rest were postwar additions. 
A large proportion of Cologne’s area consists of parkland, 

woods, lakes, sports facilities, and open areas. Two major 

park systems follow roughly the concentric patterns of old 
fortifications around the Innenstadt. The first is just out- 
side the Ringstrassen and includes (from north to south) 

zoological and botanical gardens, the Stadtgarten, and the 
Volksgarten. The second, the Outer Greenbelt, is a wood- 
ed area that stretches for miles around the western and 
southern edge of the city and contains extensive recreation 
grounds and the Miingersdorfer Stadion. On the right 
bank of the river are the Rheinpark, a large green area; the 
K6élnMesse, a convention centre; and the KélnArena, a 
covered multi-use arena for sporting events and musical 
concerts. 

Architecture. Cologne cathedral (K6lner Dom) eclipses 
in its size and grandeur all other historic buildings in the 
city. Its twin towers rise 515 feet above the city centre. 
After an earlier cathedral on the site was destroyed by fire 
in 1248, it was decided that a new one would be built in 
the Gothic style, emulating the cathedrals of France. The 
choir was completed in 1320 and consecrated in 1322. 
Construction continued until 1560, when it came to a halt. 
The cathedral stood unfinished until 1842, when work was 
resumed. In 1880 the enterprise was finally completed. The 
building was badly damaged by air raids in 1944; but by 
1948 the choir had been restored and was again in regular 
use, as was the rest of the interior by 1956. 
The 14th-century stained-glass windows in the choir are 

considered especially beautiful. On the high altar is a mas- 
sive gold shrine containing what are said to be relics of the 
Magi, sent to Cologne from Milan in 1164. This shrine, 
begun by Nicholas of Verdun in 1182 and completed in 
about 1220, is considered one of the finest examples of me- 
dieval goldwork. The altar in the Lady Chapel (on the 
south wall of the choir) has a triptych, “The Adoration of 
the Magi,” painted between about 1440 and 1445 by Ste- 
fan Lochner, the outstanding painter of the Cologne 
school. 
By the south side of the cathedral lies a reminder of 

Cologne’s still more ancient past: the mosaic floor of a 
banquet hall in a great Roman villa. The floor is now in- 
corporated in the R6misch-Germanisches Museum. Other 
Roman remains in Cologne include a well-preserved 1st- 
century-AD tower from the earliest city wall, the remains 
of the North Gate, a large portion of the Praetorium (gov- 
ernor’s residence) visible in the basement of the restored 
Gothic Rathaus (“Town Hall”), and a mausoleum in 

Weiden on the outskirts. The Ubier-Monument, discoy- 
ered in the 1960s, dates from the period of the Ubii occu- 
pation of the area (see below History). Remains of the 
medieval walls can still be seen, and three of the original 
12 gates survive: the Eigelsteintor, Hahnentor, and Sev- 
erinstor. The Bayenturm, a medieval tower, stands near 
the Rhine. 

Apart from the cathedral, the Inner City possesses many 
other noble churches, largely built in the prosperous Mid- 
dle Ages. Particularly in evidence is the Romanesque style, 
of which the best examples are Sankt Gereon, Sankt Sev- 

erin, Sankt Ursula, Sankt Maria im Kapitol, Sankt Kuni- 
bert, Sankt Pantaleon, Sankt Aposteln, and Gross Sankt 
Martin. After sustaining severe wartime damage, these 
churches underwent a program of restoration, the comple- 
tion of which was celebrated in 1985. The 14th-century 
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A passenger boat on the Rhine River passes the Cologne 
cathedral (K6Iner Dom). 
© Patrick Ward/CORBIS 

Antoniterkirche, a secularized monastery church, was 
made over to the Protestants in 1802 and became the first 
public Lutheran church in Cologne. 
Among Cologne’s secular medieval buildings that suf- 

fered in World War II and have undergone reconstruction 
are the Overstolzenhaus, a 13th-century Romanesque 
house, and the Rathaus, with its 16th-century porch. The 
Girzenich, or Festhaus (“Banquet Hall”), of the merchants 
of the city (1441-47), reconstructed as a concert and festi- 
val hall, and the 16th-century Zeughaus (“Arsenal”), which 
contains a historical museum, were both restored to their 
medieval form only on the outside. 
These ancient buildings share the crowded city centre 

with modern offices, shops, a theatre and opera house 
(opened in 1957), and, just north of the cathedral, the rail- 
way station. Near the perimeter of the city is the new town 
hall. Located about a mile from the cathedral is the 798- 
foot Fernmeldeturm (“Telecommunications Tower”; 
1981). 

THE PEOPLE 

Cologne is the fourth in population of Germany’s cities, 
after Berlin, Hamburg, and Munich. About 85 percent of 
its population is of German nationality; of the remainder, 
most are southern European guest workers who have 
moved to the city since the 1970s, chiefly from Turkey and 
Italy but also from the Balkan states. The predominant re- 
ligion of the German community is Roman Catholicism, 
but there is also a large Protestant minority. There is also 
a sizable Muslim community and a small Jewish one. 

THE ECONOMY 

Finance and industry. The city remains a banking cen- 
tre, as it was in the Middle Ages, and it is the site of one of 
the world’s oldest commodity and stock exchanges. A cen- 
tre of the automotive industry, it is the headquarters of the 
Ford Motor Company’s European operations. Insurance 
has assumed a major position, as have engineering, ma- 
chinery, chemicals, and pharmaceuticals. Other manufac- 
tures include chocolate and the city’s famous eau de 
cologne. The city is also a major media centre, with many 
publishing houses and production centres for radio and 
television. In addition, several important economic organ- 
izations, such as the Federation of German Industries 
(Bundesverband der Deutschen Industrie), have their 
headquarters in Cologne, and numerous major trade fairs 
are held there annually. 
Transportation. Cologne is the busiest rail junction in 

the country and a major node for Germany’s and Europe’s 
evolving high-speed passenger rail network. Autobahns ra- 
diate outward from the peripheral road that encircles the 
city. The Cologne/Bonn-Konrad Adenauer Airport, locat- 
ed midway between the two cities, offers international pas- 
senger service and is an important centre for air cargo. 
The Rhine harbour, important since Roman days, has be- 

come one of the larger inland ports in Germany. Small 
oceangoing craft use the river, and there are several ship 
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lines for sightseeing on the Rhine. Intracity transport con- 
sists of streetcars, buses, and a subway system. 

ADMINISTRATION AND SOCIAL CONDITIONS 

Government. Cologne is the administrative centre of one 
of the five major administrative districts of Nordrhein- 

Westfalen. The city is governed by an elected council, 
which is presided over by an Oberbiirgermeister (“chief 

mayor’). Many governmental services, such as welfare, 
planning, transportation, and cultural affairs, however, are 

controlled by the state government. 
Education. The University of Cologne, founded in 1388, 

was dissolved in 1798 (during the period when the French 
occupied the city) and refounded in 1919. Teacher-train- 
ing colleges, a school of sports, and colleges for the study 
of music, engineering, administration, and other profes- 
sions and trades are also located in the city. 

CULTURAL LIFE 

Cologne is rich in museums and galleries. These include 
the Wallraf-Richartz and Ludwig museum complex, with 

an exceptionally comprehensive collection ranging from 
paintings of the medieval Cologne school to contemporary 
art; the Schntitgen Museum of medieval ecclesiastical art; 
the Museum of Oriental Art, with artworks from China 
and Japan; and the Rautenstrauch-Joest Museum, with 
ethnological collections. The Roman and Germanic Mu- 
seum houses artifacts from the period of the migrations of 
the Germanic peoples and that of the Roman occupation. 
Special exhibitions are held in the Josef-Haubrich Hall of 

Art exhibition centre near the Neumarkt. 
Throughout most of the year, Cologne provides a variety 

of musical programs. Particularly notable are the 
Giirzenich concerts and those held in the concert hall of 
the Westdeutscher Rundfunk (WDR; “West German 

Radio”), the high reputation of the latter being largely due 
to the WDR’s encouragement of contemporary music. A 
full repertoire is offered in theatre and opera as well, and 

the municipal theatre has its own ballet ensemble. 
The annual Rhenisch pre-Lenten carnival is celebrated 

with great ceremony, culminating in the Rosenmontag 
(“Rose Monday”) festival before Ash Wednesday. Notable 
citizens have included the Dominican scholar Albertus 
Magnus, the novelist Heinrich Boll, and the statesman 
Konrad Adenauer. 

History 

EARLY SETTLEMENT AND MEDIEVAL GROWTH 

After Julius Caesar destroyed the Eburones in 53 Bc, the 
Roman general Agrippa colonized the area with another 
tribe called the Ubii, who came from the right bank of the 
Rhine. A fortified settlement was established on the site in 
about 38 Bc. This was the birthplace of Agrippina the 
Younger, who was the wife of the emperor Claudius, and 
it was at her request that the title of Roman colony was 
conferred upon the town in AD 50. It was named Colonia 
Claudia Ara Agrippinensium, shortened to Colonia; later it 
was made the headquarters of the governor of Lower Ger- 
many. After AD 258 it was for a time the capital of a splin- 
ter empire ruled by Postumus and comprising Gaul, 
Britain, and Spain. In 310 the emperor Constantine the 
Great built a castle and a permanent bridge to it across the 
Rhine. Ceramics and glass were manufactured in Cologne 
in Roman times: About 456 it was conquered by the 
Franks, and it soon became the residence of the kings of 
the Ripuarian part of the Frankish kingdom. 
A Christian community existed in Cologne probably as 

early as the 2nd century, and the town is first mentioned 
as a bishopric in 313. Charlemagne made it an archbish- 
opric in the late 8th century; by the 10th century the arch- 
bishop dominated the city, receiving a wide range of tolls, 
customs duties, and other payments. The city’s industry 
and trade grew during the Middle Ages, especially from 
about the 10th century, and increasingly bitter conflicts de- 
veloped between the wealthy merchants and the archbish- 
op. The former sought commercial and political freedom, 
the latter the preservation of his temporal power, which 
was augmented from the 13th century when the archbish- 
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op became one of the electors privileged to choose the Ger- 
man king. It was not until the Battle of Worringen, in 
1288, that the archbishop was finally defeated and the city 
of Cologne secured full self-government. From that time, 

Cologne was, in fact, a free imperial city, although it was 
only officially recognized as such in 1475. 
Until the end of the 14th century, the government of the 

city was in the hands of the wealthy patricians; but, in 
1396, after a bloodless revolution, a new municipal consti- 

tution was established under which the 22 branches of the 
guilds became the basis of the government, for they elect- 
ed a council that had power over all internal and external 
affairs. 
This medieval period was a splendid one for Cologne. It 

was a prominent member of the mercantile Hanseatic 
League, and its merchants had probably the most extensive 
connections and the most varied trade of all the German 
towns. Crafts included textile manufacturing, bookmak- 
ing, leatherworking, enameling, and metalworking, the 
work of Cologne’s goldsmiths being particularly fine. The 
arts and religion flourished there also. Three of the great- 
est Roman Catholic scholars and theologians of the me- 
dieval Scholastic movement—Albertus Magnus, Thomas 
Aquinas, and John Duns Scotus—all taught in Cologne’s 
schools. After the Thirty Years’ War (1618-48), however, 
the city declined. As late as 1794, when the French occu- 
pied Cologne, public Protestant services were still banned, 
and the city has remained predominantly Roman Catholic. 
The Jewish community, which had existed from the time 
of Constantine the Great, was expelled in 1424, and until 
1794 no Jew was allowed to remain overnight in the city. 

THE 19TH AND 20TH CENTURIES 

Cologne’s history as a free imperial city ended when it was 
taken by France in 1794; and, when the archbishop elector 
died in 1801, the see was left vacant and not restored until 
1821. In 1815 Cologne passed to Prussia, and from that 
time a new era of prosperity began. A wide range of in- 
dustries flourished, and a chamber of commerce was es- 
tablished, the oldest in Germany. When the railways were 
built, its geographical position made it an ideal railway 
centre. The population grew from 41,685 in 1801 to 
372,529 in 1900. Liberal points of view were represented 
in the 19th century by the Rheinische Zeitung, edited 
(1842-43) by Karl Marx and Moses Hess, while the So- 
cialist Neue Rheinische Zeitung was edited (1848-49) by 
Marx, Friedrich Engels, and Ferdinand Freiligrath. 
The city’s growth was interrupted by World War I. Under 
Konrad Adenauer—the future chancellor of West Ger- 
many who was Oberbiirgermeister of Cologne from 1917 
until he was deposed by the Nazis in 1933—growth re- 
sumed, especially in suburban areas and in the laying out 
of new industrial parks. By 1939 the population had 
reached 768,352. In World War II, Cologne sustained 262 
air raids. There were 20,000 casualties, and the city was left 
in ruins, with nearly all the dwellings in the old town dam- 
aged and 91 out of 150 churches destroyed. In March 
1945, the war’s end for Cologne, the population had sunk 
to 40,000. By December, however, there were 447,000 in 
the city, and the population continued to rise rapidly while 
the work of clearance and reconstruction was undertaken. 
Since the war the process of growth has continued, with the 
development of new industrial areas and satellite towns 
and the improvement of transportation, and Cologne has 
regained its place as the economic and cultural centre of 
northwestern Germany. 
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Colombia 
‘| “he Republic of Colombia (Repiblica de Colom- 

bia) occupies the northwestern corner of the South 
American continent. Its 1,000 miles (1,600 kilome- 

tres) of coast to the north are bathed by the waters of the 
Caribbean Sea, and its 800 miles of coast to the west are 

washed by the Pacific Ocean. The country is bordered by 
Panama, which divides the two bodies of water, on the 

northwest; Venezuela and Brazil on the east; and Peru and 

Ecuador on the south. Its area of 440,831 square miles 

(1,141,748 square kilometres) includes the San Andrés y 
Providencia archipelago, located off the Nicaraguan coast 
in the Caribbean, some 400 miles northwest of the Colom- 

bian mainland. The population is largely concentrated in 
the mountainous interior, where Bogota, the national cap- 
ital, is situated on a high plateau in the Andes Mountains. 
The only American nation that is named for this discov- 

erer of the New World, Colombia presents a remarkable 

study in contrasts, both in its geography and its soci- 
ety. The lofty snow-tipped peaks of the country’s interior 
cordilleras tower high above equatorial forests and savan- 
nas where surviving Indian groups still follow the lifeways 
and traditions of their ancestors. In the cooler mountains, 
at intermediate elevations, modern cities are juxtaposed 
with traditional rural landscapes where mestizo farmers 
cultivate their small plots of coffee, corn (maize), and other 

Colombia 571 

crops. The more accessible Atlantic Lowlands, dominated 
by large livestock haciendas and a tri-ethnic population, 
have a distinctively different character. 
Colombia strongly reflects its history as a colony of 

Spain. It is often referred to as the most Roman Catholic 
of the South American countries, and most of its people 
are proud of the relative purity of their Spanish language. 
Its population is heavily mestizo (of mixed European and 
Indian descent) but with substantial negroid admixture on 
the coasts. The Colombian economy is heavily dependent 
on the production of coffee, a crop that is highly sensitive 
to fluctuations in the world market. Agriculture still occu- 
pies a substantial part of the population, but employment 
in urban manufacturing and service industries has become 
increasingly important. About one-third of the inhabitants 
live in the six largest metropolitan areas. Political insta- 
bility is closely tied to the unequal distribution of wealth, 
which, again, has strong historic antecedents. Illicit trade 
in drugs, a complex and growing issue, has become a ma- 
jor disruptive factor in the economy. The population has 
grown rapidly, and Colombia now ranks with Argentina as 
one of the two most populous nations in Spanish-speaking 
South America. 
This article is divided into the following sections: 
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Physical and human geography 

THE LAND 

Relief. Few countries boast such striking physical va- 
riety as does Colombia. Its broken, rugged topography, 
together with its location near the Equator, creates an 
extraordinary diversity of climates, vegetation, soils, and 
crops. The Andean cordillera, one of the world’s great 
mountain ranges, dominates the landscape of the west- 
ern part of the country, where most of the people live. 
North of the border with Ecuador the cordillera flares out 
into three distinct parallel ranges. Two great river valleys, 
those of the Magdalena and the Cauca, separate them and 
provide avenues of penetration from the Atlantic coastal 
lowlands into the heart of the country. Volcanic activity in 
the geologic past blocked the middle course of the Cauca 
River to form a great lake that once filled the western 
inter-Andean trough for some 120 miles south of Cartago. 
The river eventually broke through the dam to leave the 
level floor of the Cauca Valley at some 3,000 feet (980 
metres) above sea level; today it is one of the nation’s 
most productive agricultural areas. 
The Colombian cordilleras belong to the northern por- 

tion of the great Andean mountain system, which extends 
along the Pacific coast of South America. The Andes 
are among the world’s most youthful mountain ranges 
and among the highest. The geology and history of this 
northern sector is less well understood than that of the 
central and southern parts. It is clear, however, that the 
entire cordillera has evolved through the subduction of 
the crumpled margin of the Nazca Plate and, to the north, 
the Caribbean Plate, under the more rigid but lighter 
South American Plate, represented by the ancient Guiana 
and Brazilian shields. These tectonic forces, similar to 
those found elsewhere around the Pacific rim, continue 
to operate, as is evidenced by the high frequency of of- 
ten destructive earthquakes. At the Pasto Massif, near the 

Ecuador border, the mountains divide into the Cordillera 

Occidental (Western Range), which runs parallel to the 
Pacific coast, and the Cordillera Central (Central Range), 
which, with its numerous volcanoes, forms the backbone 

of the system and runs in a generally southwest to north- 
east direction. At the Great Colombian Massif of the 
Cordillera Central, near the San Agustin Archeological 
Park, the Cordillera Oriental (Eastern Range) branches off 
in a more decidedly northeasterly direction. 

Geology 
of the 
north 
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Of the three ranges, the nonvolcanic Cordillera Occiden- 
tal, which forms the barrier between the Cauca Valley and 
the rain-drenched Pacific coast, is the lowest and least 
populated. Two passes of less than 5,000 feet between Cali 
and Buenaventura on the Pacific coast mark the lowest de- 
pressions in the range. Elsewhere the crest is much higher, 
exceeding 12,000 feet at Mount Paramillo in the depart- 
ment of Antioquia. From there the Cordillera Occidental 
fingers north into the three distinct serranias of Abibe, San 
Jeronimo, and Ayapel, forested ranges that drop gradually 
toward the piedmont plains of the Caribbean littoral. A 
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mountains ...... 000 7800w Patia, river....... 2 13N 78 40w 
Apaporis, river. ...1 23s 69 25w Porce, river ...... 7 28N 74 53w 
Arauca, river ..... 7 24N 70 00w Providencia 

Arauca Island tetey As8 13 21N 81 22w 
Sanctuary ...... 6 25N 71 05w Putumayo, river ...307s 67 58w 

Ariguani, river ....935N 73 46w Ruiz, Mount ..... 454N 75 18 Ww 
Atrato, river...... 8 17N 76 58 w Saldafia, river ....401N7452w 
Ayapel San Agustin, 
Mountains ...... 7 45N 75 30w historical site. ...153N 76 16w 

Baudo, river ..... 457N77 22w San Andrés 
Baud6 Mountains.. 6 00N 77 05 w lslandieeseeeas 12 32N 81 42 w 
Bolivar Peak ....1050N 73 42w San Jerénimo 

Buritaca, Mountains ...... 8 OO N 75 50 w 

historical site... 11 02N 73 58 w San Jorge, river. ..9 07 N 74 44.w 
Caguan, river ....008S8 74 18w San Juan, river ...403N77 27w 
Caqueta, river ....1 30s 69 32w San Juan de 
Carare, river ..... 6 48Nn 74 06 w Micay, river ..... 3 05N 77 32w 
Caribbean Sea ..1300N 72 00 w San Lucas 

Cartagena, Mountains ...... 8 00N 74 20w 
historical site... 10 25 75 32 w Sierra de la 

Catatumbo, river ..902N 72 31 w Macarena 
Cauca, river ..... 8 54N 74 28w National Park ....215N 73 45w 
César, river ...... 9 00N 73 58 w Sierra Nevada de 
Central, Santa Marta 

Cordillera, National Park ...11 00N 73 40w 
mountains ...... 5 00 Nn 75 00w Srl nuiaeewee 9 24N 75 49w 

Chicamocha, Sogamoso, river ..713N 73 56w 
TIVES” tak. ve one 6 46N 73 12 w Solano, Point..... 6 18N 77 29w 

Cocuy, Mount ....625N 72 18Ww Sotara Volcano ...212N 7631 w 
Cordillera de las Sumapaz, 
Picachos Upland ys. os 3 45N 74 25w 
National Park ....245N 74 30w Tequendama 

Corrientes, Cape ..5 30N 77 34w FalSotocsrecsura casi 435N 74 18W 
Cumbal, Mount ...057N 77 52w Tibuga, Gulf of ...545N 77 20w 
Cupica, Gulf of ...635N 77 25w Tierradentro, 
Dagua, fiver ..... 3 52N 77 04w historical site... .233N 76 03w 
El Cocuy Welaner titer tae A 5 20N 67 48w 
National Park ....625N 77 05w Tumaco Bay ..... 155N 78 45w 

El Tuparro Uraba, Gulf of ....8 25n 76 53 w 
National Park ....5 20N 68 30w UVAalriVersen + oc 3 41N 70 03 w 

Gallinas, Point ... 12 28N 71 40w Vaupés, river..... 0 02N 67 16w 
Guainia, river..... 2 01N 67 07 w Venezuela, Gulf 
Guaviare, river... .4 03N 67 44.w Oba bossa s Suewe 11 30N 71 00w 

Huila, Mount, Vichada, river ....455N 67 50w 

VOICAIIO faster tte 3 00N 76 00 w Vanni Velma enters: 0 23N 72 16 w 
Inirida, river... ... 3 55.N 67 52w Zapatosa, Lake ...905N 73 50 w 
La Guajira Zulia, river... 2... 904N 72 18W 
Peninsula ..... 12 00N 71 30w 

La Macarena 

Mountains ...... 245N 73 55w 

lesser topographic feature on the Pacific coast, the Baud6é 
Mountains, separated from the Cordillera Occidental by 
the valley of the Atrato River, which empties into the 
Caribbean Gulf of Uraba, represents a southward exten- 
sion of the Isthmus of Panama. 
The Cordillera Central is the highest of the Andean 

ranges of Colombia, rising to an average height of 10,- 
000 feet. It is a continuation of the Ecuadorian volcanic 
structure. Crystalline rocks are exposed at several places 
on its flanks and are the foci of localized gold and silver 
deposits. Sandstones and shales of the Tertiary Period 
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(from 65,000,000 to 2,500,000 years ago) are also a part 
of the older basement that has been capped by ash and 
lava derived from some 20 volcanoes of the Quaternary 
Period (within the past 2,500,000 years). Several of the 

latter reach well into the zone of permanent snow, above 

15,000 feet. The highest are Mount Huila (18,865 feet), 
southeast of Cali, and the Ruiz-Tolima complex (17,716 
feet) between Manizales and Ibagué. The fertile ash from 
their eruptions has produced the high, cool plateaus of 
Narino department and the often steep slopes to the north 
that support much of Colombia’s coffee production. In 
November 1985 Mount Ruiz erupted, melting the snow 
and ice that covered it and sending great mudflows down- 
slope, destroying the city of Armero and killing more than 
25,000, in one of the country’s greatest catastrophes. 
North of Mount Ruiz, near Sons6n in the department 

of Antioquia, the volcanic Cordillera Central gives way 
to the deeply weathered, granitic Antioquia batholith (an 
exposed granitic intrusion), a tableland averaging some 
8,000 feet above sea level. It is divided into two parts by 
the deep transverse cleft of the Porce River, which occu- 
pies the U-shaped valley in which is situated the expand- 
ing metropolis of Medellin, Colombia’s second city. The 
batholith contains gold-bearing quartz veins, which were 
the source of the placer gravels that gave rise to an active 
colonial mining economy. Beyond Antioquia the lower, 
remote San Lucas Mountains extend northward toward 
the confluence of the Magdalena and Cauca rivers. 
The massive Cordillera Oriental, separating the Mag- 

dalena Valley from the eastern plains (the Llanos), is com- 
posed chiefly of folded and faulted marine sediments and 
older schists and gneisses. Narrow to the south, it broad- 
ens out in the high, unsettled massif of Sumapaz, with 
elevations up to 13,000 feet. High plateaus were formed 
in the Quaternary Period by the deposition of sediments 
in depressions that had been occupied by lakes. The most 
important of these is the savanna area called the Sabana 
de Bogota, site of the national capital. Farther northeast 

beyond the deep canyons cut by the Chicamocha River 
and its tributaries, the Cordillera Oriental culminates in 
the towering Sierra Nevada del Cocuy (18,028 feet). Be- 
yond this point, near Pamplona, the cordillera splits into 
two much narrower ranges, one extending into Venezuela, 
the other, the Perija Mountains, forming the northern 

boundary range between Colombia and Venezuela. The 
Perijas then descend northward toward the Caribbean to 
the arid Guajira Peninsula, the northernmost extension of 
the Colombian mainland. 
The isolated Sierra Nevada de Santa Marta, an im- 

posing fault-bounded granitic massif rising 18,947 feet 
(5,775 metres), the highest mountain in the country, as- 

cends abruptly from the Caribbean littoral to snow- and 
ice-covered summits. The Atlantic Lowlands spread out 
southward behind it. Although it is a distinct geomorphic 
unit and not a part of the Andes, some geologists have 
suggested that it might be considered an extension of 
the Cordillera Central, from which it is separated by the 
Momp6s depression in the lower Magdalena Valley. 
The steep and rugged Andean mountain masses and the 

high intermontane basins descend into plains that extend 
along the Caribbean and Pacific coasts and across the 
eastern interior toward the Orinoco and Amazon river 
systems. From the shores of the Caribbean Sea inland 
to the lower spurs of the three major cordilleras extends 
a slightly undulating savanna surface of varying width, 
generally known as the Atlantic Lowlands (also called the 
Caribbean Coastal Lowlands). Dotted with hills, and with 
extensive tracts of seasonally flooded land along the lower 
Magdalena and the Sind rivers, it surrounds the inland 
portion of the Sierra Nevada de Santa Marta. A much 
narrower lowland apron extends along the Pacific shore- 
line from the point of Cape Corrientes southward to the 
Ecuadorian border. 
A wide range of features characterize the country’s two 

coastlines. Steep and articulated bays, inlets, capes, and 
promontories accentuate the shoreline on the Pacific side 
toward the Panama border and on the Caribbean side 
where the sea beats against the base of the Sierra Nevada 
de Santa Marta. These features are interspersed with sandy 

beaches, along with barrier islands and brackish lagoons. 
The eastern two-thirds of the country lying beyond the 

Andes differs from cordilleran Colombia in practically all 
aspects of physical and human geography. The eastern 
lowland extends from the Venezuela boundary along the 

Arauca and Meta nivers in the north to the Peruvian- 
Ecuadorian border stream, the Putumayo, some 600 miles 
to the south, and from the base of the Cordillera Orien- 
tal eastward to the Orinoco—Negro river line, a distance 
of more than 400 miles. A region of great topographi- 
cal uniformity, it is divided into two contrasting natural 
landscapes by a major vegetation boundary. In southern 
Colombia the Amazonian rain forest, or se/va, reaches 
its northern limit. From the Guaviare River northward 
the plains between the Andes and the Orinoco River are 
mostly grass covered, forming the largest savanna complex 
in tropical America. This part of the lowland is called the 
Llanos Orientales or simply the Llanos. 
In the central part of the plain, between the Guaviare and 

Caqueta rivers, the eroded rocks of the ancient Guiana 

shield are exposed, producing a broken topography of low, 
isolated mountains, tablelands, and buttes with rapids in 
the streams. This slightly higher ground forms the water- 
shed between the Amazon and Orinoco systems. Some 
60 miles south of Villavicencio the elongated, forested La 
Macarena Mountains rise 8,000 feet from the surrounding 
lowlands, an isolated tropical ecosystem. 

Drainage and soils. In Colombia’s rugged terrain the 
rivers have been historically important as routes of trans- 
portation and settlement. By far the most important river 
system is the Magdalena. Its drainage basin, including that 
of its major tributary, the Cauca, covers some 100,000 
square miles, or about 22 percent of the surface of the 
country. Within it are found most of the nation’s socioeco- 
nomic activity and more than three-fourths of its popula- 
tion. Originating in the Andean Paramo de Las Papas, the 
Magdalena flows northward in the structural depression 
between the Cordilleras Central and Oriental for almost 
1,000 miles to empty into the Caribbean near Barranquilla. 
The Dique Canal, begun during the colonial period, links 
its lower course with the coastal city of Cartagena. The 
Cauca River, which contributes a substantial part of its 
total flow, rises in the mountains south of Popayan and, 
after passing through the floor of the Cauca Valley near 
Cali, occupies deep canyons in most of its passage through 
the departments of Caldas and Antioquia before emerging 
onto the floodplain of the lower Magdalena. 
The Magdalena, a shallow, braiding stream in its upper 

and middle course, served as a major transport artery for 
most of the country’s history, but deforestation and soil 
erosion has led to silting and increased flow variation so 
that its role has become less significant. Because of its 
rapids, the Cauca has never been of much importance for 
the moving of goods. Among the major affluents of the 
Magdalena, besides the Cauca, are the Sogamoso, César, 
San Jorge, Saldafia, Lebrija, and Carare rivers. The Sint 

and the Atrato are other major streams that flow directly 
into the Caribbean. 

The great eastern watershed is subdivided into two sec- 
tions, the waters flowing into the Orinoco and the Ama- 
zon rivers, which carry them to the Atlantic Ocean. The 
Arauca and Meta, the lower reaches of which cross into 
Venezuela, and the Vichada, Inirida, and Guaviare are 
among the main rivers that flow into the Orinoco. Among 
the streams that flow into the Amazon are the Vaupés, 
Caqueta, and Putumayo. The rivers that flow into the 
Pacific are relatively short, descending rapidly from the 
Cordillera Occidental to the sea. They carry large volumes 
of water, however, because they drain areas of extremely 
heavy rainfall. Among the rivers belonging to the Pacific 
watershed are the Baud6, San Juan, Dagua, Naya, San 
Juan de Micay, Patia, and Mira, which rises in Ecuador. 
The wide variety of soils encountered in the country 

reflects climatic, topographic, and geologic conditions. 
Those best suited for modern, mechanized agriculture are 
the alluvial soils found in the principal river valleys, such 
as the Magdalena, Cauca, Sint, César, and Ariguani. The 
former lake beds of some of the inter-Andean basins, such 
as the Sabana de Bogota and the Ubaté and Chiquinquira 
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valleys, also fall into this category. Elsewhere, soils of vol- 
canic origin, especially in the coffee-growing districts of 
the Cordillera Central, can be exceptionally productive if 
protected from erosion. The Quindio department, west of 
Bogota, is especially renowned for its rich soils. 
Climate. Because of the country’s close proximity to the 

Equator, its climate is generally tropical and isothermal 
(without any real change of seasons). Temperatures vary 
little throughout the year. The only genuinely variable 
climatic element is the amount of annual precipitation. 
Climatic differences are related to altitude and the dis- 
placement of the Intertropical Convergence Zone between 
the two major air masses from which the Northeast Trade 
Winds and the Southeast Trade Winds originate. Human 
settlement is more oriented to vertical zoning in Colombia 
than anywhere else in Latin America. 
The climate of the tropical rain forest in the Amazon 

region, the northern Pacific coast, and the central Mag- 

dalena Valley is marked by an annual rainfall of more 
than 100 inches (2,500 millimetres) and annual average 

temperatures above 74° F (23° C). A tropical monsoon 
climate, marked by one or more dry months but still sup- 
porting rain forest vegetation, occurs along the southern 
Pacific coast, on the Caribbean coast, and at places in the 
interior in the Quindio department and near Villavicencio. 
The tropical savanna conditions of alternately wet and 

dry seasons comprise the predominant climate of the At- 
lantic Lowlands; the dry season occurs from November to 

April, and the wet season (broken by dry periods) from 
May to October. This climate is found also in the Llanos 
region and in part of the upper Magdalena Valley. It is 
characterized by an annual rainfall of 40 to 70 inches and 
annual average temperatures usually above 74° F (23° C). 
The dry season, accompanied by dust and wind, coincides 
with the true winter of the Northern Hemisphere. 
A drier savanna climate prevails on the Caribbean littoral 

from the Gulf of Morrosquillo to La Guajira Peninsula 
in the northeast. The rains normally occur in two brief 
periods (in April and in October to November, respec- 
tively) but rarely exceed 30 inches annually. The average 
temperature is hot—more than 81° F (27° C)—with the 
daily range greatest where the humidity is low. This type 
of climate also occurs in the rain shadows of the deep 
gorges of such rivers as the Patia, Cauca, Chicamocha, and 
Zulia and in parts of the upper Magdalena Valley. The 
climate reaches near-desert conditions in the far northern 
department of La Guajira. 
In the mountain regions temperature is directly related to 

altitude. Average temperatures decrease uniformly about 
3° F per 1,000 feet of ascent (0.6° C per 100 metres). 
Popular terminology recognizes distinct temperature zones 
(pisos térmicos), which are sometimes referred to as fierra 
caliente (up to about 3,000 feet); tierra templada or tierra 
del café (3,000 to 6,500 feet); and tierra fria (6,500 to 10,- 
000 feet). The majority of Colombians live in the interior 
cordilleras in the tierra templada and the tierra fria zones. 
The tierra templada has moderate rainfall and tempera- 
tures between 65° F (18° C) and 75° F (24° C). In the 
tierra fria, Bogota, at 8,660 feet above sea level, has an 
average of 223 days of precipitation, although the average 
rainfall is scarcely 40 inches. Its average temperature is 57° 
F (14° C). The climate of the high mountain regions—the 
pdramos, ranging from 10,000 feet to about 15,000 feet— 
is characterized by average temperatures below 50° F (10° 
C), fog, overcast skies, frequent winds, and light rain or 
drizzle. At altitudes above 15,000 feet there is perpetual 
snow and ice. , 
Plant and animal life. The diversity of life forms and 

life zones in Colombia has impressed observers since the 
days of the German explorer Alexander von Humboldt. 
The complex pattern of climate, soil, and topography 
has produced an extraordinary range of plants and plant 
communities that vary through both vertical and hori- 
zontal zones. They range from the mangrove swamps of 
the coasts, the desert scrub of La Guajira, the savanna 
grasslands and gallery ecosystems of the Atlantic Lowlands 

- - and the eastern Llanos, and the rain forest of Amazonia 
and the Choco region to the widely diverse and complex 
montane ecosystems of the Andean slopes. 

Colombia 

Human intervention has vastly altered what must have 
been the original vegetation of the Atlantic Lowlands and 
the Andean region. Forests probably originally covered 
all but the highest and driest areas, where the soils were 
unsuited to support them. Today, in the inner Andes, 
they are restricted to the steepest, most inaccessible slopes 
and to areas of especially high rainfall. Elsewhere pas- 
ture, crops, or degraded scrub and grass have replaced 
the original cover of broadleaf evergreen trees. The first 
chroniclers often described the Andes as sparsely wooded, 
a condition they usually attributed to Indian agriculture 
and burning. In more recent times, with the increasing 
number of European cattle, the area in grassland has been 
vastly extended, both in the mountains and on the At- 
lantic Lowlands. Introduced grass species of African origin 
are particularly conspicuous. 
Even in the most lush forest tracts that remain, such 

as those that flank the outer sides of the eastern and 
western ranges, there is much evidence of earlier human 
occupation. These wet montane forests are characterized 
by lianas, mosses, orchids, and bromeliads and by such 
economically valued plants as cinchona; the latex-bear- 
ing balata; ivory nut, or tagua; and the giant American 
bamboo. Lumbering has had a minor role because of the 
singular difficulty of access as well as the absence of forests 
of any one commercial species. In modern times techno- 
logical advances have made possible the exploitation of 
forest species in accessible parts of the Atrato River basin 
and on the Pacific coast near Buenaventura. 
The distinctive paramo biome of the equatorial high 

mountains reaches its greatest development in Colombia. 
This alpine-type vegetation is characterized by tussock 
grasses, cushion plants, and the treelike frailején (Espele- 
tia), a curious looking hairy-leafed genus of some 50 
different species. Fire-resistant and adapted to low temper- 
atures and high humidity, it gives special character to the 
paramo \andscape. The lower pdramo, below 12,000 feet, 
is a transitional belt in which scattered clumps of trees 
occur. Despite its bleak and forbidding climate, much 
of the pdramo has been significantly altered by human 
activity, especially wood cutting and burning to promote 
better grazing. Agriculture has also impinged on its lower 
reaches, but extensive tracts remain relatively untouched 
by humans. 
The animal life of the forests of the Amazon and Pacific 

coastal Choco regions is particularly rich and has sup- 
ported a considerable export trade to North American and 
European zoos. It includes anteaters, sloths, several mon- 
key species, tapirs, peccaries, the spectacled bear, deer, and 
such large tropical rodents as the agouti, paca, and capy- 
bara. Carnivores include pumas and jaguars, which were 
considered endangered species by the 1980s, and raccoons. 
Bird habitats are also influenced by altitude, and many 

species are specific to narrow altitudinal bands, ranging 
upward and downward only very short distances. The 
extremely lush birdlife encompasses more than 1,500 
species, including toucans, hummingbirds, and those that 
migrate from North America. Among the reptiles, turtles, 
lizards, snakes, caimans, and crocodiles abound. Some 
quite unusual species inhabit the land, including earth- 
worms that grow up to six feet in length. Freshwater fish 
include catfish, bocachica, and characin (small, brightly 
coloured tropical fish). Electric eels also inhabit the inland 
waters. The Magdalena and Cauca once supported rich 
river fisheries, but pollution and unrestrained commercial 
exploitation have taken a heavy toll. 
Settlement patterns. Colombia can be divided into five 

traditional geographic regions: the Atlantic Lowlands, the 
Pacific coastal region, the Andean region, the eastern 
Llanos, and the Amazonian rain forest. 
Of early colonial importance, the Atlantic Lowlands is 

now second to the Andean region in population and eco- 
nomic importance. It contains some 15 percent of the 
population, much of it concentrated in Barranquilla, Carta- 
gena, and Santa Marta, the country’s principal Caribbean 
ports. Cattle raising and mixed agriculture are the tra- 
ditional economic activities, but large-scale commercial 
farming, especially of rice, cotton, and bananas, has been 
successful. Irrigation has expanded since the mid-20th 
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century, especially in the valleys of the Sint and César 
rivers. Bananas are grown for export in the Uraba region. 

The Pacific coast, including the department of Choco, 
with its lush rain forest and infertile soils, is sparsely 

inhabited. Most of its people are descendants of liber- 
ated African slaves who settled in agricultural clearings 
along the rivers. It has little commercial activity, and 

the only port of note and the main population centre is 
Buenaventura. 

The Andean region is the centre of the national political 
and economic power, with most of the country’s popula- 

tion and large cities, including Bogota, Medellin, and Cali, 
the three most populous. The Cauca Valley, with its vast 

tract of alluvial soil, the Sabana de Bogota, and the Antio- 
quia highlands are perhaps the most dynamic centres of 
economic activity and growth. 
Although the Llanos and the Amazonian rain forest to- 

gether make up nearly two-thirds of the country, they 
contain only about 2 percent of the population. About 
half of this percentage is in the department of Meta in 
the Llanos, where cattle raising has long been the tradi- 
tional way of life. New penetration roads extending down 
from the Andes have encouraged colonization along the 

margins of both of these areas, as have discoveries of 
petroleum. The remoter areas of the Amazon region are 
sparsely inhabited by small groups of Indians. 

THE PEOPLE 

In Colombia much care has been taken to preserve the 

linguistic purity of the official language, Castilian Spanish, 
and there are close ties between the Spanish and Colom- 
bian language academies. Spanish spoken in Colombia is 
nevertheless marked by the presence of numerous Colom- 
bianisms, many of which have been accepted by both 
academies. American English terminology has also made 
a significant incursion. In addition to Spanish there are 
more than 180 indigenous languages and dialects be- 
longing to such major linguistic groups as Arawakan, 
Chibchan, Cariban, Tupi-Guarani, and Yurumangui. Yet 
Indian peoples constitute less than 2 percent of the popula- 
tion, a much lower share than in other Andean countries. 
The tri-ethnic character of the population is most pro- 

nounced in the coastal departments where the admixture 
of Africans historically was greatest. Elsewhere mestizos 
clearly predominate, although official figures are unavail- 
able. The white population has declined, probably to less 
than 20 percent, mostly of Spanish origin. Unlike most 
other South American republics, immigration has never 
been much encouraged in Colombia, although small num- 
bers from the Middle East, non-Iberian Europe, and the 
Far East have been absorbed into the population. 
High post-World War II growth rates peaked in the mid- 
1960s, declining subsequently to more moderate levels 
compared to the rest of Latin America, but still high by 
world standards. The decline appears to have been in 
part the result of a variety of government programs to 
reduce fertility, including family planning and educational 
services. In addition there has been a significant amount 
of emigration, especially to oil-rich Venezuela and to the 
United States. This emigration has been a matter of con- 
cern to Colombia, both because the loss represents a high 
proportion of skilled workers and because these often ille- 
gal immigrants experience human-rights problems in the 
countries to which they move. There continues to be a 
high rate of internal migration from Colombia’s rural areas 
to its cities, partially determined by the search for better 
wages and living conditions. The rates of growth in parts 
of the Llanos and the Caribbean coast, however, grew dis- 

proportionately high in the late 20th century, suggesting a 
general migration from the mountains toward the plains. 
The rapid growth of the cities has been accompanied by 
serious unemployment. 

Religious freedom is guaranteed by the constitution, al- 
though more than 95 percent of Colombians are adherents 
of Roman Catholicism, the official religion. The church 
is deeply ingrained in Colombian society, usually taking 
a leading and authoritative role in the community and 
having great influence in government. The church has 
not generally been reform-minded, but some elements of 
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liberalization were evident in the late 20th century. The 
role of Protestant communities is small, as is that of the 
thinly spread Jewish community. A few Indian tribes in 
remote areas still follow their traditional religions. 

THE ECONOMY 

Colombia’s €conomy is dominated by private enterprise, 
and direct government participation is limited to such 
enterprises as the ownership of the railways. The govern- 
ment has attempted to foster economic stability and to 
encourage private enterprise through indirect measures, 
such as a favourable system of taxation and the extension 
of credit to new industries. Economic growth was quite 
substantial through the mid-1900s, but in the later years 
of the the 20th century inflation and unemployment grew 
alarmingly as the growth rate declined. 
Agriculture is the basis of the Colombian economy, al- 

though industrial development since the 1940s has been 
remarkable. A substantial proportion of the Colombian 
land is uncultivated because of the prevalence of poor soils 
and unfavourable climatic conditions. The eastern plains 
are sparsely inhabited, the Pacific coast is still in forest 
because of high rainfall, and large areas in the Magdalena 
Valley remain in open range or are unused. 
Resources. In the colonial period the economy was 

based almost entirely on gold mining, including the rob- 
bing of the metal from Indian graves (guacas). The Gold 
Museum in Bogota possesses the world’s finest and largest 
collection of worked gold, the product of extraordinari- 
ly skilled craftsmen. Today the economy is much more 
broadly based with the exploitation of hydrocarbon fuels, 
several metals, agricultural products, and manufactured 
goods for export and home consumption. Regional devel- 
opment organizations, such as the Cauca Valley Corpo- 
ration, have been established to promote more balanced 
industrial growth, with emphasis on hydroelectric power 
development and flood control. 

Agriculture, forestry, and fishing. The mountainous 
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Coffee growing on the middle slopes of the Cordillera Central, near Chinchina, 
Caldas department. 

Victor Englebert 

character of much of Colombia’s territory, along with the 
attendant climatic variations of the different vertical zones, 
allows for the production of an unusually wide range of 
both tropical and temperate zone crops, from bananas and 
sugarcane to wheat, barley, and potatoes. Modern agricul- 
tural techniques are employed chiefly in those areas where 
they are adaptable to the topography. Chemical fertilizers 
are widely used, and large tracts of flatter lands have been 
placed under irrigation. Many small farmers, especially 
in the mountains, nevertheless cling to traditional meth- 
ods of farming. 
Coffee represents the backbone of the Colombian econ- 

omy, constituting about half of all legal exports. The 
country is second only to Brazil in its production. Coffee, 
a labour-intensive crop, grows best at an elevation of be- 
tween 3,300 and 6,300 feet. The farms or estates (fincas) 
on which it is produced are concentrated in the central 
parts of the three Andean ranges; a few are on the slopes 
of the Sierra Nevada de Santa Marta. Holdings tend to 
be small. Colombian coffee, which brings premium prices 
on the world market, traditionally has been grown under 
nitrogen-fixing leguminous shade trees, but with the in- 
troduction of the high-yielding caturra variety, plantings 
have increasingly been made in the open sunlight. 
Bananas and plantains rank as important fruit crops. 

Most of the bananas grown are exported from plantations 
located in the Uraba region of the Caribbean coast. Sug- 
arcane is a major crop in the warm and temperate zones, 
but most of the large plantations and processing plants 
are located on the alluvial lands of the Cauca Valley near 
Cali. Some of the sugar is exported, but domestic markets 
consume the bulk of the production. 
Corn (maize), the traditional staple of rural peoples, 

especially those in the mountains, is grown everywhere 
except in the pdramos zones. In some areas it is widely 
consumed as a form of beer called chicha. In the cooler 
highlands of the Narifio plateau and in the Cordillera On- 
ental, potatoes are a prominent crop. In the lowlands the 
production of rice has increased rapidly, most of it grown 
under irrigation. Cassava (yuca) in the tierra caliente and 
wheat on the pdramos margins are other major food crops. 
Kidney beans and sorghum are also widely grown. 
Locally grown cotton supplies the requirements of the 

large Colombian textile industry. Other less significant 
crops are tobacco, sesame, African oil palms, cacao, 
peanuts (groundnuts), grapes, soybeans, and citrus fruit. 
Cut flowers are shipped by air freight in substantial vol- 
ume from large greenhouses on the Sabana de Bogota. 
Stock raising is a major activity and source of wealth, 

especially in the lowlands. The Sind and San Jorge river 
valleys, the savannas of the Atlantic Lowlands, and the 
Llanos are the regions with most of the beef cattle. Dairy- 
ing is especially well developed on the high plateaus of 
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the Cordillera Oriental. Poultry raising has expanded as a 
result of the application of modern techniques. 
The rich resource of the forests has not been fully ex- 

ploited because access roads to them are few. Where forests 
are accessible, cutting has been heavy and reforestation 
programs have been implemented both by the government 
and by private concerns such as paper manufacturers. The 
lumber industry is in the process of development, and by 
the late 20th century there were numerous factories for the 
manufacture of different types of plywood for domestic 
use and export. 
Ocean fishing is little developed for a country that faces 

on two great seas. The maritime tradition is of minor pro- 
portion. River fish constitute the more abundant catch, 
although stocks have been reduced as a result of pollution 
and siltation. 
Industry. The Instituto de Fomento Industrial (Insti- 

tute of Industrial Development) has supplied the neces- 
sary capital for enterprises too large to be financed by 
private investment. The institute has invested large sums 
to strengthen the metalworking industry, to set up au- 
tomotive assembly plants, to stimulate the construction 
of railroad cars and fishing vessels, and to encourage 
the manufacture of paper, vegetable oils, and petroleum 
derivatives. Despite these developments, the greater part 
of Colombian industrial activity continues to be carried 
on by small enterprises that produce consumer goods. An 
industry that is growing in importance is tourism, which 
provides much of the country’s foreign exchange. 
Mining and quarrying. Minerals have since colonial 

times played a key role in the Colombian economy. 
Colombia’s gold production comes largely from dredges 
operating in the departments of Antioquia and Choco. In 
some areas the gold-bearing gravels also contain silver and 
platinum. The export of ferronickel was initiated in 1985 
from a major ore deposit, Mount Matoso in the upper 
reaches of the San Jorge River. A large copper deposit 
is located in western Antioquia. The Cordillera Oriental 
has long been an important source of rock salt, marble, 
limestone, and especially Colombia’s highly prized emer- 
alds, of which the country is the major world producer. 
Coal is mined in the Andean region for local markets, but 
production now centres on the great Cerrején deposits in 
La Guajira, recently connected by rail to a new port at 
the extreme end of the peninsula. 
High hopes were held for petroleum development in the 

early 1900s, but the results were disappointing. With the 
development of two major petroleum fields in the north- 
ern Llanos and in Amazonia, the outlook for growth has 
improved. Pipelines across the Andes linking these fields 
to ocean terminals have also raised the export potential. 
The older fields in the Magdalena River valley and in the 
Catatumbo River region facing Venezuela still produce 
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important quantities of petroleum. The industry is con- 
trolled as a government monopoly, but foreign concerns 
are partners in exploration and development. The major 
refinery is at Barrancabermeja on the Magdalena River. 
Manufacturing. Manufacturing has been slowly increas- 

ing its value to the economy, having reached about 20 
percent of the gross domestic product by the mid-20th 
century. The textile industry employs the largest share of 
workers and contributes a substantial part of the national 
income. In addition to supplying the national market, 
the larger concerns also export fabric and yarn. They are 
concentrated in Medellin. Food processing and chemical 
production rank with textiles as leading Colombian indus- 
tries. Industrial chemicals, produced in part to supply the 
textile industry, have increased steadily in production, and 
there is also an important output of pharmaceuticals. The 
integrated iron and steel mill at Paz de Rio, in Boyaca de- 
partment, utilizes local raw materials and supplies a large 
share of the country’s metal needs. Bogota, Medellin, and 

Cali, along with the Caribbean coastal cities of Barran- 
quilla and Cartagena, are the principal industrial centres. 
The interior location of the first three has placed them at 
a significant disadvantage in both processing of imported 
materials and producing for export, but the demands of 
the growing domestic market, coupled with substantial in- 
vestments by foreign concerns in productive facilities, has 
enabled them to sustain substantial growth, especially since 
World War II. Cheap electric power distributed through a 
national grid has been an important developmental factor. 
Finance and trade. The banking system is composed of 

a central bank, the Banco de la Repablica, and more than 

30 general banking institutions, some of which are partly 
foreign-owned. The Monetary Commission, created by the 
government in 1963, is the highest authority in matters 
involving the extension of credit. Such credit is extended 
through the central bank, which also issues currency, acts 
as banker for the government and other banks, serves as a 

guardian and administrator of the country’s international 
reserves, and acts as a clearinghouse. 
Foreign trade is concerned principally with the exporta- 

tion of raw materials and the importation of machinery 
and manufactured goods. Colombia’s single largest trading 
partner is the United States. Trade with the countries of 
the European Economic Community is significant, as is 
trade with neighbouring Andean countries. 
Exports consist largely of coffee, crude petroleum and 

petroleum products, bananas, fresh-cut flowers, chemicals, 
and cotton. By the 1970s and ’80s the illegal trade in 
Colombian marijuana and cocaine, especially with the 
United States, had become a major source of income, 
probably rivaling the value of legal exports. Imports con- 
sist mainly of machinery and transportation equipment, 
chemical products, crude petroleum and petroleum prod- 
ucts, base metals and metal products, and paper and 
paper products. 
Transportation. Transportation plays a particularly vi- 

tal role in Colombia, where the problems of a diverse and 
difficult terrain are being overcome to unify the country. 
By far the most important means of surface transportation 
is the road system, about one-fourth of which is paved. 
Two parallel trunk roads extend toward the interior from 
the Caribbean ports, one following the Cordillera Oriental 
to Bogota and Santa Marta, the other passing through 
Medellin, Cali, and Popayén to the Ecuadorian border. A 
branch from the first leads to Cacuta and into Venezuela. 
There is, however, no overland communication with 
Panama and Central America, the difficult terrain of the 
Darién Gap, which separates Panama and Colombia, be- 
ing the only separation in the Pan-American Highway. 
Road extension and improvement is a priority of the gov- 
ernment, for most domestic cargo today moves by truck. 
Frequent landslides make highway maintenance difficult. 
One of the most important transverse routes is that link- 
ing Bogota with the Cauca Valley and Buenaventura, the 
major Pacific port, through the Cordillera Central. 
Perhaps in no other country has air transport played so 

major a role as in Colombia. The government-controlled 
Avianca claims to be the oldest commercial airline op- 
erating in the Western Hemisphere. Frequent flights link 

, 

all important cities, reducing travel times inordinately 
from those on the tortuous, indirect, and slow mountain 

highways. Most people travel by air in Colombia, which 
is claimed to have proportionally the highest rate of air 

travel in the world. The principal international airport 
is Bogota’s El Dorado, and there are others at Medellin, 
Cali, Cartagena, Barranquilla, and Isla San Andrés. The 
last serves the large tourist industry there. 
The role of railroads has become increasingly secondary. 

The standard-gauge lines are owned by the government. 
The main line is that of the Ferrocarril del Atlantico, 
which runs north for 600 miles between Bogota and the 
seaport of Santa Marta. At Puerto Berrio in the Magdalena 
Valley the main line connects with another that passes 
westward through Medellin and on southward to Cali and 
the port of Buenaventura. This and other regional lines 
are frequently closed by landslides. 
The Magdalena River no longer plays the vital role in 

transportation that it once did although it still carries 
some bulk cargo, especially petroleum. Travelers en route 
to Bogota in earlier times moved by river boat as far as 
La Dorada, where the trip to the interior capital con- 
tinued overland. The Sina, Atrato, and Meta rivers are 

also navigable, but these, too, are less used than formerly. 
Consideration has been given to the possibility of uniting 
the Caribbean with the Pacific by the construction of a 
canal between the Atrato and San Juan rivers. 
Cargo ships ply the waters of both the Caribbean and 

the Pacific, which are joined to the north by the Panama 
Canal. The Caribbean ports of Cartagena, Barranquilla, 
and Santa Marta have relatively deep water and are 
equipped with modern port facilities and services. Silt 
deposited by the Magdalena River at its mouth requires 
constant dredging to maintain shipping access to the Ba- 
rranquilla wharves. On the Pacific coast the port of Bue- 
naventura, On a mangrove-lined embayment, is of easy 
access with modern installations. Tumaco to the south has 
been marked for development. 

GOVERNMENT AND SOCIAL CONDITIONS 

Government. Under the constitution of 1886 Colombia 
is a republic, the public powers of which are divided be- 
tween the executive, legislative, and judicial branches of 
government. The president, who may not succeed him- 
self, is elected to a four-year term by universal suffrage. 
The executive is assisted by a ministerial Cabinet. The 
bicameral legislature is composed of a senate and a house 
of representatives, both of whose members are elected by 
universal suffrage to four-year terms. 
The country is divided for administrative purposes into 

23 departments, four intendencies, five commissariats, 
and one special district, of Bogota. The departments are 
headed by governors appointed by the president, and each 
has an elected legislature. The departments are subdivided 
into municipalities, which are headed by mayors appointed 
by the governors. The intendencies of Arauca, Casanare, 
Putumayo, and San Andrés y Providencia—as well as the 
commissariats of Amazonas, Guainia, Guaviare, Vaupés, 
and Vichada—are governed directly by representatives of 
the central government. 
The Colombian political process had its origins during 

the formation of the republic. For more than 100 years, 
the two largest political parties—the Liberals and the 
Conservatives—maintained a struggle for power. In 1957, 
in order to overthrow the dictatorship of Gustavo Rojas 
Pinilla, the parties agreed upon a truce that continued for 
16 years (see below History). In 1974 the country returned 
to its traditional system of competition between the two 
leading political parties. 
Suffrage is extended to all citizens over the age of 18. 

Citizens are guaranteed civil rights, including the right to 
strike, to assemble, and to petition; freedom of the press 
is also guaranteed. All male citizens between the ages of 
18 and 30 may be called for military service. 
Education. The educational system includes kinder- 

gartens (preschool facilities), primary schools, and sec- 
ondary schools and other educational facilities that offer 
training in industry, domestic science, veterinary science, 
business, nursing, theology, and art. The majority of the 
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country’s universities are located in the capital city. Public 
institutions of higher learning include the National Uni- 
versity of Colombia, the Francisco José de Caldas District 

University, the Central University Foundation, and the 
Women’s National Pedagogical University—all of which 
are in Bogota—as well as universities in such other major 
cities as Medellin, Barranquilla, Cartagena, Popayan, and 
Cali. Private universities in Bogota include the University 
Foundation of Bogota, the Xavieran Pontifical University, 

and the University of the Andes. 
Welfare and health. Welfare services date to the 1930s. 

Social security programs include health and maternity 
benefits, workers’ compensation, and allowances for those 

unable to work. As in most Latin-American countries 
housing is in short supply, a problem that is especially 
serious in large cities, which attract a large migrant class 
that settles in slums. The Housing Institute deals with 
the problem, directing the construction of housing for the 
low-income rural and urban population. 
The Ministry of Public Health seeks to arouse the interest 

of individual communities in seeking solutions to health 
problems through independent efforts. Projects include the 
construction of systems to supply drinking water; public 
education in the matters of basic sanitation, home main- 

tenance, balanced diet, and personal cleanliness; and the 
control of industries and organizations whose operations 
might be hazardous to health. Malaria and dysentery are 
common health problems in the rural areas, particularly 
in the poorly drained lowlands. Hookworm is troublesome 
in the damp environments of the shaded cafetales, or 
coffee plantations. Yellow fever, once of serious concern 

in the port cities, has been eradicated. Although health 
conditions have improved, serious problems still exist, es- 
pecially among the poor and in remote areas. Many health 
problems are caused by malnutrition. 

CULTURAL LIFE 

Geography has caused local isolation to be an important 
factor in Colombian life, and cultural particularism is 
highly developed. People are often known by the depart- 
ment in which they live, and Antioquenos, Santandere- 
anos, Tolimenses, Narifenses, Bogotanos, and Boyacanses 

are recognized by their dress, diet, and speech. The most 
important social group is that of the Antioquefios, who 
migrated from Antioquia southward along the Cordilleras 
Central and Occidental during the 19th century. Number- 
ing almost 5,000,000, the Antioquefios grow about three- 
fourths of the nation’s coffee crop and control much of 
Colombia’s trade, banking, and industry. 
Cultural origins. Prior to the arrival of the first Eu- 

ropeans in the 16th century the aboriginal populations 
of the area that was to become Colombia had achieved 
impressive levels of cultural development. Because they 
built largely of wood and occupied a tropical area of gen- 
erally moderate to high rainfall, they left little evidence of 
their achievements. All groups had some form of social 
organization, but except for the Chibcha of the Cordillera 
Oriental, they were organized in small chiefdoms (cacigaz- 
cos) under chiefs (caciques), whose authority was sharply 
limited geographically. Agriculture, pottery making, and 
weaving were all but universal. Some tribes, like the 
Chibcha, Quimbaya, Tairona, Sint, and Calima had im- 
pressive skills in metalworking (especially goldsmithing), 
sculpture, and ceramics. The San Agustin culture, centred 
in the headwaters area of the Magdalena River, left giant 
anthropomorphic figures carved of stone that have been 
an enigma for archaeologists. While groups of Caribbean 
origin were warlike and practiced ritual cannibalism, oth- 
ers from the interior possessed a rich mythology and a 
religion that upheld ethical standards and norms on ques- 
tions of private ownership and the prevention of crime. 
Until the mid-1970s it was thought that no indigenous 

group had left any large architectural monuments—such 
as those erected by the Aztecs, Mayas, or Incas. The exca- 
vation, beginning in 1976, of a 1,500-acre city apparently 
built about AD 900 by the Tairona in the Santa Marta 
massif, however, marked a turning point in the study of 
Colombia’s prehistory. 
The Andean Indians, particularly the Chibcha, practiced 
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sedentary agriculture and were able to offer but small re- 

sistance to the Spanish invaders. Instead, they became the 
great biological and cultural contributors to the process of 
racial amalgamation, or mestizaje. The low demographic 
density of the pre-Hispanic population, its swift destruc- 
tion, and the relatively limited African immigration to 
Colombia led to the formation of a rather open society 
and to the substitution of Hispanic forms of culture for the 
indigenous ones. Since the 17th century the most widely 
used native language, Chibcha, has virtually disappeared. 
Since colonial times, Bogota—the Athens of South Amer- 

ica—has been the nation’s cultural centre, and most cul- 
tural institutions are located within the metropolitan area. 
Other cities of cultural importance include Cali, Medellin, 
Manizales, and Tunja. 
The arts. The arts in Colombia are fostered and de- 

veloped by conservatories and schools that function in 
several cities either in connection with the universities 
or independently and by the growing number of concert 
halls and galleries. Persons of middle income levels dis- 
play considerable curiosity and the desire to be informed 
about contemporary artistic developments, and this same 
eclectic spirit is found among the artists themselves. There 
is no distinct national school of art. 
The Nobel Prize for Literature awarded to Gabriel Garcia 

Marquez in 1982 provided recognition of a national liter- 
ary tradition that Colombians believe constitutes a basic 
element of the national character, as they boast that more 

poets than soldiers have occupied the presidency. Although 
historical themes dominated the earliest writing, the novel 
and poetry appeared in early colonial times. The European 
Enlightenment brought essays and the first scientific sur- 
veys in the 18th century; political and imaginative themes 
characterized the 19th century. Although poetry and the 
novel have remained strong in the 20th century, the focus 
has often been regional rather than national, personal as 
much as social. 
Handicrafts suffered a decline during the colonial period 

and into the early years of the republic but since the 
early 1930s have experienced a revival, especially in the 
production of textiles. There was also a revival in the 
manufacture of ceramics and pottery, chiefly in the mu- 
nicipalities of Raquira, El Espinal, and Malambo. Basket 
weaving, harness making, and passementerie (fancy edging 
or trimming on clothing or upholstery) are also popular. 
Popular traditions concerning manners and customs, mu- 

sic, legends, and food preparation continue in somewhat 
attenuated form in their places of origin. Perhaps the most 
deeply rooted folkloric form of expression is that of mu- 
sic. The tunes and melodies of the indigenous tribes are 
sung only in limited geographical areas. The music of the 
mestizo can be divided into that of the Andes, the plains, 
and the Atlantic Lowlands and the Pacific coast. Some 
music forms of the colonial period also have survived. 
Cultural institutions. The history and culture of Colom- 

bia’s indigenous peoples are revealed in several museums 
of outstanding reputation. The Gold Museum of Bogota 
contains a famous collection of goldwork, while the Bogota 
Museum of Colonial Art has a rich collection of criollo 
(i.e., by Spanish persons born in Colombia) religious 
sculpture and painting. The National Museum displays 
treasures and relics dating from prehistoric times to the 
present and possesses various collections of Colombian 
painting and sculpture. The July 20 Museum contains 
precious documents of the period of independence. 
No less important vehicles for the diffusion of culture 

are the National Library and the Bank of the Republic Li- 
brary, which contains a vast amount of reading material, 
exposition and music halls, and a concert theatre. Outside 
Bogota there are other institutions of this kind, including 
the Zea Museum in Medellin, and the House of Don Juan 
de Vargas, in Tunja. 
Recreation. Since the 1960s regional fairs have been 

held in various parts of the country to celebrate occurrences 
of local importance. They are government-subsidized and, 
with the aid of modern means of communication, have 
promoted and preserved popular tunes and dances as well 
as traditional costumes. Fiestas in Colombia vary locally, 
but the pre-Lenten carnival is especially celebrated nation- 
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ally, reaching a particular intensity along the Caribbean 
coast, especially in Barranquilla. 
Organized sports have grown steadily in popularity 

among the Colombians. Without question the most widely 
played and watched sport is football (soccer). Basketball 

and baseball draw an increasing number of fans, and 
golf, tennis, and skiing are enjoyed by the smaller num- 
bers who can afford them. Automobile and bicycle racing 
are also attractions. Perhaps the only indigenous sport is 
tejo, a game similar to quoits, which was derived from 
the Chibcha Indians. Colombians seem peculiarly to en- 
joy gambling, including government-sponsored lotteries, 
which fund social programs. Like many other Latin-Amer- 
ican peoples, Colombians enjoy bullfights, an inheritance 
of their Spanish culture. 

Press and broadcasting. Although freedom of the press 
has generally been established in Colombia, the degree to 
which the press can exercise its rights has been somewhat 
dependent upon the government in power. Newspapers 

have traditionally been the most widely available source of 
political information and have been the least controlled, 
while radio and television, regarded more as entertainment 
media, have received stricter government control. News- 
papers have often been the voices of particular political 
parties; two noted Bogota newspapers, E/ Tiempo and E/ 
Espectador, for instance, have usually been identified with 
the Liberal Party philosophy. 
For statistical data on the land and people of Colombia, 

see the Britannica World Data section in the BRITANNICA 
BOOK OF THE YEAR. (C.Ga./Ja.J.P.) 

History 

PRECONQUEST 

Even before the Spanish conquest, the western mountain- 
ous part of Colombia attracted the bulk of the population. 
The higher Indian cultures were found in this region, and 
the most favourable location for the growth of civilization 
was the high plateau in the Cordillera Oriental of the 
Colombian Andes. The present capital city of Bogota is 
located near the southern terminus of the plateau, which 
extends northward to the mountains dividing it from the 
drainage of the César River. There the Spanish found the 
major concentration of the Chibchan-speaking peoples. 
At the time of the Spanish conquest the Chibcha were 
in the process of consolidation by warfare. They had not 
achieved firm union and political institutions, and their 
other cultural traits had not attained the solidity and re- 
finement needed to resist cultural conquest. 

Except for the invading Carib peoples in the deep moun- 
tain valleys, there was a considerable similarity among 
the Chibcha, sub-Andean, and circum-Caribbean cultures 
of Colombia. All were characterized by intensive agricul- 
ture, fairly dense populations living in villages, organized 
religion, class divisions, and matrilineal inheritance of po- 
litical and religious offices. The sub-Andean culture in the 
Cordillera Central and the narrower portions of the Cauca 
Valley generally lacked the feature of large villages because 
of the unsuitability of the terrain. The more advanced 
Chibcha made war for political ends, using large forces 
armed with the dart and dart thrower. 
Geographic and climatic conditions placed limits to the 

development of the Chibcha and other cultures in Colom- 
bia. Of the total Indian population at the time of the 
conquest, probably about one-third were Chibcha. None 
of the larger domesticated animals and their wild related 
species found in the central Andes existed in Colombia. 
The Chibcha were adequate craftsmen, but their work 
shows more interest in utility or in the expression of ideas 
than in the attainment of the skilled workmanship striven 
for among some sub-Andean peoples. 

CONQUEST 

European exploration of the Colombian coastline was the 
work of Rodrigo de Bastidas, who in 1500-01 sailed the 
Caribbean coast from Cabo de la Vela to Nombre de 
Dios in Panama, and of Francisco Pizarro, who sailed 
the Pacific coast in 1525. Effective conquest of Colom- 
bia began in 1525 with the founding of Santa Marta on 

the north coast by Bastidas. In 1533 Pedro de Heredia 
founded Cartagena, which became one of the major naval 
and merchant marine bases of the Spanish empire. By the 
end of 1539 all but one of the major inland colonial cities 
had been founded, as well as the most important commu- 
nications centres along the routes connecting them. The 
capital city of Santa Fé de Bogota was founded by Gon- 
zalo Jiménez de Quesada in 1538. By mid-century the era 
of the conqueror drew to an end. 

COLONIAL PERIOD 

The audiencia. Establishment of the audiencia (an ad- 

ministrative and judicial tribunal) of Santa Fé de Bogota 
in 1549 opened the colonial era. The conquerors had or- 

ganized local governments in accordance with the terms 
of their contracts with the crown. The crown then rapidly 
repossessed the broad powers granted the conquerors and 
formed its own institutions to rule the empire. The gov- 

ernments of Popayan, Antioquia, Cartagena, Santa Marta, 
Riohacha, the New Kingdom of Granada (Bogota), and 

the anos of Casanare and San Martin were made subject 
to the new audiencia. The president of the audiencia was 
the executive head of government, subject to the viceroy 
of Peru in administrative matters. The difficulties of travel, 
however, impeded communications and checked central- 
ized control. The area declined in population after the 
conquest as a result of disease and the economic demands 
made upon the Indians. 

As elsewhere in the empire, the downward trend seems 

to have reversed itself at the end of the 17th and the 
beginning of the 18th century. Acculturation and inter- 
marriage rapidly destroyed most of the special cultural 
traits of many remaining Indians. Subordinate political 
Jurisdictions developed strong regional characteristics as a 
result of isolation, which fostered intense local loyalties 
and rivalries. The economy was based on mining and 
agriculture, but a small yet important textile industry had 
grown up in Socorro, north of Bogota, by the mid-18th 
century. Slavery was introduced during the conquest and 
became common in the placer-mining areas of the Choc6 
and western Antioquia and in the agricultural regions of 
the Cauca Valley, the lower Magdalena Valley, and the 
coastal lowlands. Indians were subject to the encomienda 
tribute, but by 1700 most of the privately held encomien- 
das had reverted to the crown, and they were rarely granted 
thereafter. During the era of the audiencia, from 1549 to 
1740, the population was politically quiet. The Roman 
Catholic Church played an important role, providing most 
welfare services and operating most schools. The church 
was an effective instrument of the crown, since the latter 
controlled much of its activity. 
Viceroyalty of New Granada. Creation of the Viceroy- 

alty of New Granada, which included present-day Colom- 
bia, Venezuela, and Ecuador, temporarily in 1717-23 and 
permanently in 1740, opened a new era. In the next 
decades the crown introduced political and economic mea- 
sures to reorganize and strengthen the empire by greater 
centralization of authority, improved administration and 
communication, and freer development and movement of 
trade within the empire. Population grew, trade increased, 
and prosperity touched the colonial subjects. There was 
a spurt of intellectual activity and the formation of a 
corps of Creole intellectuals and professional men, many 
in government positions. The small Creole officer corps 
came into being when Charles III, then king of Spain, 
authorized militia defense units in the colonies. A rela- 
tively large group of wealthy landowners and merchants 
constituted the economic community that supported these 
new groups. Between 1785 and 1810 in New Granada the 
outlook of the Creole upper and middle groups changed 
from resistance toward political and economic change in- 
troduced by government to a quest for specific changes 
in imperial policies. Thus in the Comunero Rebellion of 
1780-81 the Socorrans opposed change, while in 1809 
they proposed new policies leading to the free-enterprise 
system, the abolition of slavery, restrictions on govern- 
ment, and worldwide freedom of trade. 
Educational reforms played an important role in the 

changing outlook of the Granadines. Archbishop Caballero 
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y GOngora as viceroy (1782-88) made education one of 
his main interests. He modernized the program of studies 
in the schools, opened a school of mines, and initiated the 
botanical expedition under the able guidance of naturalist 
José Celestino Mutis. The new institute trained many of 
the major figures of the independence movement. The 
1790s were the decade in which the first newspaper and 
the theatre were introduced. A new interest in writing 
developed and intellectual gatherings for discussion were 
introduced. In 1808 the allegiance of the Granadines to 
the crown remained unquestioned except for a few in- 
dividuals. The once warm loyalty of the Creole middle 
and upper classes, however, was cooling under the pres- 
sure of economic interests, scandals in the royal family, 
and persistent social tension between Creole and Euro- 
pean Spaniards. 

REVOLUTION AND INDEPENDENCE 

The French invasion of Spain in 1808 caused an outburst 
of loyalty to king and country and excited grave concern 
for the church. Profound Granadine anxiety over the fate 
of the empire and conflicting courses of action attempted 
by colonial and peninsular subjects over control of govern- 
ment during the captivity of the Spanish king Ferdinand 
VII led to strife in New Granada and to declarations of 
independence. In 1810 the subordinated jurisdictions in 
New Granada threw out their Spanish officials, except in 
Santa Marta, Riohacha, modern Panama, and present- 
day Ecuador. The uprising in Bogota on July 20, 1810, is 
commemorated as independence day in Colombia. These 
new governments swore allegiance to Ferdinand VII and 
did not begin to declare independence until 1811. Idealists 
and ambitious provincial leaders desired federation. Creole 
leaders sought to centralize authority over the new govern- 
ments. A series of civil wars ensued, facilitating Spanish 
reconquest of the United Provinces of New Granada be- 
tween 1814 and 1816. A remnant of republican forces fled 
to the llanos of Casanare, where they reorganized under 
Francisco de Paula Santander, a Colombian general who 
remained a prominent figure in Granadine politics until 
his death in 1840. 
Any remaining loyalty to the crown was alienated by 

the punitive arbitrary conduct of the European and par- 
tisan troops. Their conduct gave validity to the attack on 
Spanish civilization that began late in 1810 and continued 
through the 19th century. The forces in Casanare joined 
those of SimO6n Bolivar in the Orinoco Valley of Venezuela. 
By 1819 arrangements for a regular government were 
completed, and a constitutional convention met at An- 
gostura (now Ciudad Bolivar, Venezuela) with delegates 
from Casanare and some Venezuelan provinces. In that 
same year Bolivar invaded New Granada and decisively 
defeated the Spanish forces on August 7 at Boyaca. There 
followed the decisive Battle of Carabobo, Venezuela, in 
1821 and that of Pichincha, Ecuador, in 1822. Mopping- 
up operations were completed in 1823, while Bolivar led 
his forces on to Peru. 
The Congress of Angostura laid the foundation for the 

formation of the Republic of Colombia (1819-30), which 
was generally known as Gran Colombia because it in- 
cluded what are now the separate countries of Colombia, 
Venezuela, and Ecuador. The republic was definitively or- 
ganized by the Congress of Cucuta in 1821. Prior to that 
time the government was highly military and strongly cen- 
tralized with direct executive power exercised by regional 
vice presidents while President Bolivar was campaigning. 
Organized as a centralized representative government, the 
republic had Bolivar as president and acting president 
Santander as vice president. 
Gran Colombia had a brief, virile existence during the 

war. Subsequent civilian and military rivalry for public 
office and regional jealousies led in 1826 to a rebellion 
in Venezuela led by Gen. José Antonio Paez. President 
Bolivar returned from Peru to restore unity but secured 
only the acknowledgment of his personal authority. As 
discontent spread it became clear that no group loved 
the republic enough to fight for its existence. By 1829 
Bolivar had divided the land into four jurisdictions under 
Venezuelan generals possessing civil and military author- 
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ity. Meanwhile the convention of Ocafia had failed to re- 
organize the republic, and the brief dictatorship of Bolivar 
(1828-30) had no better success. Bolivar then convoked 
the Convention of 1830, which produced a constitution 

honoured only in Nueva Granada (Colombia). During 
this convention Bolivar resigned and left for the northern 
coast, where he died near Santa Marta on Dec. 17, 1830. 

By that time Venezuela and Ecuador had seceded from 
Gran Colombia. Nueva Granada, a country of 1,500,000 

inhabitants in 1835, was left on its own (Colombia con- 
tinued to exercise control over Panama until 1903). 

(R.L.Ge./Ed.) 

THE REPUBLIC TO 1930 

Santander, the vice president under Bolivar and then 
leader of the opposition to Bolivar’s imperial ambitions 
in 1828, held the presidency from 1832 until 1837 and 
was the dominant political figure of that era. The 1830s 
brought some prosperity to the new nation, but a civil 
war that broke out in 1840 ended a nascent industrial 
development, disrupted trade, and discouraged local en- 
terprise. The seeds of political rivalry between liberals and 
conservatives had already been sown, and they bore fruit 
in the bloody revolution and costly violence that ravaged 
the country in the years between 1840 and 1903. 
Conservative—Liberal struggle, 1840-80. Colombia’s 

modern political history began in the late 1840s with the 
delineation of the Liberal and Conservative parties. Gen. 
Tomas Cipriano de Mosquera, a Conservative, during his 
first term as president (1845-49), replaced the government 
monopoly on tobacco sales with a private monopoly and 
expanded international trade. These changes increased the 
production and export of tobacco but reduced the tax 
income of the national government. 
In 1849 Gen. José Hilario Lopez, of the radical faction 

of the Liberal Party, became president. It later became 
his task to implement the reforms passed in 1850, which 
were to galvanize political sentiment and divide the coun- 
try politically and economically for half a century. The 
guiding principle of the radical Liberals under General 
Lopez was greater, liberty for the people of Colombia. His 
government ended slavery, ended communal ownership 
of Indian lands, diverted tax resources from the central to 
local governments, and eliminated a number of taxes and 
monopolies held by the central government. 
Rather than eliminating the institutional barriers to self- 

fulfillment by the people, however, the reforms of 1850 
tended to eliminate the traditional proscriptions that had 
stood as safeguards against the exploitation of the poor 
by the rich. The reforms, despite the liberal rhetoric that 
accompanied them, legalized, indeed encouraged, a re- 
distribution of landed property and tended to strengthen 
the position of the wealthy landowners, merchants, and 
professionals against the mass of poor Indians, peasants, 
and artisans. Since there were only 25,000 slaves (in a 
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country of 2,000,000 in 1851), the effects of manumission 
were small compared to those of the breakdown of the 

Indian communal system, which affected a third of the 
population. The Indians were induced to give up their 
little plots of land and the small amount of independence 
they enjoyed. Within a few years the ownership of Indian 
lands was concentrated in a few hands; the Indian had 

become a tenant, his land used for grazing cattle. 
But while class conflict seethed under the surface in 

Colombian society, the struggle between members and 
groups within the elite was more open. Two issues in par- 
ticular divided the upper class: first, whether a centralist or 
federalist political system would be the best arrangement 
for Colombia, and second, what role was appropriate for 
the Roman Catholic Church and particularly for its cler- 
ics in Colombian society. Adherents of federalism were 
strongest in the years between 1863 and 1880, during 
which years the country was called the United States of 
Colombia. Subsequent government publications were to 
refer to that period as the “Epoch of Civil Wars.” In 51 of 
the 240 months that passed in the 1860s and ’70s, there 
was some form of civil conflict taking place within the 
country. The Colombian army was so small that public 
order could not be maintained. 
The power of the anticlerical faction reached a peak in 

the early 1860s. A revolutionary government headed by 
Mosquera expropriated church lands in 1861, and a con- 
stitution adopted in 1863 guaranteed freedom of religious 
practice, thus bringing to an end the traditional intimate 
relationship between church and state in Colombia. 
The return of the Conservatives, 1880-1930. Both ac- 

tions were reversed during the period of Regeneration 
(1880-95) under Rafael Nifiez and the Conservatives who 
followed him. After further civil conflict in the 1880s 
Nifiez was able to promulgate a new constitution in 1886, 
to reestablish relations with the Vatican via the Concordat 
of 1887, and to promote some internal improvements and 
industrial development. But the political struggle between 
Liberals and Conservatives was far from over. Armed 
conflict reached its peak in the War of a Thousand Days 
(1899-1903). The estimates of the number of deaths in 
that struggle range from 60,000 to 130,000. 
The tragedy of civil war was followed by the loss of 

Panama. The Colombian Congress vacillated too long in 
considering a United States offer to build a canal across 
the isthmus, and in 1903 the Panamanians revolted against 

the government in Bogota and arranged for a treaty agree- 
ment providing for U.S. sovereignty in the 10-mile-wide 
Canal Zone in exchange for an agreement by the United 
States to build the canal and to provide a regular annual 
payment to Panama. Although the U.S. government later 
agreed to pay $25,000,000 to Colombia, the episode em- 
bittered Colombian-U.S. relations for many years. 
Colombia’s internal development quickened after 1905, 

with coffee exports expanding by nearly 10 percent per 
year between 1909 and 1928. At the beginning of the 
20th century Colombia supplied about 3 percent of world 
coffee exports; by 1923 its share had risen to nearly 10 
percent. In the late 1920s coffee accounted for some 18 
percent of the gross domestic product. 

COLOMBIA SINCE 1930 

The new dependence on exports was not without its pit- 
falls. In the late 1920s coffee, petroleum, and bananas 
accounted, respectively, for 69, 17, and 6 percent of total 

Colombian exports, and all three dropped precipitously 
in value during the Great Depression. This economic col- 
lapse had an immediate political result; the Conservatives 
were ousted from the presidency by Enrique Olaya Herre- 
ra (who served 1930-34). 

The era of the Liberals, 1930-46. During the presi- 
dency of Alfonso Lopez, from 1934 to 1938, a series 
of reforms, called the “Revolution on the March,” was 
instituted. The most important social act of the Lopez 
regime established effective occupancy as the legal basis 
for tenure (1936), thus upholding the rights of thousands 
of peasant squatters against the claims of landowners who 
had been holding land without using it productively. In 
the coffee-growing zone of Cundinamarca, west of Bogota, 

thousands of families obtained recognition of their owner- 
ship by occupation. Subsequent governments took a more 
conservative stance toward the question of land rights of 
the poor, but in 1961 continuing social pressure finally 
resulted in legislation to create the Colombian Institute 
of Agrarian Reform (Instituto Colombiano de Reforma 

Agraria). By the mid-1970s, more than 135,000 land titles 
had been distributed by the institute. 
Rapid industrial development started in the 1930s. Me- 

dellin became the principal producer of cotton textiles and 
other fabrics. The limited availability of imports because 
of the Depression enabled local manufacturing to get its 
start. The tendency toward substitution of home products 
for imports continued into the 1950s and 1960s, when 
Colombia became practically self-sufficient in production 
of consumer nondurables. By the early 1980s, however, 

manufacturing still accounted for the same one-fifth of 
the gross domestic product that it had in the early 1960s. 
Civil unrest, dictatorship, and democratic restoration, 

1946-70. Liberal hegemony continued through the 1930s 
and the World War II era. In the elections of 1946, how- 
ever, two Liberal candidates, Gabriel Turbay and Jorge 
Eliécer Gaitan, stood for election and thus split the Lib- 
eral vote. A Conservative, Mariano Ospina Pérez, took 
office, and Conservatives instituted crude reprisals against 
Liberals. On April 9, 1948, Gaitan, leader of the left wing 
of the Liberal Party, was assassinated in broad daylight in 
downtown Bogota. The resulting riot and property dam- 
age (estimated at $570,000,000 for the country as a whole) 
has come to be called the bogotazo. 
There is disagreement on whether the acts of violence 

began in 1930 when the Liberals came to power, in 1946 

with the Conservatives, or in 1948 with the death of Gai- 
tan. There is agreement that they sprang from a political 
feud between Liberals and Conservatives that had little to 
do with class conflict, foreign ideologies, or other matters 
extraneous to the Colombian scene. Authoritative sources 
estimate that some 200,000 persons lost their lives in the 
period known as La Violencia, between 1948 and 1962. 
The most spectacular aspect of the violence, however, was 
the extremes of cruelty perpetrated on the victims. The 
aggressive force unleashed by that political conflict has 
been a continuing problem of study for Colombians. 
La Violencia intensified under the regime of Laureano 
Gomez (1950-53), who attempted to introduce a fascist 
state. His excesses brought his downfall by military coup— 
Colombia’s first in the 20th century. Gen. Gustavo Rojas 
Pinilla assumed the presidency in 1953 and, aided by his 
daughter, Maria Eugenia Rojas, began an effort to end 
La Violencia and to stimulate the economy. Rojas was a 
populist leader who appealed to the masses and supported 
their call for the redress of grievances against the elite. 
Support for Rojas began to collapse when it appeared that 
he would not be able to fulfill his promises and when the 
economy faltered as a result of a disastrous fall in coffee 
prices in 1957. Rojas was driven from office in 1957 by a 
military junta. 
The arrangement for the National Front (Frente Na- 

cional) government—a coalition of Conservatives and Lib- 
erals—was made by Alberto Lleras Camargo, representing 
the Liberals, and Laureano Gémez, leader of the Con- 

servative Party, in the Declaration of Sitges (1957). The 
unique agreement provided for alternation of Conserva- 
tives and Liberals in the presidency, an equitable sharing 
of ministerial and other governmental posts, and equal 
representation on all executive and legislative bodies. The 
agreement was to remain in force for 16 years—equivalent 
to four presidential terms, two each for Conservatives and 
Liberals. The question of what governmental structure 
would follow the National Front was left unsettled. 
It had been contemplated that a Conservative would be 

the first to occupy the presidency in 1958. When the Con- 
servative Party could not agree on a candidate, however, 
the National Front selected Lleras Camargo, who had pre- 
viously served in that office for 12 months in 1945-46. 
During Lleras Camargo’s tenure an agrarian reform law 
was brought into effect, national economic planning for 
development got its start, and Colombia became the show- 
case of the Alliance for Progress (a U.S. attempt to further 
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economic development in Latin America). But severe eco- 
nomic difficulties were caused by low coffee prices and 
domestic unemployment. The Alliance increased Colom- 
bia’s economic dependence on the United States, which, to 
some Colombians, had serious disadvantages. By 1962 eco- 
nomic growth had come almost to a standstill. 

The degree of social tension was revealed when only 
about half of those eligible to vote did so in the 1962 pres- 
idential elections, which brought Guillermo Leén Valen- 
cia, a Conservative, to the presidency. During Valencia’s 
first year in office internal political pressures led to deval- 
uation of the peso, wage increases among unionized work- 
ers of some 40 percent, and the most rampant inflation 
since 1905. Extreme deflationary policies were applied in 
the next three years, raising the unemployment rates above 
10 percent in the major cities and turning even more 
Colombians against the National Front. Less than 40 per- 
cent of the electorate voted in the 1964 congressional elec- 

tions. Marxist guerrillas began appearing in Colombia 
during Valencia’s presidency, including the National Lib- 
eration Army (Ejército de Liberacién Nacional) and the 
Colombian Revolutionay Armed Forces (Fuerzas Armadas 
Revolucionarias de Colombia). 

Carlos Lleras Restrepo was the third National Front 
president (1966-70). He returned the economy to a 
sound footing and pushed through political reforms es- 
sential to an orderly end to the National Front (which 
seemed increasingly to constitute a monopoly of power 
by the Conservative-Liberal oligarchy). Semiautonomous 
government corporations expanded their services to the 
private sector: the capital and reserves of the Institute of 
Industrial Development (Instituto de Fomento Industri- 

al), for example, were increased more than ten-fold dur- 
ing 1967. Colombia achieved its best rate of economic 
growth near the end of the Lleras administration, when 
the real gross domestic product increased by some 7 per- 
cent. These successes were in part due to high coffee 
prices, as well as government policy. 
In the 1970 presidential election Misael Pastrana Borrero, 

the Conservative candidate backed by the National Front, 
nearly lost to former dictator Gustavo Rojas Pinilla be- 
cause the urban vote went strongly against the Front. (For 
the first time Colombia’s population was more than 50 
percent urban. A rapid migration from country to city cre- 
ated new urban interest groups—particularly in the lower 
middle and working classes—that felt unrepresented by the 
traditional parties.) Nonetheless, the traditional parties 
prevailed and were not again successfully challenged. 
The Conservative-Liberal rule. The process of change 

brought with it new political, economic, and social prob- 
lems, stemming from uneven development, unequal gains, 
and a growing perception that the benefits of higher in- 
come on average were not widely shared. The transition 
from National Front to moderate political competition be- 
tween Liberals and Conservatives in 1974 was reasonably 
smooth. Alfonso Lépez Michelsen of the Liberal Party 
served his four-year term as president (1974-78) and 
handed power to Julio César Turbay Ayala, a centrist Lib- 
eral. Low rates of voter participation continued, keeping 
alive fears that military alternatives to democratic elec- 
tions might be sought from the right or the left. In 1982, 
however, the Liberal vote was split, and Belisario Betancur 
Cuartas, the Conservative candidate, was elected president. 
The presidency of Betancur was marred by violence that 

tested Colombia’s long-term commitment to democracy. 
Terrorists kidnapped and held captive a number of foreign 
ambassadors, and, in 1984, extremists believed to be linked 
to the international drug trade assassinated the minister of 
justice. In 1985, guerrillas entered the Palace of Justice in 
Bogoté and held a number of captives before being ex- 
pelled by military personnel with a loss of life estimated at 
roughly 100, including several Supreme Court judges. 
These events indicated growth in the power of drug traf- 
fickers and an apparent inability of the government to con- 
trol terrorist activities. (W.P.McG.) 
The presidency of Virgilio Barco Vargas, a former mayor 

of Bogota, began in August 1986 with hopes for improving 
civil order and reversing the long-term decline in the rate 
of economic growth. However, guerrilla attacks became 

Colombia 583 

more commonplace, and paramilitary groups caused even 

more deaths than the leftist insurgents. Drug cartels, espe- 
cially that of Medellin, also began using terror to increase 
their bargaining power with the government. As a result, 
homicide became the leading cause of death in the coun- 
try, and 1989 was the most violent year in Colombia’s his- 
tory, with more deaths per capita from violence than 
during any year of La Violencia. 
The discovery in 1985 of a large petroleum reserve pro- 

vided a major economic boost. Ironically, the drug trade 
was at times an economic asset, making annual trade 
balances positive when they were negative for legal 
goods. Further, as drug dealers became wealthier, they 

spent money refining cocaine, organizing groups for pro- 
tection, and constructing buildings (both residential and 
commercial). 
In 1990 drug traffickers killed three presidential candi- 

dates, including the poll-leading Liberal Luis Carlos Galan, 
and hundreds of other people. Despite threats of terrorism, 
however, about half of the electorate voted in the peaceful 
May election, which was won by former finance minister 
and hard-line anti-drug candidate César Gaviria Trujillo of 
the Liberal Party. Gaviria negotiated with rebel leaders, 
struck plea-bargain agreements with drug cartel chiefs, and 
called a constitutional assembly, which replaced the 1886 
document with the constitution of 1991. 
The constitutional changes were significant, at least on 

paper. Presidents, who were limited to one term, were to 
be elected by an absolute majority, with a second-round 
vote if necessary. The Senate was to be elected by a na- 
tional constituency, which in theory gave minority parties 
a chance to elect a senator with only 1 percent of the vote. 
New electoral rights (including initiative and recall) were 
instituted, and a new National Prosecutor’s Office (Fis- 
calia) was set up to make the Colombian prosecutorial sys- 
tem more like that of the United States. 
The Gaviria government continued the economic open- 

ing begun by Barco. In keeping with the neoliberal mood 
throughout Latin America, Colombia lowered tariffs on 
imports, removed subsidies for the poor, and limited the 
government’s role in the economy. 
Gaviria’s negotiations with the guerrilla groups yielded no 

agreements. Plea bargaining did lead to the surrender of 
most leaders of the Medellin cartel, although the most no- 
table one, Pablo Escobar, escaped after only 13 months in 
jail. (He was subsequently killed by government forces fol- 
lowing an extensive manhunt.) 
The 1994 presidential election was won in the second 

round by Ernesto Samper Pizano, a Liberal, over Conser- 
vative Andrés Pastrana. During the Samper presidency the 
leaders of the Cali cartel surrendered and were tried and 
sent to jail. However, Samper’s presidency was tainted by 
Pastrana’s accusation that Samper had bargained with the 
Cali drug cartel for campaign contributions. Violence in- 
creased, and the paramilitary groups founded a national 
organization. The 1998 election was won by Pastrana, who 
soon faced a severe economic downturn. Pastrana also re- 
newed negotiations with rebel groups and granted them de 
facto control over a large portion of the southern state of 
Caqueta. In 2000 the U.S. Congress approved a controver- 
sial aid program, which provided military assistance to 
help control the cocaine trade. (Ed.) 

For later developments in the history of Colombia, see the 
BRITANNICA BOOK OF THE YEAR. 
For coverage of related topics in the Macropedia and Mi- 

cropedia, see the Propedia, sections 951, 966, and 974, 

and the Index. 
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Biological Coloration 
iological coloration is the general appearance of an 

B organism as determined by the quality and quantity 
of light that is reflected or emitted from its sur- 

faces. Coloration depends upon several factors: the colour 
and distribution of the organism’s biochromes (pigments), 
particularly the relative location of differently coloured 
areas; the shape, posture, position, and movement of the 
organism; and the quality and quantity of light striking 
the organism. The perceived coloration depends also on 
the visual capabilities of the viewer. Coloration is a dy- 
namic and complex characteristic and must be clearly 
distinguished from the concept of “colour,” which refers 
only to the spectral qualities of emitted or reflected light. 
Many evolutionary functions have been suggested for 

the effects of coloration on optical signaling. An organ- 
ism with conspicuous coloration draws attention to itself, 

with some sort of adaptive interaction the frequent result. 
Such “advertising” coloration may serve to repel or attract 
other animals. While conspicuous coloration emphasizes 
optical signals and thereby enhances communication, col- 
oration may, conversely, suppress optical signals or create 
incorrect signals and thereby reduce communication. This 
“deceptive” coloration serves to lessen detrimental or mal- 
adaptive interactions with other organisms. 
Coloration may also affect an organism in ways other 

than its interaction with other organisms. Such nonop- 
tical functions of coloration include physiological roles 
that depend on the molecular properties (e.g., strength 
and type of chemical bonds) of the chemicals that create 
colour. For example, dark hair is mechanically stronger 
than light hair, and dark feathers resist abrasion better 
than light feathers. Coloration may also play a part in 
the organism’s energy budget, because biochromes create 
colour by the differential reflection and absorption of so- 
lar engery. Energy absorbed as a result of coloration may 
be used in biochemical reactions, such as photosynthesis, 
or it may contribute to the thermal equilibrium of the 
organism. Nonoptical functions of coloration also include 
visual functions in which coloration or its pattern affects 
an animal’s own vision. Surfaces near the eye may be 
darkly coloured, for instance, to reduce reflectance that 
interferes with vision. 
Emitted light, the product of bioluminescence, forms a 

portion of the coloration of some organisms. Biolumines- 
cence may reveal an organism to nearby animals, but it 
may also serve as a light source in nocturnal species or 
in deepwater marine animals such as the pinecone fishes 
(Monocentris). These fishes feed at night and have bright 
photophores, or bioluminescent organs, at the tips of their 
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lower jaws; they appear to use these organs much like 
tiny searchlights as they feed on planktonic (minute float- 
ing) organisms. 
Because many pigments are formed as the natural or 

only slightly modified by-products of metabolic processes, 
some coloration may be without adaptive function. Non- 
functional coloration can, for example, be an incidental 

effect of a pleiotropic gene (a gene that has multiple ef- 
fects), or it can result from pharmacological reaction (as 
when the skin of a Caucasian person turns blue in cold 
water) or from pure chance. It seems unlikely, however, 
that any apparently fortuitous coloration could long escape 
the process of natural selection and thus remain totally 
without function. 
Regardless of its adaptive advantages, a particular col- 

oration or pattern of coloration cannot evolve unless it 
is within the species’ natural pool of genetic variability. 
Thus a species may lack a seemingly adaptive coloration 
because genetic variability has not included that coloration 
or pattern in its hereditary repertoire. 
Because humans are highly visual animals, we are nat- 

urally interested in and attentive to biological coloration. 
Human attention to coloration ranges from the purely aes- 
thetic to the rigidly pragmatic. Soft, pastel colorations aid 
in increasing work efficiency and contribute to tranquil 
moods; bright, strongly contrasting colours seem to con- 
tribute to excitement and enthusiasm. These phenomena 
may be extensions of the basic human response to the soft 
blue, green, and brown backgrounds of the environment as 
opposed to sharply contrasting warning colorations found 
on many dangerous organisms. It is possible that much of 
the aesthetic value humans attach to coloration is closely 
related to its broad biological functions. 
Human interest in coloration has led to biological stud- 

ies. The classical work by the Moravian abbot Gregor 
Mendel on inherited characteristics, based largely on plant 
coloration, formed the foundation for modern genetics. 
Coloration also aids in the identification of organisms. It 
is an easily perceived, described, and compared character- 
istic. Related species living in different habitats, however, 

frequently have strikingly different colorations. Since col- 
oration is susceptible to alteration in various functional 
contexts, it usually lacks value as a conservative character- 
istic for determining systematic relationships between all 
but the most closely related species. 
Related articles of interest include BEHAVIOUR, ANIMAL; 

MIMICRY. (G.S.Lo./E.H.B.) 

This article is divided into the following sections: 

Camouflage 
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Structural and biochemical bases for colour 

Organisms produce colour physically, by submicroscopic 

structures that fractionate incident light into its compo- 
nent colours (schemochromes); or chemically, by natural 

pigments (biochromes) that reflect or transmit (or both) 
portions of the solar spectrum. Pigmentary colours, being 
of molecular origin, may be expressed independently of 
structural colour and are not altered by crushing, grinding, 
or compression. Structural colours are often reinforced by 
the presence of biochromes and are altered or destroyed 
by crushing, grinding, or compression. 

STRUCTURAL COLOURS (SCHEMOCHROMES) 

The physical principles of total reflection, spectral inter- 
ference, scattering, and, to some extent, polychromatic 
diffraction, all familiar in reference to inanimate objects, 
are also encountered among tissues of living forms, most 
commonly in animals. In plants these physical principles 
are exemplified only by the total reflection of white light 
by some fungi and bacteria and by the petals of some 
flowers and barks, and by some spectral interference in 
certain sea plants. 
Reflection. Total reflection of light—which imparts 

whiteness to flowers, birds’ feathers, mammalian hair, and 
the wings of certain butterflies—often results from the sep- 
aration of finely divided materials by minute air spaces. 
Secretions or deposits in tissues may also contribute to the 
whiteness; for example, the fat and protein in mammalian 
milk and the calcium carbonate in the shells of mollusks, 

crustaceans, certain echinoderms, corals, and protozoans. 

Interference. Fractionation of white light into its com- 
ponents occurs in organisms (chiefly animals) through 
interference: the incident light penetrates the animal struc- 
ture and is reflected back through successive ultrathinly 
layered films, giving striking iridescence, even in diffuse 
light, as a result of the asynchrony between the wave- 
lengths of visible light that enter and those that return. 
Brilliant interference colours may display variety or be 

predominantly of one kind, depending upon the relative 
thicknesses of layers and interlaminar spaces giving rise 
to the colours. Such colours also are changeable with the 
angle of vision of the viewer. 
Purely prismatic refraction of light (sometimes confused 

with interference iridescence) is probably rare in animals 
and is limited to instances in which direct beams of light 
impinge upon certain microcrystalline deposits. Polychro- 
matic diffraction—e.g., by natural, fine gratings or regular 
fine striations—may be observed among certain insects, 
but, like prismatic refraction, it is conspicuous only when 
a direct beam of light strikes such structures and they are 
viewed at an angle. 

Scattering. A special instance of diffraction, often re- 
ferred to as the Tyndall effect (after its discoverer, the 
19th-century British physicist John Tyndall), results in the 
presence of blue colours in many animals. The Tyndall 
effect arises from the reflection of the shorter (blue) waves 
of incident light by finely dispersed particles situated above 
the dark layers of pigment, commonly melanin deposits. 
In these blue-scattering systems, the reflecting entities— 
whether very small globules of protein or lipid, semisolid 
substances in aqueous mediums, or very small vesicles of 
air—are of such small size as to approximate the shorter 
wavelengths of light (about 0.4 micron). The longer waves, 
such as red, orange, and yellow, pass through such medi- 
ums and are absorbed by the dark melanin below; the 
short waves, violet and blue, encounter bodies of ap- 
proximately their own dimensions and consequently are 
reflected back. 
Two types of coloration may act in combination; in 

some instances, for example, structurally coloured and 
pigmented layers may be superimposed. Most of the greens 
found in the skin of fishes, amphibians, reptiles, and birds 
do not arise from the presence of green pigments (although 
exceptions occur); rather, they result from the emergence 
of scattered blue light through an overlying layer of yellow 
pigment. Extraction of the yellow pigment from the over- 
lying cuticle of a green feather or of a reptilian skin leaves 
the object blue. (D.L.F./E.H.B.) 

PIGMENTS (BIOCHROMES) 

Plants and animals commonly possess characteristic pig- 
ments. They range in plants from those that impart the 
brilliant hues of many fungi, through those that give rise 
to the various browns, reds, and greens of species that 

can synthesize their food from inorganic substances (au- 
totrophs), to the colourful pigments found in the flowers 
of seed plants. The pigments of animals are located in 
nonliving skin derivatives such as hair in mammals, feath- 

ers in birds, scales in turtles and tortoises, and cuticles 

and shells in many invertebrates. Pigments also occur 
within living cells of the skin. The outermost skin cells 
may be pigmented, as in humans, or special pigment- 
containing cells, chromatophores, may occur in the deeper 
layers of the skin. Depending on the colour of their pig- 
ment, chromatophores are termed melanophores (black), 

erythrophores (red), xanthophores (yellow), or leucophores 
(white). (F.A.B.) 
Chemical and biochemical features. The colour of a 

chemical compound depends on the selective absorption 
of light by molecules whose size or vibrational wave- 
lengths or both lie between 3000 and 7000 angstroms (one 
angstrom equals 10~’ millimetre). Selective absorption of 
visible light results from retardation in the relative speed 
or vibrational frequency of the many rapidly vibrating 
electron pairs found in a compound. Sufficient modifica- 
tion in the frequency of vibration imparts to the whole 
molecule a special motion, or chemical resonance, that 

absorbs entering light rays of matching frequency with the 
evolution of heat; the residual, unabsorbed light is trans- 
mitted to the eye. 

If the molecular resonance involves short, rapid waves, 
the shorter visible light waves are absorbed (i.e., violet 
and blue) and the compound appears yellow or orange; 
red-appearing substances, having slightly longer resonance 
values, absorb light from the blue and green regions; and 
blue and green compounds result from cancellation of 
light in the red or orange realms. Black substances absorb 
all light equally and completely; white compounds absorb 
no light in the visible spectrum. The colour reflected by 
a pigment usually includes all the wavelengths of visible 
light except the absorbed fraction; the observed colour of 
a compound thus depends upon the dominant wavelength 
reflected or transmitted. 

The more important natural pigments may be grouped 
into (1) classes whose molecules lack nitrogen and (2) 
those that contain nitrogen. Of the nonnitrogenous pig- 
ments, by far the most important, conspicuous, and widely 
distributed in both plants and animals are the carotenoids. 
Naphthoquinones, anthraquinones, and flavonoids are 
other nitrogen-free pigments that occur in animals, all be- 
ing synthesized originally in plants, as are the carotenoids. 
But unlike the carotenoids, the others have a limited 
distribution in animals, and little is known of their physi- 
ological attributes in either kingdom. 
Prominent among the nitrogenous biochromes are the 

tetrapyrroles, including both the porphyrins (i.e., the red 
or green heme compounds present in the blood of many 
animals and the green chlorophylls of many plants) and 
the bile pigments, which occur in many secretions and 
excretory products of animals and in plant cells. Equally 
prominent are the melanins, which are dark biochromes 
found in skin, hair, feathers, scales, and some internal 
membranes; they represent end products from the break- 
down of tyrosine and related amino acids. 
Below are outlined the basic colours, sources, and 

metabolic features of some representative biological pig- 
ments. 
Carotenoids. The carotenoids constitute a group of yel- 

low, orange, or red pigments of almost universal distribu- 
tion in living things. Carotenoids generally are insoluble 
in water but dissolve readily in fat solvents such as alco- 
hol, ether, and chloroform. They are readily bleached by 
light and by exposure tq atmospheric oxygen and are also 
unstable in acids such as sulfuric acid. 
Carotenoids occur as two major types: the hydrocarbon 

class, or carotenes, and the oxygenated (alcoholic) class, 
or xanthophylls. Some animals exhibit a high degree of 
selectivity for the assimilation of members of one or the 
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other class. The horse (Equus caballus), for instance, ab- 
sorbs through its intestine only the carotenes, even though 
its green food contains mostly xanthophylls; the domestic 
hen (Gallus domesticus), on the other hand, stores only 
members of the xanthophyll class, as do many fishes and 
invertebrates. Other animals, including certain frogs, Octo- 

pus species, and humans, assimilate and store both classes 
in the liver and in fat deposits. 
Carotenoids are synthesized by bacteria, fungi, algae, 

and other plants to highly evolved flowering forms, in 
which they are most conspicuous in petals, pollen, fruit, 
and some roots—e.g., carrots, sweet potatoes, tomatoes, 
and citrus fruits. All animals and protozoans contain 
carotenoids, although the blood plasma of a number of 
mammals (e.g., swine, sheep, goats, some carnivores) is al- 
most entirely free of these pigments. The livers of animals 
often yield carotenoids; all animals depend upon a nutri- 
tional supply of vitamin A or one of its precursors, such 
as carotene, for maintenance of normal metabolism and 
growth. Carotenoids are relatively more concentrated in 
such structures as ovaries, eggs, testes (some animals), the 
liver (or the liver-like analogue of invertebrates), adrenal 
glands, skin, and eyes. In birds, carotenoid pigmentation 
may be conspicuous in the yellow tarsal (lower leg) skin, 
external ear, body fat, and egg yolk (especially in poultry) 
and in red-coloured feathers. Carotenoids are also found 
in the wings or wing covers of many insects and in the 
milk fat of cattle. 
Quinones. The quinones include the benzoquinones, 

naphthoquinones, anthraquinones, and polycyclic qui- 
nones. 
Benzoquinones. Benzoquinones occur in certain fungi 

and in roots, berries, or galls (abnormal growths) of higher 
plants, from which they can be recovered as yellow, orange, 
red, violet, or darker coloured crystals or solids. Small 
quantities of pale-yellow crystals of coenzyme Q, often 
called ubiquinones, are almost universally distributed in 
plants and animals. The ubiquinones impart no recogniz- 
able coloration to an organism because of their very small 
concentrations; they play an important role, however, as 
respiratory enzymes in catalyzing cellular oxidations. 
Naphthoquinones. Naphthoquinones are encountered 

in some bacteria and in the leaves, seeds, and woody parts 
of higher plants. They can be recovered as yellow, orange, 
red, or purple crystals. They are soluble in organic sol- 
vents and have been used extensively as dyes for fabrics. 
Among the naphthoquinones of biochemical and physi- 
ological importance are the K vitamins. Another series 
within the naphthoquinone class manifests conspicuous 
red, purple, or sometimes green colours in a few animal 

types. These are the echinochromes and spinochromes, so 
named because they are conspicuous in tissues and in the 
calcareous tests (shells) of echinoids, or sea urchins. 
Anthraquinones. The anthraquinones occur widely in 

plants but in only a few animals. These brilliantly coloured 
compounds have found wide application as dyes and as 
chemical indicators of acidity or alkalinity. 
Polycyclic quinones. The polycyclic quinones occur in 

some bacteria, fungi, and parts of higher plants, One of 
the more interesting representatives is the aphin group, so 
called because of their initial recovery from the hemolymph 
(circulating fluid) of several coloured species of aphids; 
aphids parasitize plants, as do the other quinone-assimi- 
lating insects. 
Flavonoids. The biochromes in the class of flavonoids, 

another instance of compounds lacking nitrogen, are ex- 
tensively represented in plants but are of relatively mi- 
nor and limited occurrence in animals, which rely on 
plants as sources of these pigments. Flavonoids con- 
sist of a 15-carbon skeleton compound called flavone 
(2-phenylbenzopyrone), in which one or more hydrogen 
atoms (H) is replaced either by hydroxyl groups (—OH) 
or by methoxyl groups (—OCH,). Flavonoids occur in 
living tissue mainly in combination with sugar molecules, 
forming glycosides. Many members of this group, notably 
the anthoxanthins, impart yellow colours, often to flower 
petals; the class also includes the anthocyanins, which are 
water-soluble plant pigments exhibiting orange-reds, crim- 
son, blue, or other colours. 

Coloration 

Anthoxanthins. The variety of anthoxanthins is greater 
than that of anthocyanins, and new anthoxanthins are con- 
tinuously being discovered. A prominent flavonoid is the 
pale-yellow flavonal quercitin, first isolated from an oak 
(Quercus) but widely distributed in nature. A weak acid, it 
combines with strong acids to form orange salts, which are 
not very stable and readily dissociate in water. Quercitin is 
a strong dyestuff; it yields more than one colour, depend- 
ing on the mordant used. A yellow pigment isolated from 
the wings of the butterfly Melanargia galatea possesses 
chemical properties closely allied to those of quercitin. 
Other well-known anthoxanthins include chrysin, found in 
the leaf buds of the poplar (Populus), and apigenin, found 
in the leaves, stem, and seeds of parsley (Petroselinum) 
and the flowers of the camomile (Anthemis). 
Anthocyanins. The anthocyanins are largely responsible 

for the red colouring of buds and young shoots and the 
purple and purple-red colours of autumn leaves. The red 
colour:becomes apparent when the green chlorophyll de- 
composes with the approach of winter. Intense light and 
low temperatures favour the development of anthocyanin 
pigments. Some leaves and flowers lose anthocyanins on 
reaching maturity; others gain in pigment content during 
development. Often an excess of sugars exists in leaves 
when anthocyanins are abundant. Injury to individual 
leaves may be instrumental in causing the sugar excess in 
such cases. Anthocyanins also occur in blossoms, fruits, 
and even roots (e.g., beets) and occasionally in larval and 
adult flies and in true bugs (Heteroptera). 
A typical anthocyanin is red in acid, violet in neutral, 

and blue in alkaline solution. Thus, the blue cornflower, 
the bordeaux-red cornflower, the deep-red dahlia, and the 

red rose contain the same anthocyanin, the variation in 
colour resulting from the different degrees of acidity and 
alkalinity of the cell sap. More than one anthocyanin may 
be present in a flower or blossom, and the colours of many 
flowers are caused by the presence of both anthocyanins 
and plastid pigments in the tissues. Moreover, small ge- 
netic changes in varieties or species may be associated 
with the development of different anthocyanins. 
No physiological functions seem to have been definitely 

established for the flavonoids in animals and plants. It has 
been pointed out, however, that flower colour is valuable 
in attracting bees, butterflies, and other pollen-transport- 
ing visitors that implement fertilization in plants; brightly 
coloured fruits have improved seed dispersal by animals 
attracted to them as food. 
Tetrapyrroles, porphyrins, and their derivatives. A bio- 

logically important class of water-soluble, nitrogenous 16- 
membered ring, or cyclic, compounds is referred to as por- 
phyrins. The elementary structural unit of all porphyrins is 
a large ring itself composed of four pyrrole rings, or cyclic 
tetrapyrroles. This basic compound is known as porphin. 
Porphyrins combine with metals (metalloporphyrins) and 

protein. They are represented by the green, photosynthetic 
chlorophylls of higher plants and by the hemoglobins in 
the blood of many animals. 
Porphyrins. Many invertebrates display in their skins or 

shells porphyrin pigments (or salts of them), some showing 
fluorescence (i.e., the emission of visible light during expo- 
sure to outside radiation). In addition, various porphyrins 
occur in secretory and excretory products of animals, and 
some kinds, predominantly the phorbides, which result 
from the breakdown of chlorophyll, have been recovered 
from ancient natural deposits such as coal and petroleum 
and from muds of long-buried marine and lacustrine 
strata. Ooporphyrin is responsible for the red flecks on 
the eggshells of some plovers and many other birds. The 
African turacos (Musophagidae) secrete a copper salt of 
uroporphyrin III into their wing feathers. This deep-red 
pigment, turacin, is readily leached from the feathers by 
water containing even traces of alkali. The green plumes 
of these birds owe their colour to the presence of tura- 
coverdin, a derivative of turacin. 
Hemoglobins. Hemoglobins are present in the red 

blood cells of all vertebrate animals and in the circula- 
tory fluids of many invertebrates, notably annelid worms, 
some arthropods, echinoderms, and a few mollusks. The 
hemoglobin molecule consists of a heme fraction and a 
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globin fraction; the former consists of four pyrrole moi- 
eties (porphin) with a ferrous iron (Fe2+) atom in the 
centre. The globin fraction is a protein that may constitute 
more than 90 percent of the total molecular weight of 
hemoglobin. Hemoglobins have the capacity to combine 
with atmospheric oxygen in lungs, gills, or other respira- 
tory surfaces of the body and to release oxygen to tissues. 
They are responsible for the pink to red colours observed 
in combs and wattles of birds and in the skin of humans 
and other primates. Particularly prominent are portions of 
the face, buttocks, and genital areas of baboons. 
Chlorophylls. Chlorophyll is one of the most impor- 

tant pigments in nature. Through the process of photo- 
synthesis, it is capable of channeling the radiant energy 
of sunlight into the chemical energy of organic carbon 
compounds in the cell. For a detailed account of this 
process, see PHOTOSYNTHESIS. A pigment very much like 
chlorophyll was probably the first step in the evolution 
of self-sustaining life. Chlorophyll exists in several forms. 
Chlorophylls a and 6 are the chief forms in higher plants 
and green algae; bacteriochlorophyll is found in certain 
photosynthetic bacteria. 
The chlorophylls are magnesium porphyrin compounds 

in which a cyclic tetrapyrrole is attached to a single central 
magnesium atom. They contain two more hydrogen atoms 
than do other porphyrins. The various forms differ in mi- 
nor modifications of side groups attached to the pyrrole 
groups. In higher plants, chlorophyll is bound to proteins 
and lipids aschloroplastin in definite and specific lamina- 
tions in bodies called chloroplasts. The combination of 
chlorophyll with protein in chloroplastin is of special sig- 
nificance, because only as a result of the combination is 
chlorophyll able to remain resistant to light. 
Bilins. Among the metabolic products of certain por- 

phyrins, including the heme portion of hemoglobin, is a 
series of yellow, green, red, or brown nonmetallic com- 

pounds arranged as linear, or chain, structures rather 
than in the cyclic configuration of porphyrins. These are 
the so-called bilins, or bilichromes. Small quantities of 
the red waste compound, bilirubin (C,,;H,,O,N,); a green 
product formed from it by the removal of two hydrogen 
atoms, biliverdin (C,,H,,0,N,); and various other chemi- 
cally similar compounds occur in normal tissues and may 
be conspicuous in excretory or secretory materials under 
normal circumstances and certain pathological conditions. 
The bile pigments, although first identified in mammalian 
tissues or products (e.g., in the bile of the gall bladder), are 
by no means confined thereto. Various members of the 
bilichrome series are encountered in invertebrates, lower 
vertebrates, and in red algae and green plants. 
Although the bile pigments of animals arise in all prob- 

ability from the catabolism of heme precursors, there is 
evidence that bilirubin, accompanied by iron salts, pro- 
motes the synthesis of new hemoglobin when injected into 
humans, dogs, or rabbits suffering from secondary anemia. 
In addition to the chlorophylls, plants also contain lin- 

ear bilichromes, which have especially important roles 
in green plants. Among them are the blue phycocyanins 
and the red phycoerythrins, which serve, in red algae, as 
accessory pigments in photosynthesis. Another example is 
phytochrome, a bilichrome pigment of blue colour, which, 
although present in very minute quantities in green plants, 
is indispensable in various photoperiodic processes. 
Phytochrome exists in two alternative forms: Py6o and 

P39. Of these, P,3) triggers the germination and respira- 
tion of seeds (and of spores of ferns and mosses), the 
flowering of long-day plants (or inhibition of flowering in 
short-day plants), etiolation (growth in darkness), cuticle 
coloration, anthocyanin synthesis (e.g., in apples, red cab- 
bage, and turnips), and several structural and physiological 
responses. Pre is capable of reversing many physiological 
reactions initiated by P,3. Even very brief exposures to 
light absorbed by Pye delays flowering in some short-day 
plants otherwise geared to flower by previous exposure to 
light of such wavelength that only the P53) phytochrome 
is involved. Much yet remains to be learned about the 
biochemistry of phytochromes and the reactions catalyzed 
or otherwise regulated by them. 
Indole pigments. Melanins. These pigments produce 

buff, red-brown, brown, and black colours. Melanins oc- 
cur widely in the feathers of birds; in hair, eyes, and skin 
of mammals, including humans; in skin or scales or both 
of many fishes, amphibians, and reptiles; in the ink of 
cephalopods (octopus, squid); and in various tissues of 
many invertebrates. 
Melanins are polymers (compounds consisting of repeat- 

ing units) of variable mass and complexity. They are 
synthesized from the amino acid tyrosine by progressive 
oxidation, a process catalyzed by the copper-containing en- 
zyme tyrosinase. Extractable in very dilute alkali, melanins 
are also soluble when fresh and undried in very dilute acid 
solutions; they are bleached by hydrogen peroxide, which 
is sometimes applied to growing hair to create a blond 
effect, and by chlorine, chromate, and permanganate. 
Pale-yellow, tawny, buff, reddish, brown, and black 

colours of hair and some feathers can arise from the 
presence of melanins in various phases of formation or 
subdivision in granules. The dark, light-absorbing sublay- 
ers of melanin that intensify reflected structural (Tyndall) 
blues or iridescent displays in feathers were mentioned 
above. Black melanins and brown melanoproteins occur 
in many invertebrate animals. Certain worms and many 
crustaceans and mollusks exhibit melanism in the skin. 
The degree of natural melanization depends upon rela- 

tive concentrations of copper and of the copper-containing 
enzyme tyrosinase. Dark hairs contain higher traces of 
copper than pale hairs do; should the intake of copper fall 
substantially below a fraction of a milligram per day, new 
fur emerges successively less dark. This trend is reversed 
by restoring sufficient copper to the diet. 
All human skin except that of albinos contains greater 

or lesser amounts of melanin. In fair-skinned persons the 
epidermis, or outermost layer of the skin, contains little of 
the pigment; in the dark-skinned races epidermal deposits 
of melanin are heavy. On exposure to sunlight, human 
epidermis undergoes gradual tanning with increases in the 
melanin content, which helps to protect underlying tis- 
sues from injurious sun rays (see also INTEGUMENTARY 
SYSTEMS). 

Indigoids. Like melanins, the indigo compounds are 
excretory metabolic breakdown products in certain ani- 
mals. But, in contrast to the melanins, their distribution as 
conspicuous pigmentary compounds is very limited, and 
they are not dark but red, green, blue, or purple. 

One of the most common members of this group is in- 
digo, or indigotin, which occurs as a glucoside (i.e., chem- 
ically combined with glucose) in many plants of Asia, the 
East Indies, Africa, and South America. It has long been 
used as a blue dye. 
Phenoxazones and sclerotins. Once confused with 

melanins, biochromes such as phenoxazones and scler- 
otins show a similar colour series (yellow, ruddy, brown, 
or black). Genetic research, notably with reference to eye 
pigments of the fruitfly, Drosophila melanogaster, has 
resulted in the description of a class of so-called om- 
mochromes, which are phenoxazones. The ommochromes 
not only are conspicuous in the eyes of insects and 
crustaceans but have also been detected in the eggs of 
the echiurid worm Urechis caupo and in the changeable 
chromatophores in the skin of cephalopods. In addition 
to being responsible for the brown, vermilion, cinnabar, 
and other colours of insect eyes, ommochromes are also 
sometimes present in the molting fluid and integument. 
They are distinguished from the melanins by solubility 
in formic acid and in dilute mineral acids, by manifes- 
tation of violet colours in concentrated sulfuric acid, and 
by showing reversible colour changes with oxidizing and 
reducing agents. The ommochromes, which are derived 
from breakdown of the amino acid tryptophan, include 
ommatins and ommins. The ommatins, although complex 
in chemical structure, are relatively small molecules. The 
ommins are large molecules, in which the chromogenic 
moiety is seemingly condensed with longer chains, such 
as peptides (amino acids linked together). 
Sclerotins arise as a result of an enzyme-catalyzed tanning 

of protein. Certain roaches secrete a phenolase enzyme, 
the glucoside of a dihydroxyphenol, and a glycosidase. 
Mixing of these substances results in the release of the 

Compo- 
sition of 
melanin 

Tanning 
in man 

Ommo- 
chromes 

in inverte- 
brates 



Manifes- 

tation of 
uric acid 

Metabolic 
role of 

riboflavin 

The 
vanadium- 
containing 
pigment of 
tunicates 

phenolic compound from glucose and its combination, via 
a reaction catalyzed by the phenolase, with protein; the 
products are pink, ruddy, and ultimately dark-brown poly- 
mers that are incorporated into the insect’s body cuticle 
and egg cases. Similar reactions take place in the carapace 
(the shell covering the body) of certain crustaceans. 
Purines and pterins. Although the purine compounds 

cannot be classed as true pigments—they characteristically 
occur as white crystals—they often contribute to the gen- 
eral colour patterns in lower vertebrates and invertebrates. 
That purines are excretory materials is illustrated by the 
uric acid (or urates) and guanine found in the excrement 
of birds and of uric acid found in that of reptiles. Uric 
acid has also been detected in the mucus excreted by sea 
anemones, and urates are present in small amounts in the 
urine of higher apes and humans. 
The white, silvery, or iridescent chromatophores, both 

stationary iridocytes and changeable leucophores, of some 
fishes, amphibians, lizards, and cephalopods contain mi- 
crocrystalline aggregates of the purine guanine; a layer of 
white skin on the underside of many fishes, called the 
stratum arginatum, is particularly rich in guanine. 
Closely related to the purines and formerly classed among 

them are the pterins, so named from their notable ap- 
pearance in and first chemical isolation from the wings of 
certain butterflies. Both purines and pterins contain a six- 
atom pyrimidine ring; in purines this ring is chemically 
condensed with an imidazole ring; pterins contain the 
pyrazine ring. Pterins occur as white, yellow, orange, or 
red granules in association with insect wing material. 
Flavins (lyochromes). Flavins constitute a class of 

pale-yellow, greenly fluorescent, water-soluble biochromes 
widely distributed in small quantities in plant and ani- 
mal tissues. The most prevalent member of the class is 
riboflavin (vitamin B,). 
Flavins are synthesized by bacteria, yeasts, and green 

plants; riboflavin is not manufactured by animals, which 
therefore are dependent upon plant sources. Riboflavin is 
a component of an enzyme capable of combining with 
molecular oxygen; the product, which is yellow, releases 
the oxygen in the cell with simultaneous loss of colour. 
Miscellaneous pigments. The chemical constitution of 

many pigments remains imperfectly known. Only a few 
of the more conspicuous examples are mentioned below. 
Hemocyanins. Copper-containing proteins called hemo- 

cyanins occur notably in the blood of larger crustaceans 
and of gastropod and cephalopod mollusks. Hemocyanins 
are colourless in the reduced, or deoxygenated, state and 
blue when exposed to air or to oxygen dissolved in 
the blood. Hemocyanins serve as respiratory pigments in 
many animals, although it has not been established that 
they perform this function wherever they occur. 
Hemerythrins. Tron-containing, proteinaceous  pig- 

ments, hemerythrins are present in the blood of certain 
bottom-dwelling marine worms (notably burrowing sipun- 
culids) and of the brachiopod Lingula; the pigments serve 
as oxygen-carriers. 
Hemovanadin. Pale-green pigment, hemovanadin, is 

found within the blood cells (vanadocytes) of sea squirts 
(Tunicata) belonging to the families Ascidiidae and Per- 
ophoridae. The biochemical function of hemovanadin, a 
strong reducing agent, is unknown. 
Actiniochrome. A relatively rare pigment, actin- 

iochrome occurs in red or violet tentacle tips and in the 
stomodeum (oral region) of various sea anemones. The 
pigment plays no recognized physiological role. 
Adenochrome. Adenochrome is a nonproteinaceous pig- 

ment that occurs as garnet-red inclusions at high concen- 
trations in the glandular, branchial heart tissues of Octopus 
bimaculatus. The compound contains small amounts of 
ferric iron and some nitrogen and gives a positive reaction 
for pyrroles. It is believed to be an excretory product. 

(D.L.F./E.H.B.) 

Control of coloration 

GENETIC CONTROL 

Coloration is in large measure determined genetically. As 
mentioned earlier, the inheritance of colour in garden peas 
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provided part of the basis for the pioneering studies of 
heredity by Mendel. These studies led Mendel to postulate 
the existence of discrete units of heredity that segregate 
independently of one another during the formation of re- 
productive cells. The studies also led to his discovery of the 
phenomenon of dominance. The basic units of heredity 
are now known as genes, and the variant forms of a given 
gene are termed alleles. Among species that reproduce 
sexually, an individual normally possesses a pair of alleles 
for any gene—one inherited from the female parent and 
one from the male parent. These two alleles are situated 
at corresponding loci on the paired chromosomes found 
in diploid cells—i.e., cells containing two similar sets of 
complementary chromosomes. Segregation of the alleles 
occurs during formation of reproductive cells, with the 
result that only one of the pairs enters each cell, which is 
called a haploid cell. : 
In his experiments Mendel crossed purple-flowered peas 

with white-flowered ones. The plants he used in these 
crosses were true-breeding for flower colour, meaning that 
the purple-flowered plants were descended for generations 
from only other purple-flowered plants, and that the white- 
flowered plants were likewise descended for generations 
from only other white-flowered plants. Because of these 
true-breeding characteristics, Mendel postulated that the 
original plants were homozygous for the trait of flower 
colour—in other words, that each plant carried a pair of 
identical heredity units (i.e., alleles) for this trait. When 
he crossed purple-flowered peas with white-flowered ones, 
he obtained a first filial (F,) generation in which all the 
offspring had purple flowers. He therefore deduced that 
the unit for purple (usually designated R) was dominant 
over the unit for white (r). Thus in the parental generation 
the purple-flowered plants can be designated RR (indicat- 
ing that they are homozygous for the dominant allele), 
and the white-flowered plants can be symbolized as rr. 
The F, plants were heterozygous for flower colour (Rr), 
but they expressed purple colour because of the complete 
dominance of the allele R over r. 
Dominance may be incomplete, however; a crossing be- 

tween homozygous red Japanese four-o’clocks (Mirabilis) 
and homozygous white ones yields heterozygous Rr off- 
spring, which are all pink. A cross of the heterozygous 
pink generation of four-o’clocks with each other yields a 
second generation with the colour ratio of 25 percent red 
(RR), 50 percent pink (Rr), and 25 percent white (rr). 
This is because each of the parent (F,) plants produces 
equal numbers of R- and r-containing reproductive cells 
through segregation, and there is a random chance of 
either type of male haploid cell (gamete) fertilizing either 
of the two female types. For peas, on the other hand, the 
ratio resulting from a cross of parent (F,) plants is three 
purple (one RR and two Rr) to one white (rr) because of 
the dominance of R. 
Although the principle of inheritance of colour and col- 

oration patterns in all organisms is like that for the two 
plants described above, it is usually far more complex. 
Within the species population, a particular gene may have 
multiple alleles instead of two; thus numerous combina- 
tions within any individual may be possible; in addition, 
the coloration may depend upon genes at several sites. 
In this case either all pairs may segregate simultaneously 
and more or less independently into the gametes, or the 
genes may be linked in their inheritance by location on 
the same chromosome. Such possibilities, together with 
different degrees of dominance, result in tremendously 
complex hereditary bases for the genetic control of colour 
and colour patterns within many species. For a fuller treat- 
ment of these principles, see GENETICS AND HEREDITY, 
THE PRINCIPLES OF: Mendelian genetics. 

PHYSIOLOGICAL CONTROL 

The development of coloration often depends upon regu- 
latory substances (hormones) secreted by endocrine glands. 
In birds the level of the hormone thyroxine determines the 
coloration of feathers and bill, although specific seasonal 
biochromes are often laid down under the influence of 
sex hormones, as in the beak of the starling, which turns 
from black to yellow in early spring. The variability in 
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control among bird species is so great, however, that gen- 
eralizations are impossible. Hormonally controlled colour 
changes also occur in mammals; for example, swellings in 
the genital areas that become pink due to vascularization 
during the reproductive season. The species specificity of 
coloration patterns, however, always depends on a genet- 
ically determined responsiveness of various target tissues 
to certain hormones. 
Chromatophores occur in cephalopods, crustaceans, in- 

sects, fishes, amphibians, and lizards and are responsible 
for the most rapid colour changes. They allow conspicu- 
ous display of a biochrome by dispersing it in the chro- 
matophore-bearing surface, or they conceal the biochrome 
by concentrating it into small areas. Chromatophores are 
of three kinds. The chromatophoric organs of cephalopods 
consist of an elastic sac filled with biochrome and con- 
trolled by a ring of radiating muscle fibres. These fibres 
contract in response to neural stimulation, thereby stretch- 
ing the sac into a broad, thin disk. Chromatophoric syn- 
cytia occur in crustaceans, the movement of biochrome 
being due to the ebb and flow of cytoplasm through fixed 
tubular spaces that collapse when the cell is contracted 
and fill when the cell expands. Chromatophoric syncytia 
are hormonally controlled. Cellular chromatophores, the 
third kind, are found in vertebrates. In these cells melanic 
granules flow in stable cellular processes that maintain 
a fixed position, unlike the contracting and expanding 
processes of the syncytia. Control among vertebrates is 
varied: chromatophores of bony fishes are controlled by 
the autonomic nervous system; those of elasmobranch 
fishes (sharks and rays) and lizards are controlled by hor- 

mones and nerves; those of amphibians are regulated by 
hormones alone. 

One animal may contain biochromes of several colours, 
commonly red, yellow, black, and reflecting white; prawns 
also have a blue biochrome. By appropriate migrations of 
biochromes, an animal can achieve substantial alterations 
in colour or shade for varying periods of time. In prawns, 
dispersion of blue and yellow yields green; unequal dis- 
persion of biochromes over parts of the body produces 
patterns of coloration. 
Rapid physiological colour changes are supplemented by 

morphological ones, the animal either gradually synthe- 
sizing or destroying biochromes, usually in an adaptive 
manner (see the section Coloration changes). 

(F.A.B./E.H.B.) 

The adaptive value of biological coloration 

Coloration and the pattern of coloration play a central 
role in the lives of plants and animals—even those species 
in which vision is lacking or not the dominant sense. 
For example, cryptic coloration often goes hand in hand . 
with cryptic behaviour; nonreflective colours occur on the 
faces of birds that forage in bright sunlight; and abrasion- 
resistant coloration occurs more often among species that 
inhabit abrasive habitats than among species that in- 
habit nonabrasive habitats. The functions of biological 
coloration fall into three broad categories: (1) optical func- 
tions, in which coloration affects the animal’s or plant’s 
visibility to other animals; (2) visual functions, in which 
coloration affects the animal’s own vision; and (3) phys- 
iological functions, in which the molecular properties of 
biochromes play a role unrelated to either optical signal- 
ing or vision. 

OPTICAL FUNCTIONS: DECEPTIVE COLORATION —— ee ee 

Deceptive coloration depends on four factors: the coloured 
organism, hereafter referred to as the organism; its model, 
which may be the background against which it is con- 
cealed; the spectral quality of the illumination; and the 
visual sensitivity and behaviour of the animal or animals 
that the organism is deceiving. To some extent the fol- 
lowing discussion considers the relationships among the 
four factors separately; but in reality the deceptive, opitcal 
effect results from the interaction of all four factors. There 
are two basic types of deceptive coloration: (1) concealing 
coloration, or camouflage, in which the organism blends 
into its surroundings; and (2) mimicry, in which the or- 

ganism is not hidden but rather presents a false identity 
by its resemblance to another species. 
Camouflage. Background matching. Background 

matching is probably the most common form of conceal- 
ment. It makes little difference whether the background 
model is an animate or inanimate object since both in- 
volve the initial establishment and continued maintenance 
of the concealment. Not only coloration but also the form 
and the activities or behaviour of the organism in relation 
to its model are important. 
The simplest examples of background matching are pro- 

vided by the fish eggs and planktonic (free-floating) larval 
fishes that exist in the uniformly blue environment of the 
open sea—i.e., those that are pelagic. They usually possess 
minimal pigmentation and are transparent. 
In other organisms and environments the behaviour and 

form of the organism become more important as adjuncts 
to coloration. Evidence of the importance of the choice 
of a proper background is provided by three differently 
coloured species of lizards of the genus Anolis, which 
form mixed hunting groups over the same background. 
Many of the individuals are easily perceived on this back- 
ground, but, when disturbed, they conceal themselves by 

segregating according to species over the appropriately 
coloured backgrounds. Camouflage may also be accom- 
plished through a change in coloration. Many flatfishes, 
for example, show a remarkable ability to match the pat- 
tern of the surface on which they are resting. Some nudi- 
branchs, a group of marine gastropods, such as Phestilla 
melanobrachia, manage to establish and maintain their re- 
semblance to the background by ingesting portions of their 
model, which is the living coral on which they live. The 
pigments in the coral polyps are deposited in diverticulae 
(branches) of the gut and occasionally in the epidermis 
and show through as nearly perfect camouflage. The slow- 
moving nudibranchs are very difficult to see on their coral 
host, and when they move to differently coloured coral, 
their coloration changes as their food source changes. 
Some of the parasites that live on marine fishes conceal 

themselves in a similar manner. Flukes, or monogenean 

trematodes, gorge themselves on their hosts’ tissues and 
biochromes and appear to remain within areas on the host 
that have similar pigmentation. The adaptive significance 
of the coloration is known to lie in escape from predation 
by the third party, cleaning organisms such as the fish 
Labroides, which feeds on the external parasites of other 
fishes. Several decorator crabs use portions of the model 
for concealment by picking up algae and sponges and 
placing them on the carapace (upper shell) to cover their 
own coloration; the algae and sponges continue to live as 
if in their normal habitat. 
Disruptive coloration. Disruptive patterns, frequently a 

part of camouflage coloration, serve the function of visual 
disruption by forming a pattern that does not coincide 
with the contour and outline of the body. The blenny 
Hypsoblennius sordidus, for example, usually has a mot- 
tled coloration that crudely matches its background in 
terms of the size and colour of differently pigmented 
areas; it also has a series of darkly pigmented “saddles” 
that break up the outline contour of its back. This species 
also demonstrates the fact that the type of disruptive pat- 
terning may change when an individual shifts to another 
type of background. The saddled condition is found when 
the background is composed of disruptive elements of 
the same approximate size—e.g., small sponges, barnacles, 
and patches of algae. But when the fish moves to an 
evenly coloured area, its coloration becomes stripes that 
run horizontally from head to tail. 
Disruptive patterns are found in the coloration of many 

fish that form schools over the reef during daylight hours 
for protection against predation. When a predator ap- 
proaches, the fishes form dense schools in which all of the 
individuals orient in the same direction. The movement 
of many individuals, coupled with their similar disruptive 
coloration, presents an extremely confusing spectacle, pre- 
sumably one that makes it difficult for a predator to fix 
upon and attack any one. 
Some forms of disruptive coloration also function to 

conceal movement. Forward movement in concentrically 
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Structural colour of the superb tanager (Tangara fastuosa) is tyndall 
blue. 

Flamingo (Phoenicopterus ruber roseus) showing carotenoid pigmentation Red colour in wing of white-crested turacos (Tauraco /euco/lophus) 
in the plumage and leg skin. results from turacin, a pigment derived from porphyrin. 

The silvery appearance of the butterfly fish Purple colour of sea urchin (Strongy/ocentrotus Rivoli’s hummingbird (Eugenes 
(Chaetodon) is due to a deposit of guanine, a purpuratus) is attributable to the naphthoquinone fulgens) has iridescent structural 
colourless purine. compound, echinochrome. colour. 

Pigmentation 

Plate 1: (Top left) C. Laubscher—Bruce Coleman Inc., (top right) Eric Hosking, (centre right, bottom right) Root Resources—EB Inc., (centre right) Kenneth Fink, (bottom right) Earl 

Kubis, (bottom left) Bruce Barnetson from The Natural History Photographic Agency—EB Inc., (bottom centre) Cy LaTour 
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Background matching by two pleuronectiform fishes, 
(above) right-eyed flounder and (below) flatfish 

on sandy bottom floor 
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European woodcock (Sco/lopax Willow ptarmigan (Lagopus Blacksmith plover (Vanel/us armatus) showing disruptive 
rusticola) incubating lagopus) markings 

The disruptive markings of the moorish idol (Zanclus 
canescens) 

Concealing and disruptive coloration 

centre left, centre, centre right) Bruce Coleman Inc (top right below) Jen & Des Bartlett, (centre left) E Soothill, (centre) Eric 
1 right) Leonard Lee Rue II! 



Coloration 

Alluring coloration: potential predators of the blue-tailed skink (Eumeces 

skiltonianus) are attracted to its tail, which can be shed at will 

Keel-billed toucan (Ramphastos sulfuratus); the bill is Flash colours: male great frigate bird (Fregata minor) 

probably used for species recognition with red throat patch inflated to attract a female 

Display coloration of cock of the rock (Rupicola rupicola) Courtship coloration of a mammal: male mandrill (Mandrillus sphynx) 

Courtship and distraction coloration 

Plate 5: (Top left) E Ross, (top right) © Kojo Tanaka. Animals Animals 1972, (centre) Verna R. Johnst (bottom left) K W. Fink—Bruce Colema t 
Harrison from Grant Heilman—EB 
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Seasonal colour change in the varying hare (Lepus); (left) summer pelage and (right) winter 
pelage. 

Adaptive colour change: the gradual colour change of the green anole Adaptive colour change: (top) at rest the common octopus (Octopus (Anolis carolinensis) when moved from a green leaf to a brown branch. vulgaris) blends with its surroundings; when agitated (bottom), it 
blanches. 

Colour change 

Plate 6: (Top left) Rue—Annan Photo Features, (top right) Leonard Lee Rue III— Bruce Coleman Inc., (centre left above, centre left below, bottom left) John H. Gerard—EB Inc., (centre right, bottom right) Marineland of Florida 
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banded snakes, for example, is difficult to perceive when 
the animal moves between reeds or long blades of grass. 
Countershading. Another clue can lead to the recogni- 

tion of an organism: its three-dimensional form, which 

causes the unilluminated portion of the body to be in 
shadow. Countershading is a form of coloration in which 
the upper surfaces of the body are more darkly pigmented 
than the unilluminated lower areas, giving the body a more 
uniform darkness and a lack of depth relief. Widespread 
among vertebrates, countershading is frequently superim- 
posed over camouflage and disruptive colorations. 
The light-producing organs, or photophores, of many 

deepwater fishes provide a unique form of countershad- 
ing. Photophores occur in bands along the lower parts 
of the sides and are directed downward. Deepwater fishes 
live in the twilight zone of the sea, in which the illumi- 
nation is too weak to allow little more than a silhouette 
of prospective prey sighted by a predator from below. The 
downward-projecting photophores may provide counter- 
shading by obliterating the silhouette when it is viewed by 
a predator from below. 
The role of shape in relation to coloration. The shape 

of an organism is important in determining the total con- 
figuration for protection. Both concealment and mimicry 
may depend strongly on imitation of both the shape and 
coloration of the model. Deep-bodied schooling fishes fre- 
quently show vertical banding, and elongated forms usually 
bear horizontal stripes. This dichotomy may be partially 
related to different swimming patterns: deep-bodied fishes 
perform frequent lateral turns; elongated forms show fre- 
quent horizontal movement and change of position. 
Mimicry. As mentioned above, deception may be 

accomplished by providing false information through 
mimicry. Aggressive mimicry occurs when a predator re- 
sembles its prey or a harmless third party. For example, 
the American zone-tailed hawk (Buteo albonotatus) is 
nearly black and has long narrow wings, and it glides in 
the company of similarly coloured and shaped vultures. 
The vultures do not prey on small animals and therefore 
do not cause fright reactions among them. The zone-tailed 
hawk exploits this lack of fear by suddenly diving on its 
prey from among the group of circling vultures. 
Some organisms provide false information as to their 

identity by mimicking dangerous or inedible species. 
When a third party, such as a predator, fails to distinguish 
between the mimic and its inedible model, the relation- 
ship is termed Batesian mimicry (see MIMICRY). Batesian 
mimicry can be contrasted to those forms of camouflage 
in which organisms show an “imitative resemblance” to 
inanimate objects in their environment, such as the leaves 
or twigs of a tree. Imitative resemblance is a true con- 
cealing coloration in that it usually disguises the organism 
sufficiently so it is not perceived as distinct from its back- 
ground. The form and coloration of a Batesian mimic, 
on the other hand, usually ensures that the organism will 
be perceived by animals, including predators, but that it 
will be identified with the harmful or distasteful model 
species. Batesian mimicry is thus both a deceptive and an 
advertising coloration, and it is effective only because the 
model species itself has a warning coloration (see below). 

OPTICAL FUNCTIONS: ADVERTISING COLORATION 

Whereas concealing coloration reduces visual information, 
advertising coloration provides easily perceived informa- 
tion as to an organism’s location, identity, and movement. 
Attraction. The most commonly recognized forms of 

advertisement occur as intraspecific communication. Most 
important in such interactions are the organism, or signal 
sender, and the third party, or signal receiver; also im- 
portant are illumination and the relationship between the 
organism and its background. 
Reproductive signals. Courtship colorations function to 

attract and arouse a mate and to aid in the reproductive 
isolation of species. Although by no means universal, it is 
common, at least among vertebrates, to find that the male 
of the species has the brightest courtship colours. Bright 
colours are usually accompanied by movements and dis- 
play postures that further enhance the display coloration. 
In some species a number of males form a communal 
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display group in active competition for females. Examples 
among birds include manakins (Pipridae), cocks of the 
rock (Rupicola), and some grouse (Tetraonidae); similar 

communal displays occur in some giant species of fruit 
flies (Drosophila) found in the mountains of Hawaii. The 
male flies hold their variously adorned wings outstretched 
and perform a series of visual displays toward females. 
To be maximally efficient, courtship coloration should 

either be shown only by sexually ripe individuals or be 
unique to the individuals that are courting. In many birds 
this is accomplished by spreading coloured feathers that 
are otherwise largely concealed. In others, however, the 
coloration serves multiple functions or is present through- 
out the year, and courting individuals are rendered unique 
by other displays, perhaps of a visual or auditory nature. 
Many fishes show dramatic changes in coloration during 
courtship. In some species these changes are long-term, 

hormonally mediated alterations of coloration and fre- 
quently include a proliferation of the carotenoid (red and 
yellow) pigments. Other coloration changes in courting 
fishes are short-term alterations involving melanophores, 
which cause rapid colour changes. As a female approaches 
the male, his sexual arousal can be measured by the de- 
gree of coloration change. Luminescence is involved in 
courtship signals in a variety of animals; for example, dif- 
ferent species of the common firefly (Lampyridae) show 
unique flashing codes. 
Schooling signals. In gregarious animals, coloration, 

morphology, and general behaviour may identify an indi- 
vidual to others of its species and can aid in the formation 
of species aggregations throughout the year. This is seen in 
schooling fishes, in which the portion of the body moved 
by swimming motions frequently contrasts with the col- 
oration of the rest of the body, apparently providing an 
attracting stimulus within the school. 
Interspecific signals. Species that enter into symbiotic, 

or mutualistic, interactions may be brought together by 
advertising coloration. Many plants depend on insects and 
even certain birds and bats for pollination and the dispers- 
al of seeds. The pollinator is attracted first to the flower 
of the plant from which it picks up pollen while feeding; 
then it visits another flower of the same species, transfer- 
ring some of the pollen. The coloration and shape of the 
flowers attract the pollinators and provide information as 
to the species of the plant. The flowers of plants pollinated 
by insects usually have patterns of yellow, blue, and ultra- 
violet that evoke a strong response in the insect eye. They 
usually have a darkly coloured pattern near the centre 
of the flower, called the nectar guide, which orients the 
insect toward the proper pollinating location. Bees show 
a strong preference for flowers with intricate shapes and 
colorations. Intricate radial patterns seem to be the most 
attractive; in fact, bees cannot be trained to prefer a sim- 
ple to an intricate pattern. Some orchids take advantage 
of the sexual behaviour of bees, the flowers being nearly 
perfect mimics of the female bees. A male bee attempting 
to copulate with the flower acquires the pollen capsules 
and transfers them to another flower (see MIMICRY). 
Repulsion. Territorial advertising. During the repro- 

ductive season, many animals defend a particular area or 
territory that includes their nest or spawning site. Many 
other animals defend territories throughout the year. In 
either case, coloration is frequently important. In species 
in which the task of territorial defense is accomplished 
largely by one sex, strong sexual dimorphism usually exists, 
the more brightly coloured sex being the one that holds 
the territory. Both male- and female-territorial species are 
found within the diverse fish family Cichlidae. Species in 
which the male holds a territory are marked by large and 
colourful males, the females being smaller and camou- 
flaged; in those species in which the female defends the 
territory the reverse is found. In still other species the 
fish pair and share the territory, and there is little sexual 
dimorphism. 

Coloration frequently releases agonistic (flight or attack) 
behaviour in territorial animals and intimidates intruders. 
The flashing coloration displays of a dominant octopus 
are an excellent example of a visual battle in which the 
victor may be determined with little or no bodily contact. 
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Although similar advertising colorations may contribute 
to the spacing out of territorial animals, dissimilarity in 
coloration between members of a species may allow closer 
spacing. Many brightly coloured reef fishes, for example, 
defend territories or personal spaces. In many of these 
species the young and subadults, with radically different 
coloration from the adult, live within the territory of an 
adult but remain free from attack; after they assume adult 
coloration, however, they are driven away. The territories 

frequently function to ensure a food supply; because the 
juveniles utilize different food, they pose no threat to the 
adult’s supply. As the juveniles age, their feeding habits 
overlap those of the adult, and spacing is necessary. 
Warning, or aposematic, coloration. Certain advertising 

colorations warn a third party of dangerous or inedible 
qualities of the organism (aposematic colorations), such 
as spines, poisons, or other defensive weapons, allowing 
the possessor to avoid a potentially damaging interaction 
in which the weapon is used. Red, black, and yellow are 
common in this context and may represent aposematic 
colours recognized by many animals. 
As discussed above, Batesian mimicry is the imitation 

of aposematic coloration by benign organisms, which 
thereby enjoy at least a portion of the protection of the 
model species. While Batesian mimicry involves deceptive 
coloration, resemblance in warning coloration need not 
provide false information. Millerian mimicry refers to in- 
stances in which several noxious species display the sdme 
warning coloration, thus enabling potential predators to 
learn and generalize the signal easily. The black-and- 
yellow coloration of bees and wasps is a typical example. 

OPTICAL FUNCTIONS: COMBINATION 

OF CONCEALING AND ADVERTISING COLORATION 

Most animals need both concealment and advertisement. 
An animal may need to conceal itself from predators and 
to advertise its presence to symbionts or to members of 
its own species for reproductive purposes. 
Many birds that conceal courtship coloration when their 

feathers are held close to the body present a brilliant dis- 
play upon erecting their feathers. Similar mechanisms are 
common in many animals, such as Anolis lizards, which 

have brightly coloured throat fans that are visible only 
when erected during courtship or threat behaviour. 
Many bower birds (Ptilonorhynchidae) have bright 

courtship colorations, although some males of Amblyornis 
species do not. Instead, they decorate an elaborate bower 
with leaves, flower petals, and other brightly coloured ob- 
jects, which attract females but provide no clue to preda- 
tors as to the exact location of the male. 
Some predators deceive with advertising coloration. The 

frogfishes, or shallow-water anglerfishes, are extremely dif- 

ficult to detect against their background. They have intri- 
cate and obvious lures that are waved near the mouth on 
a long stalk; prey fishes attracted to the lure are eaten. 
Coloration change is another obvious mechanism that 

can restrict advertisement to times when it is needed for 
purposes of communication. Many animals change from 
cryptic to noncryptic colorations as they change from 
their normal resting coloration to a display coloration 
during social interactions. These changes are particularly 
common in fishes and cephalopods, which have efficient 
neural mechanisms of coloration change. 

OPTICAL FUNCTIONS: THE ROLES 

OF THE SELECTIVE AGENT AND OF ILLUMINATION 

The selective agent. Of obvious importance in the evo- 
lution of coloration is the third party, which is the actual 
selective agent involved in the relationship between the 
organism and its background. Identification of the third 
party and the sensory and nervous system components 
used by it are important in order to understand thoroughly 
the adaptive nature of deceptive or advertising coloration. 
In analyzing concealing coloration, the actual identifica- 

tion of the third party may have a profound influence 
on the interpretation of the coloration and behaviour. 
For example, the early stages of the green Scotch pine 
caterpillar (Bupalus piniarius and others) are found at the 
tips of pine needles, well camouflaged in this position. As 

they grow larger, they move into the bases of the needles 
and onto the branch. One explanation for the movement 
is that the older caterpillars are much larger than the 
background needle, thus rendering the camouflage less 
effective. Another factor appears to be a shift in the third 
party as the caterpillar ages; young caterpillars are preyed 
upon by spiders found on the twigs; larger caterpillars, by 
birds such as titmice (Parus). 
After the initial identification of the third party, its visual 

capabilities must be investigated. The spectral sensitivity 
of its eyes must be determined, as must the way in which 
it perceives combinations of biochromes and their arrange- 
ments. The visual stimulus is subject to encoding and 
integrating steps as it passes from the eye to the cerebral 
cortex of the brain. Contrast and movement are amplified 

by some cells, while other properties, such as shape and 
intensity, are ignored. In humans, for example, contrast is 
greatly enhanced at the junction between a red and a blue 
stripe, producing the optical illusion that the two stripes 
never meet and are on different planes. Such phenomena 
may be of importance in disruptive coloration. 
Advertisement is likewise subject to the visual capabil- 

ities of the third party, or signal receiver. Many species 
of plants have yellow flowers barely distinguishable to the 
human eye; when an ultraviolet camera is used to photo- 
graph such flowers, however, various bright patterns and 
nectar guides are revealed that appear to be highly species 
specific. The importance of strong contrast and contour in 
the attraction of insects to flowers is related to the percep- 
tual qualities of the insect’s compound eye, which shows 
maximal response to flickering stimuli and may depend 
upon similar qualities for much form discrimination. 
In social signals, the visual system of a species is fre- 

quently maximally responsive to its own range of col- 
orations. Butterflies of the genus Dardanus, for example, 
are maximally responsive to their own blue courtship col- 
oration. The visual system and coloration are coadapted 
to provide an efficient signal mechanism. (G.S.Lo./E.H.B.) 
Illumination. Most optical signals depend on sunlight 

reflected from the animal or plant. Therefore, the receiver’s 
perception of the signal depends on the characteristics of 
the ambient illumination, which, in turn; depends on such 
variables as time of year, time of day, amount of cloud 
cover, amount of vegetation between the light source and 
the optical signal, and spectral reflectance of the habitat. 
Clear-sky sunlight with the Sun overhead is essentially 
white, but with the Sun low in the sky the light has a yellow 
or orange spectral emphasis. Light in broadleaf forests has 
a yellow-green emphasis, whereas light in conifer forests 
has a slight bluish emphasis. These small but consistent 
differences may affect the evolution of optical coloration. 

. VISUAL FUNCTIONS 

Biological coloration can play a variety of roles in an 
animal’s visual system. For example, facial coloration can 
help determine the amount of light that is reflected into 
the eyes. Among animals living in brightly lit habitats, 
too much reflected light could have undesirable effects on 
vision. It could, for example, produce blinding glare or 
dazzle; it might result in high luminance in parts of the 
visual field, thereby diminishing contrast in other parts 
of the field; or it could cause adaptation to a higher il- 
luminance level than is appropriate for the remainder of 
the visual field. Birds that forage in sunlight for aerial 
insects—a visually demanding task—have bills that are 
black. Apparently the black coloration reduces reflectance 
that interferes with their vision. _ 
Vision itself depends on a biochrome that consists of 

a protein, opsin, attached to a chromophore. The chro- 
mophore may be either retinal (vitamin A,), in which 
case the molecule is called rhodopsin; or 3-dehydroretinal 
(vitamin A,), in which case the molecule is called porphy- 
ropsin. When light enters the eye and strikes the visual 
biochrome, the molecule undergoes a chemical change 
that stimulates the receptor nerve and thereby produces a 
visual stimulus. 
In addition to the visual pigments, the eyes of many 

invertebrates contain biochromes that affect the spectrum 
of light that reaches the photoreceptors. Similarly, oil 
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droplets in the retina and epithelium of vertebrate eyes 
contain carotenoids that may affect colour perception. 
More importantly, the epithelium contains melanin, which 
absorbs stray light that penetrates the retina without being 
absorbed by the visual pigments. In insect eyes a similar 
function is performed by ommochromes in secondary pig- 
ment cells surrounding the photoreceptors. 
Among many nocturnal vertebrates the white compound 

guanine is found in the epithelium or retina of the eye. 
This provides a mirrorlike surface, the tapetum lucidum, 
which reflects light outward and thereby allows a second 
chance for its absorption by visual pigments at very low 
light intensities. Tapeta lucida produce the familiar eye- 
shine of nocturnal animals. 

PHYSIOLOGICAL FUNCTIONS 

The discussion of biochromes earlier in this article touched 
upon the many important physiological roles of biological 
pigments, including that of the chlorophylls in photosyn- 
thesis and of the hemoglobins in oxygen transport. This 
section provides examples of other physiological effects of 
biological coloration. 
Hair and feathers that contain melanin are more durable 

than those that lack this biochrome. Increased durability 
probably accounts for the dark, melanic wing tips of most 
birds. It may also be a contributing factor to the high 
proportion of black among birds that live in deserts, which 
are exceptionally abrasive habitats. 
The absorption of solar energy by dark skin, scales, feath- 

ers, or hair is often associated with increased heat gain 
and reduced metabolic rates. Because birds lose a large 
amount of body heat through their uninsulated legs, dark 
leg coloration may help to warm the legs by absorbing 
solar energy, thereby reducing heat loss. Such reduced 
heat loss may explain why dark-legged North American 
woodwarblers (Parulidae) arrive in their northern breeding 
areas earlier than light-legged woodwarblers. Dark feath- 
ers, however, may actually reduce the amount of solar 
energy that penetrates to and is absorbed by a bird’s skin. 
With fully erect plumage in moderate winds, a dark bird 
in full sunlight absorbs less heat into its body than a light 
bird does. This may also be a factor contributing to the 
high proportion of black among desert-dwelling birds. 
Photoactivation of 7-dehydrocholesterol into vitamin D 

occurs throughout the epidermis of humans in the pres- 
ence of ultraviolet light. The melanization of human skin 
may be an adaptation to optimize synthesis of vitamin D 
by permitting more or less ultraviolet radiation to pene- 
trate the epidermis. 
A widespread response to increased light levels is the 

addition of melanin, or darkening of the body—for exam- 
ple, tanning in humans. Such melanic shielding protects 
the tissues of the organism from potentially dangerous 
levels of ultraviolet radiation. Since the ultraviolet shield 
need protect only easily damaged cells in the nervous and 
reproductive systems, it does not necessarily have to lie 
in the skin but can instead be located internally, immedi- 
ately around sensitive organs. When the ultraviolet shield 
is internal, external coloration may conform to other se- 
lection pressures. 
Water is conserved by reducing evaporative loss and by 

reducing excretory water loss. Insects reduce evaporative 
water loss by adding melanin to the cuticle, melanin be- 
ing more waterproof than other biochromes. The black- 
coloured beetle Onymacris laeviceps loses significantly less 
water than does the white-coloured beetle O. brincki when 
both species are kept without food under identical con- 
ditions. Quinones also darken insect exoskeletons, and in 
Drosophila quinones contribute to the low permeability of 
the exoskeleton. Some insects avoid excretory water loss 
by depositing nitrogenous wastes in the exoskeleton, which 
is shed periodically. In these species external coloration is 
a consequence of nitrogen excretion. 
Some arthropods produce offensive odours as a means 

of defense against predators. These odours derive from 
p-benzoquinones in the exoskeleton and are correlated 
with the chromatic properties of the molecules. Conse- 
quently, coloration in these species may be a consequence 
of selection for chemical defense. 

Coloration 

Coloration changes 

COLORATION CHANGES IN INDIVIDUAL ORGANISMS 

Short-term changes. Most rapid colour changes are 
chromatophoric ones that alter the colour of the organism 
through the dispersion or concentration of biochromes. 
Emotion plays a role in such changes among some 
cephalopods, fishes, and horned lizards (Phrynosoma). 

When excited, certain fishes and horned lizards undergo 
a transient blanching that probably results from the se- 
cretion of adrenaline (epinephrine), a hormone known 
to concentrate the dark biochrome of vertebrates. Ex- 
cited cephalopods exhibit spectacular displays of colour, 
with waves of colour rippling across the body. Chro- 
matophoric colour change is slower in vertebrates than in 
cephalopods. Although some fish may complete a colour 
change within a minute (compared to half a second or less 
for cephalopods), most vertebrates require several minutes 
to. several hours. 
Colour changes extending over several hours are often 

entrained to external cycles. Fiddler crabs (Uca) that live 
in the intertidal zone show a complex pattern of cyclic 
chromatophoric colour change that is entrained not only 
to the local tidal cycle but also to the lunar and solar 
cycles. So important is this cyclic colour change that the 
response is innate to every part of the integument. The legs 
of a fiddler crab can be removed and sustained for a few 
days in saline solution; during this time melanophores in 
the legs continue to disperse and concentrate their melanin 
according to the cycle at the time they were removed from 
the body. (E.H.B.) 
Changes in colour that extend over periods of several 

months may involve the synthesis or destruction of chro- 
matophores or biochromes. The quantities of deposited 
guanine in some fishes vary in proportion to the relative 
lightness in colour of the background upon which they are 
living. Greenfish, or opaleye (Girella nigricans), kept in 
white-walled aquariums became very pale during a four- 
month period, storing about four times the quantity of 
integumentary guanine as was recoverable from the skins 
of individuals living in black-walled aquariums but receiv- 
ing the same kind and amounts of food and the same 
overhead illumination. (D.L.F./E.H.B.) 

Some chromatophores respond directly to relevant en- 
vironmental stimuli, independent of the nervous system. 
Such response occurs in the young of some fish and of 
the clawed frog (Xenopus); but in older individuals the 
nervous system, which is by this time fully developed, con- 
trols responsiveness. More typically the chromatophore 
response is mediated by the sensorimotor system from the 
start. The eye plays a major role in cephalopods and most 
vertebrates, particularly in animals capable of matching 
complex backgrounds, but the pineal organ (a light-sensi- 
tive organ on top of the brain) and a generalized dermal 
light sense may also mediate the chromatophore response. 
Seasonal changes. Seasonal changes of fields and forests 

include the annual colour changes involving foliage, flow- 
ers, fruits, and seeds of plants. Many birds and mammals 
undergo seasonal molts, replacing their plumage or pelage 
with differently coloured feathers or hair. Winter whiten- 
ing of the willow ptarmigan (Lagopus lagopus) and varying 
hare (Lepus) are examples of a shift in camouflage coin- 
cident with a change in the background coloration. Many 
songbirds adopt a bright, contrasting nuptial plumage 
during the breeding season, reverting to a drabber winter 
plumage during the postnuptial molt. 
Seasonal colour changes are usually regulated by light 

(mediated by the visual or pineal systems) or by tem- 
perature. Decreasing day lengths initiate whitening in the 
willow ptarmigan, whereas falling temperatures initiate 
whitening in the weasel (Mustela erminea). The spring 
molt of the varying hare is stimulated by the lengthening 
day, but the rate of molt depends on temperature. Sea- 
sonal changes in coloration may occur without a molt as a 
result of bleaching or wear, for example, the bleaching of 
human hair in the summer sun and birds that have bright 
colours based on carotenoids. 
Age-related changes. Colour changes during the life of 

an individual are common. Graying hair is a familiar 
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badge of the elderly, both in humans and, to varying 
degrees, in other mammals. Among primate groups, par- 
ticularly gorillas and chimpanzees, silver hairs indicate 
both age and dominance. Young birds of many species 
have a juvenile plumage that gives way to either an 
adult plumage in short-lived birds or a series of immature 
plumages in longer-lived species. Most gulls, for example, 
are deep gray or brown during their first year and become 
increasingly white thereafter. Changes of colour are also 
associated with age and size in many fish; for example, the 
blue parrot fish changes from a vertically barred pattern 
to all blue in association with increasing age and size. 

(F.A.B./E.H.B.) 

COLORATION CHANGES IN POPULATIONS 

Coloration changes occur not only in individuals but in 
populations as well. These latter result from evolutionary 
pressures—i.e., agents of natural selection—that act upon 
the natural variations in colour types (morphs) found 
among the population. As a result of such pressures, cer- 
tain colour morphs have increased odds of surviving and 
passing on their coloration pattern. Depending on the na- 
ture of the selection pressures, the population may come 
to include substantial numbers of individuals of different 
colour morphs; or one morph may become dominant, 
largely supplanting an earlier dominant colour form. 
When individual colour variation is discontinuous within 

a species, that species is said to be polychromatic. The 
white-throated sparrow (Zonotrichia albicollis) of North 
America, for example, has individuals with white-and- 
black head stripes and other individuals with tan-and- 
brown head stripes. The different colorations are not 
associated with age, sex, or geographic region. Polychro- 
matism may evolve in response to predation. A predator 
that successfully takes one prey type may then concen- 

trate its search on others of this type and hence may 
overlook differently coloured prey of the same species. 
The phenomenon—known as a perceptual set or a search 

image—is exemplified by the predator of the European 
snail Cepaea. Predators encounter one morph and form 
a search image; they continue to hunt for that one form 
until its increasing rarity causes the predator to hunt 
randomly, encounter a different morph, and form a new 
search image. In this way, oscillating selection pressures 
maintain several contemporaneous colour morphs among 
the snail population. 
Evolutionary colour changes dictated by shifting selection 

are suggested by many populations that show geograph- 
ical or temporal clines (graded series of morphological 
characters). For example, the common flicker (Colaptes 
auratus) has yellow markings in eastern North America 
and red markings in western North America, suggesting 
a change in selection pressure as one moves from east to 
west. The best documented temporal shift in selection is 
the industrial melanism of noctuid and geometrid moths 
in England and Europe. The proportion of melanic, or 
darkly coloured, individuals in about 70 species of moths 
has increased dramatically since the 1850s. This increase 
correlates with the Industrial Revolution and the associ- 
ated pollution of the countryside. Prior to that time, tree 
trunks, the normal daytime resting place of these noctur- 
nal moths, had been covered by scattered whitish lichens. 
The trunks have turned dark in areas of industrial devel- 
opment because the lichens have been killed by pollutants 
and the trunks have been dirtied by soot. Blotched gray 
moths, previously protected from predation by birds, are 
now vulnerable, while the dark moths are less conspicu- 
ous. The shift to melanic populations in the United States 
lagged behind that in England and Europe, as did the 
industrialization process; but in Michigan by the early 
1970s darkly coloured individuals formed up to 97 per- 
cent of some populations in regions where melanism was 
unknown before 1927. Since the 1970s in England there 
has been a reversal in the number of melanic individuals 
of some species, a sign that efforts to curb air pollution 
are having far-reaching effects. 
The many diverse functions discussed above lead to the 

inevitable conclusion that no single function can explain 
the coloration of living things. While biologists are far 

from a comprehensive theory that predicts the hues and 
patterns of coloration of plants and animals, such a theory 
will have to integrate the optical, visual, and physiological 
functions of biological coloration. (G.S.Lo./E.H.B.) 
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Colour 
ision is obviously involved in the perception of 

V colour. A person can see in dim light, however, 
without being able to distinguish colours. Only 

when more light is present do colours appear. Light of 
some critical intensity, therefore, is also necessary for 
colour perception. Finally, the manner in which the brain 
responds to visual stimuli must also be considered. The 
colour green has a quite different meaning for a resident 
of a tropical rain forest than it has for a desert dweller. 
Even under identical conditions, the same object may ap- 
pear red to one observer and orange to another. Clearly, 
the perception of colour depends on vision, light, and 
individual interpretation, and an understanding of colour 
involves physiology, physics, and psychology. 

An object appears coloured because of the way it interacts 
with light. The analysis of this interaction and the factors 
that determine it are the concerns of the physics of colour. 

Colour 

The physiology of colour involves the eye’s and the brain’s 
responses to light and the sensory data they produce. The 
psychology of colour is invoked when the mind processes 
the visual data, compares them to information stored in 
memory, and interprets them as colour. 
This article concentrates on the physics of colour. For a 

discussion of colour as a quality of light, see the articles 
LIGHT and ELECTROMAGNETIC RADIATION. For the phys- 
iological aspects of colour vision, see the article SENSORY 
RECEPTION. See also the article PAINTING, THE ART OF 

for a discussion of the psychological and aesthetic uses of 
colour. 

For coverage of related topics in the Macropedia and 
Micropedia, see the Propedia, Part One, Division I], es- 
pecially Section 128. 
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Colour and light 

THE NATURE OF COLOUR 

Aristotle viewed all colour to be the product of a mixture 
of white and black, and this was the prevailing belief until 
1666, when Sir Isaac Newton’s prism experiments pro- 
vided the scientific basis for the understanding of colour. 
Newton showed that a prism could break up white light 
into a range of colours, which he called the spectrum (see 
Figure 1), and that the recombination of these spectral 
colours re-created the white light. Although he recognized 
that the spectrum was continuous, Newton used the seven 
colour names red, orange, yellow, green, blue, indigo, and 

From K. Nassau, Physics and Chemistry of Color (1983); John Wiley & Sons, Inc. 

white card 

Figure 1: Newton’s prism experiment of 1666. 

violet for segments of the spectrum by analogy with the 
seven notes of the musical scale. 

Newton realized that colours other than those in the 
spectral sequence do exist, but noted that 

all the colours in the universe which are made by light, 
and depend not on the power of imagination, are either the 
colours of homogeneal lights [i.e., spectral colours], or com- 
pounded of these. 

Newton also recognized that 

trays, to speak properly, are not coloured. In them there is 
nothing else than a certain power... to stir up a sensation of 
this or that colour. 

Nevertheless, terms such as “blue light” are commonly 
used and normally do not produce any confusion. 
The unexpected difference between light perception and 

sound perception clarifies this curious aspect of colour. 
When beams of light of different colours, such as red 

and yellow, are projected together onto a white surface in 
equal amounts, the resulting perception of the eye signals 
a single colour (in this case, orange) to the brain, a signal 
that may be identical to that produced by a single beam 
of light. When, however, two musical tones are sounded 
simultaneously, the individual tones can still be easily dis- 
cerned; the sound produced by a combination of tones is 
never identical to that of a single tone. A tone is the result 
of a specific sound wave, but a colour can be the result 
of a single light beam or a combination of any number of 
light beams. 

A colour can, however, be precisely specified by its hue, 
saturation, and brightness—three attributes sufficient to 
distinguish it from all other possible perceived colours. The 
hue is that aspect of colour usually associated with terms 
such as red, orange, yellow, and so forth. Saturation (also 
known as chroma, or tone) refers to relative purity. When 
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a pure, vivid, strong shade of red is mixed with a variable 
amount of white, weaker or paler reds are produced, each 
having the same hue but a different saturation. These 
paler colours are called unsaturated colours. Finally, light 
of any given combination of hue and saturation can have 
a variable brightness (also called intensity, or value), which 
depends on the total amount of light energy present. 

THE VISIBLE SPECTRUM 

Newton demonstrated that colour is a quality of light. 
To understand colour, therefore, it is necessary to know 
something about light. As a form of electromagnetic ra- 
diation, light has properties in common with both waves 
and particles. It can be thought of as a stream of minute 
energy packets radiated at varying frequencies in a wave 
motion. Any given beam of light has specific values of 
frequency, wavelength, and energy associated with it. Fre- 
quency, which is the number of waves passing a point in 
a unit of time, is commonly expressed in units of hertz 
(1 Hz=1 cycle /second). Wavelength is the distance be- 
tween corresponding points of two consecutive waves and 
is often expressed in units of nanometres (1 nm = 10 
metres). The energy of a light beam can be compared to 
that possessed by a small particle moving at the velocity 
of light, except that no particle having a rest mass could 
move at such a velocity. The name photon, used for 

the smallest quantity of light of any given wavelength, is 
meant to encompass this duality, including both the wave 
and particle characteristics inherent in wave mechanics 
and quantum theory. The energy of a photon is often ex- 
pressed in units of electron volts; it is directly proportional 
to frequency and inversely proportional to wavelength. 
Light is not the only type of electromagnetic radiation— 

it is, in fact, only a small segment of the total electro- 
magnetic spectrum—but it is the one form the eye can 
perceive. Wavelengths of light range from about 400 nm 
at the violet end of the spectrum to 700 nm at the red 
end (see the Table). (The limits of the visible spectrum 
are not sharply defined but vary among individuals; there 
is some extended visibility for high-intensity light.) At 
shorter wavelengths the electromagnetic spectrum extends 
to the ultraviolet region and continues through X rays, 
gamma rays, and cosmic rays. Just beyond the red end of 
the spectrum are the longer wave infrared rays (which can 
be felt as heat), microwaves, and radio waves. Radiation 
of a single frequency is called monochromatic. When this 
frequency falls in the range of the visible spectrum, the 
colour perception produced is that of a saturated hue. 

The Range of the Visible Spectrum 

colour* wavelength frequency energy 
(nm) (Hz X 10!4) (eV) 

Red (limit) 
Red 
Orange 
Yellow 
Green 
Cyan 
Blue 

Violet (limit) 

*Typical values only. 

THE LAWS OF COLOUR MIXTURE 

Colours of the spectrum are called chromatic colours; 
there are also nonchromatic colours such as the browns, 
magentas, and pinks. The term achromatic colours is 
sometimes applied to the black-gray-white sequence. Ac- 
cording to some estimates, the eye can distinguish some 
10,000,000 colours, all of which derive from two types 
of light mixture: additive and subtractive. As the names 
imply, additive mixture involves the addition of spectral 
components and subtractive mixture concerns the sub- 
traction or absorption of parts of the spectrum. 
Additive mixing occurs when beams of light are com- 

bined. The colour circle, first devised by Newton, is still 

widely used for purposes of colour design and is also useful 
when the qualitative behaviour of mixing beams of light 
is considered. Figure 2 shows a colour circle in which the 

yellow 

orange green 

white 

magenta indigo 

blue-violet 

Figure 2: One form of Newton's colour circle. 

spectral colours red, orange, yellow, green, cyan, indigo, 

and blue-violet are joined by the nonspectral colour ma- 
genta (a mixture of blue-violet and red light beams). White 
is at the centre and is produced by mixing light beams of 
approximately equal intensities of complementary colours 
(colours that are diametrically opposed on the colour cir- 
cle), such as yellow and blue-violet, green and magenta, 
or cyan and red. Intermediate colours can be produced 
by mixing light beams, so mixing red and yellow gives 
orange, red and blue-violet gives magenta, and so on. 
The three additive primary colours are red, green, and 

blue; this means that by additively mixing the colours 
red, green, and blue in varying amounts almost all other 
colours can be produced, and when the three primaries 
are added together in equal amounts, white is produced. 
Additive mixture can be demonstrated physically using 

three slide projectors fitted with filters so that one projector 
throws a beam of saturated red light onto a white screen, 

another a beam of saturated blue light, and the third 
a beam of saturated green light. Additive mixing occurs 
where the beams overlap (and thus aresadded together). 
Figure 3 (left) illustrates the results of such an experiment. 
As can be seen, where the red and green beams overlap, 
yellow is produced. If more red light is added or if the 
intensity of the green light is decreased, the light mixture 
becomes orange. Similarly, if there is more green light 
than red light, a yellow-green is produced. 
Subtractive colour mixing involves the absorption and 

selective transmission or reflection of light. It occurs when 
colorants (such as pigments or dyes) are mixed or when 
several coloured filters are inserted into a single beam of 

. white light. For example, if a projector is fitted with a 
deep red filter, the filter transmits red light and absorbs 
other colours. If the projector is fitted with a strong green 
filter, red is absorbed and only green light is transmitted. 
If, therefore, the projector is fitted with both red and green 
filters, all colours are absorbed and no light is transmitted, 
resulting in black. Similarly, a yellow pigment absorbs blue 
and violet light while reflecting yellow, green, and red light 
(the green and red additively combining to produce more 
yellow). Blue pigment absorbs primarily yellow, orange, 
and red light. If the yellow and blue pigments are mixed, 

Figure 3: (Left) The additive mixing of red, green, and blue. 
(Right) The subtractive mixing of magenta, yellow, and cyan. 
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green is produced since it is the only spectral component 
that is not strongly absorbed by either pigment. 
Because additive processes have the greatest gamut when 

the primaries are red, green, and blue, it is reasonable 

to expect that the greatest gamut in subtractive processes 
will be achieved when the primaries are, respectively, 
red-absorbing, green-absorbing, and blue-absorbing. The 
colour of an image that absorbs red light while transmit- 
ting all other radiations is blue-green, often called cyan. 
An image that absorbs only green light transmits both blue 
light and red light, and its colour is magenta. The blue- 
absorbing image transmits only green light and red light, 
and its colour is yellow. Hence, the subtractive primaries 
are cyan, magenta, and yellow (see Figure 3, right). 
No concepts in the field of colour have traditionally been 

more confused than those just discussed. This confusion 
can be traced to two prevalent misnomers: the subtractive 
primary cyan, which is properly a blue-green, is commonly 
called blue; and the subtractive primary magenta is com- 
monly called red. In these terms, the subtractive primaries 
become red, yellow, and blue; and those whose experi- 

ence is confined for the most part to subtractive mixtures 
have good cause to wonder why the physicist insists on 
regarding red, green, and blue as the primary colours. The 
confusion is at once resolved when it is realized that red, 
green, and blue are selected as additive primaries because 
they provide the greatest colour gamut in mixtures. For 
the same reason, the subtractive primaries are, respec- 
tively, red-absorbing (cyan), green-absorbing (magenta), 
and blue-absorbing (yellow). 

The measurement of colour 

The measurement of colour is known as colorimetry. A 
variety of instruments are used in this field. The most so- 
phisticated, the spectrophotometers, analyze light in terms 
of the amount of energy present at each spectral wave- 
length. The emittance curves for the light sources shown 
in Figure 4 are typical spectrophotometer results, as is the 
reflectance curve of the paint pigment known as emerald 
green, shown in Figure 5. 
It is difficult to describe the colour of a specific spectral 

energy distribution. Since the eye perceives only a single 
colour for any given energy distribution, it is necessary to 
express colour measurements in a perception-related way. 
Several systems exist and some are outlined below. 

TRISTIMULUS MEASUREMENT AND CHROMATICITY 

DIAGRAMS 

The tristimulus system is based on visually matching a 
colour under standardized conditions against the three 
primary colours, red, green, and blue; the three results 
are expressed as X, Y, and Z, respectively, and are called 
tristimulus values. The tristimulus values of the emerald- 
green pigment of Figure 5 are X= 22.7, Y= 39.1, and 
Z = 31.0. These values specify not only colour but also 
visually perceived reflectance, since they are calculated in 
such a way that the Y value equals a sample’s reflectivity 
(39.1 percent in this example) when visually compared to 
a standard white surface by a standard (average) viewer 
under average daylight. The tristimulus values can also be 
used to determine the visually perceived dominant spectral 
wavelength (which is related to the hue) of a given sample; 
the dominant wavelength of the emerald-green pigment 
is 511.9 nm. 
Such data can be graphically represented on a chromatic- 

ity diagram (see Figures 6 and 7). Standardized by the 
Commission Internationale d’Eclairage (CIE) in 1931, the 
chromaticity diagram is based on the values x, y, and z, 
where x = X/(X + Y+ Z), y= Y/(X + Y+ Z), and z= Z/ 
(X+ Y+ Z). Note that x + y+ z= 1; thus if two values 
are known, the third can always be calculated and the 
z value is usually omitted. The x and y values together 
constitute the chromaticity of a sample. Light and dark 
colours that have the same chromaticity (and are there- 
fore plotted at the same point on the two-dimensional 
chromaticity diagram) are distinguished by their different 
Y values (luminance or visually perceived brightness). 
When their x and y coefficients are plotted on a chro- 
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Figure 4: The energy distribution in light from eave an 
incandescent lamp, and a fluorescent lamp. 

After K. Nassau, Physics and Chemistry of Color (1983); John Wiley & Sess Inc. 

maticity diagram, the spectral colours from 400 nm to 
700 nm follow a horseshoe-shaped curve; the nonspectral 
violet-red mixtures fall along the straight line joining the 
400 nm point to the 700 nm point. All visible colours 
fall within the resulting closed curve, as shown in Figure 
6. Points along the circumference correspond to saturated 
colours; pale unsaturated colours appear closer to the cen- 
tre of the diagram. The achromatic point is the central 
point at x = 1/3, y= 1/3 (shown as W in Figure 7), where 
visually perceived white is located (as well as the pure 
grays and black, which vary only in the magnitude of the 
luminance Y). 

emerald green 

spectral reflectance (percent) 

1 1 1 
550 600 650 700 

0 L 
400 450 500 

wavelength (my) 

Figure 5: Spectral reflectance curve of an 
artist's pigment. 
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Figure 6: Standard chromaticity diagram. 

By courtesy of RCA New Products Division, Lancaster, Pennsylvania 

A straight line connecting any two points representing 
beams of light includes all the points representing colours 
formed by adding various amounts of the two beams. If 
the line passes through the achromatic point, the colours 
represented by its endpoints, when additively combined in 
the appropriate amounts, must form white; therefore all 
lines passing through the achromatic point terminate on 
the closed curve in saturated complementary colours. 

By plotting the calculated x =0.245 and y=0.421 of 
the emerald-green pigment at point E on the chromaticity 
diagram in Figure 7 and extending a line through it from 
the achromatic point W to the saturated spectral bound- 
ary, it is possible to determine the dominant wavelength of 
the pigment colour, 511.9 nm. The colour of the pigment 
is the visual equivalent of adding white light and light of 
511.9 nm in amounts proportional to the lengths n (the 
distance between points E and W) and m (the distance 
between E and the point of the dominant wavelength) in 
Figure 7. The purity equals 100n/(m + n) percent—in this 
case, 22.8 percent. A purity of 100 percent corresponds 

to a pure saturated spectral colour and 0 percent to the 
achromatic colours (white, gray, and black). 
The colour of a specific red apple of Y = 13.0, x = 0.460, 

values of y 

et eee 
06 0.8 

values of x 

Figure 7: The location on the chromaticity diagram of the 
achromatic point W, the emerald-green pigment E£, a red apple 
R, the incandescence curve with temperatures in kelvins, and 
the standard CIE illuminants A, B, and C. 

y= 0.287 has its x and y values plotted at R in Figure 
7. The line from the achromatic point W intersects the 
chromaticity diagram boundary at a saturated nonspec- 
tral purple-red at P. The dominant colour designation is 
then obtained by extrapolating the line in the opposite 
direction to a saturated spectral colour and is given as 
“complementary dominant wavelength 495 nm” or 495c. 
The colour of this apple is therefore the visual equivalent 
of a mixture of white light and the 495c saturated purple- 

red in the intensity ratio of the distances p to g shown in 
Figure 7 with a purity of 100p/(p + q) percent. 
Light from incandescent sources, further described be- 

low, falls on the solid curve marked with temperatures 
in this figure, following the sequence saturated red to 
saturated orange to unsaturated yellow to white to unsat- 
urated bluish white for an infinite temperature indicated 
as ©, The points A, B, and C on the curve are CIE stan- 
dard illuminants that approximate, respectively, a 100- 
watt incandescent filament lamp at a colour temperature 
of about 2,850 K, noon sunlight (about 4,800 K), and 
average daylight (about 6,500 K). 

COLOUR ATLASES 

Calculating chromaticity and luminance is a scientific 
method of determining a colour, but for the rapid visual 

determination of the colour of objects, a colour atlas such 

as the Munsell Book of Color is often used. In this system 
colours are matched to printed colour chips from a three- 
dimensional colour solid whose parameters are hue, value 

(corresponding to reflectance), and chroma (corresponding 
to purity). These three parameters are illustrated schemat- 
ically in Figure 8. The central vertical axis provides a 
10-step value scale extending from black at the bottom 
to white at the top. There are 100 hues divided into 10 
groups around the vertical axis; each group has a colour 
name and consists of 10 subdivisions assigned a number 
from | to 10. The chroma scale starts at 0 at the vertical 
axis and extends radially outward from 10 to 18 steps de- 
pending on hue and value. The red apple discussed earlier 
would be designated 10RP 4/10 in the Munsell system, 
indicating a specific reddish purple hue 10RP, a value of 
4, and a chroma of 10. Interpolated values are used to give 
more precise designations, so the emerald-green pigment 
can be specified as 5.0G 6.7/11.2. 
A system that is useful when such precision is not re- 

quired is the ISCC-NBS (Inter-Society Color Council- 
National Bureau of Standards) Centroid Color Charts. It 
has 267 numbered colour designations and uses descrip- 
tive terms such as very pale purple, light yellowish brown, 
and grayish blue; the red apple is 258 (moderate purplish 
red) in this system, the emerald-green pigment is 139 
(vivid green). Other colour atlases include the Ostwald 
colour system, based on mixtures of white, black, and 
a high chroma colour; the Maerz and Paul dictionary 
of colour; the Plochere colour system; and the Ridgway 
colour standards. 

Physical and chemical causes of colour 

According to the law of energy conservation, energy can 
be converted from one form to another, but it cannot 
be created or destroyed. Consequently, when a photon of 
light is absorbed by matter, usually by an atom, molecule, 
or ion, or a small grouping of such units, the photon 
disappears and its energy is gained by the matter. Simi- 
larly, when matter emits light, it loses the energy carried 
away by the photons. A given atom or molecule cannot 
emit light of any arbitrary energy, since quantum theory 
explains that only certain energy states are possible for a 
given system. 

An example of permitted energy levels is shown at the 
left in Figure 9 for the trivalent chromium ion present 
in a crystal of aluminum oxide; this is the colorant that 
provides the red colour of the gemstone ruby. Present in 
this energy level scheme is the ground state, designated 
‘A,; this is the energy state of the chromium ion in ruby 
when in the dark. When illuminated by white light, either 
a photon of energy 2.2 eV or a photon of energy 3.0 eV 
can be absorbed, raising the system to the ‘7, or ‘7, 
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Figure 8: The hue, value, and chroma coordinates of Munsell’s 
colour solid. 

energy levels, respectively (in this system light cannot be 
absorbed into the level ?E because of certain quantum 
limitations designated selection rules). These two energy 
transitions, broadened by the thermal atomic vibrations at 
room temperature into absorption bands, correspond to 
absorption of the violet and green-yellow parts of white 
light passing through the ruby, as shown at the centre in 
Figure 9. The remaining transmitted light consists of the 
strong red and weak blue parts of the spectrum, resulting 
in the deep red ruby colour with a slight purple overtone. 
The chromium ion in ruby now contains excess energy, 

but the selection rules permit return to the ground state 
only through the intermediate FE energy level as shown at 
left in Figure 9. Part of the absorbed energy appears as a 
slight warming of the ruby. The other part is emitted as 
a photon producing a bright red fluorescence (best seen 
when the ruby is illuminated with ultraviolet radiation in 
the dark). The ruby has now returned to the ground state 
and energy has been conserved. This is just one explana- 
tion of the occurrence of colour. Although all occurrences 
or causes of colour involve the excitation of electrons, to 
simplify explanation, this article classifies the physical and 
chemical causes of colour into 15 groups. The first three 
involve transitions among the energy levels of excitations, 
vibrations, and rotations as explained by quantum the- 
ory. The next four involve modifications of this approach 
covered by the ligand field and molecular orbital theories. 
The following four involve the energy band formalism of 
solid state physics, and the final four are explained by 
geometrical and physical optics theory. 

SIMPLE EXCITATIONS, VIBRATIONS, AND ROTATIONS 

Incandescence. Incandescent light is produced when 
hot matter releases parts of its thermal vibration energy 
as photons. At medium temperatures, say 800° C, the 
object’s radiation energy reaches a peak in the infrared, 
with only a small intensity at the red end of the visible 
spectrum. As the temperature is raised, the peak moves 
toward and finally into the visible region. At successively 
higher temperatures the object becomes “red-hot,” then 
orange, yellow, and finally “white-hot”; the very hottest of 
stars have a bluish-white colour. This sequence of colours 
is known as the blackbody radiation sequence and is in- 
cluded in the chromaticity diagram of Figure 7. Examples 
of incandescence include daylight (see Figure 4), candle- 
light, and light from tungsten filament lamps (see Figure 
4), flashbulbs, the carbon arc, and pyrotechnic devices 
such as flares and fireworks. 
Gas excitation. Gas excitation involves the emission of 

light by a chemical element present as a gas or vapour. 
When a gas such as neon or a vapour such as sodium or 
mercury is excited electrically, the electrical energy raises 

Colour 

the atoms into high energy states from which they decay 
back to ground state with the emission of photons. This 
leads to the red light seen in neon tubes and the yellow 
and blue light seen in sodium and mercury vapour lamps, 

respectively. The same yellow sodium light is emitted 
when sodium atoms are thermally excited by being heated 
in a gas flame. In addition to being produced electrically 
or by chemical reactions, gas excitations can also result 
from interaction with energetic particles, as in auroras, 
where energetic particles emitted in solar storms excite 
gases high in the Earth’s atmosphere to produce various 
colour effects. 
Vibrations and rotations. All molecules have some vi- 

bration or rotation energy as a result of chemical bonding, 
but the energy involved is too low to-interact directly with 
visible light. The frequency of vibration can be increased, 
however, by strengthening the chemical bonding involving 
very light atoms. For example, the bond between hydrogen 
and oxygen is stronger in liquid water and solid ice than 
in an isolated H,O molecule. The corresponding increase 
in vibration frequencies allows some absorption at the red 
end of the spectrum and produces the pale blue colour 
characteristic of pure water and ice when seen in bulk. 
Similar vibrations as well as rotations contribute to the 
purple colour of iodine, the brown of bromine, and the 
blue-to-green colours seen in the oxygen-rich gas flame of 
a kitchen range. 

LIGAND FIELDS 

Transition metal impurities. Most chemical compounds 
are colourless when pure; examples include sodium chlo- 
ride (ordinary table salt), aluminum oxide, naphthalene 
(moth flakes), and diamond. In these compounds all 
electrons are present in pairs. Such paired electrons are 
particularly stable and need very high energies to become 
unpaired and form excited energy levels. Only ultraviolet 
light is energetic enough to be absorbed, which explains 
the absence of visible light absorptions and the absence of 
colour. The compounds of a number of metals, most com- 

monly iron, chromium, nickel, cobalt, and manganese, 
do, however, produce coloured salts. These metals are the 

transition elements, which contain unpaired electrons in 
their compounds. Excited energy levels are readily formed 
by these unpaired electrons, resulting in the absorption of 
photons and the production of colour. 
Aluminum oxide, Al,O;, also known as corundum or 

colourless sapphire when pure, can serve as an example. In 
this compound each trivalent aluminum ion is surrounded 
by six oxygens in the configuration of a slightly irregular 
octahedron. The electric field at the aluminum site of this 
octahedral arrangement of oxygens is known as the ligand 
field (an older term, implying a simpler approach, was 
crystal field). If aluminum oxide contains chromium as 
an impurity, so that one out of every 100 aluminums is 
replaced by a chromium, which has unpaired electrons, 
then the ligand field produces a change in the energy levels 

From K. Nassau, Physics and Chemistry of Color (1983); John Wiley & Sons, Inc. 
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that an isolated chromium ion would have. This gives the 
specific energy level scheme shown at the left in Figure 9, 
which leads to the light absorption curve at the centre of 
the Figure and produces the red colour (as well as the red 

fluorescence) of the chromium-containing aluminum ox- 
ide, also known as the gemstone ruby, as described above. 

If chromium similarly replaces 1 or 2 percent of the 
aluminum in the compound beryllium aluminum silicate, 
a combination also known as the gemstone emerald, then 
the ligand field has the same geometry but is somewhat 
weaker, a result of the effect of the berylliums and silicons 
on the strength of aluminum-oxygen bonding. This pro- 
duces small shifts in some of the absorption energy levels 
compared to ruby and results in the absorption spectrum 
shown at the right in Figure 9. These shifts have resulted 
in the almost total elimination of the red transmission and 
an intensification of the blue-green transmission, leading 
to an emerald-green colour. The *E energy level of Figure 
9 has not shifted; accordingly, red ruby and green emerald 
show the same red fluorescence. : 
Other such transition metal impurities cause the colours 

of red iron ore and the gemstones yellow citrine and blue- 
to-green aquamarine (all coloured by a small percentage 
of iron impurity). 
Transition metal compounds. The transition metal may 

be present not as an impurity but as an essential part of 
the substance. An example is chromium oxide, Cr,O;, also 
known as the pigment chrome green, in which the rela- 
tively weak ligand field of the chromium-oxygen bonding 
at the chromiums produces colour in a similar manner 
to that in the emerald discussed above. Additional exam- 
ples are the copper-containing blue-to-green gem materials 
malachite, azurite, and turquoise, as well as the patina on 
copper statues, the red iron ore hematite, and the cobalt- 
glass pigment smalt. 

MOLECULAR ORBITALS 

Organic compounds. All dyes and most pigments, 
whether natural or synthetic, are complex organic com- 
pounds whose molecular structures include a “colour- 
bearing” group known as a chromophore, usually a short 
conjugated system (a chain of atoms connected by alter- 
nating single and double bonds). The bonding electrons 
holding the molecule together can be viewed as belonging 
to the whole molecule. Simple conjugated chains have 
electronic transitions that absorb radiation only in the 
ultraviolet range of the spectrum. If, however, the chain 
is long, the resulting transitions between molecular orbital 
energy levels require less energy, and absorption shifts to 
longer wavelengths. The carotenes are naturally occurring 
examples of extended conjugated systems; they absorb 
some light in the violet or blue range of the spectrum and 
therefore appear yellow or orange in colour. The same 
effect occurs if the number of electrons present on a conju- 
gated chain is modified by the addition of groups of atoms 
known as auxochromes. Auxochromes can be either elec- 
tron acceptors or electron donors. Nitrophenylenediamine 
compounds contain both types of auxochromes. They ab- 
sorb in the blue part of the spectrum and are often used 
in hair dyes because the small size of the molecules allows 
them to penetrate into hair easily. 
Organic dyes occur widely in the plant and animal king- 

doms as well as in the modern synthetic dye and pigment 
industry. Just as with ligand-field energy levels, some of 
the absorbed energy may be re-emitted in the form of 
fluorescence. 
Charge transfer. Aluminum oxide containing a few 

hundredths of | percent of titanium is colourless. If it con- 
tains a similar amount of iron, a very pale yellow colour 
may be seen. If both impurities are present together, the 
aluminum oxide has a magnificent deep blue colour and 
is known as the gemstone sapphire. The colour is the 
result of charge transfer, in which the absorption of light 
energy allows an electron to move from one ion to an- 
other, resulting in a temporary change in the valence state 
of both ions: 
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This process requires energy; since the energy corresponds 

to an absorption in the yellow region of the spectrum, the 
complementary colour blue results. 

Other forms of charge transfer lead to the black of the 
iron oxide magnetite; the brilliant blue colour of potassium 
ferric ferrocyanide, the pigment Prussian blue; the yellow- 
to-orange chromates and dichromates; and the deep blue 
gemstone lapis lazuli, which has the same composition as 
the pigment ultramarine. 

ENERGY BANDS 

Metals. The valence electrons, which in other sub- 
stances produce bonding between individual atoms or 
small groups of atoms, are shared equally by all the atoms 
in a piece of a metal. These delocalized electrons are thus 
able to move over the whole piece of metal and provide 
the metallic lustre and good electrical and thermal con- 
ductivities of metals and alloys. Band theory explains that 
in such a system individual energy levels, as at the left 
in Figure 9, are replaced by a continuous region called a 
band, as in the density of states diagram for copper metal ° 

shown in Figure 10. This diagram shows that the number 
of electrons that can be accommodated in the band at any 
given energy varies; in copper the number declines as the 
band approaches being filled with electrons. The number 
of electrons in the copper fill the band to the level shown, 
leaving some empty space at higher energies. 
When a photon of light is absorbed by an electron near 

the top of the energy band, the electron is raised to a higher 
available energy level within the band as shown by the 
arrow in Figure 10. The light is so intensely absorbed that 
it can penetrate to a depth of only a few hundred atoms, 
typically less than a single wavelength. Because the metal 
is a conductor of electricity, this absorbed light, which 
is, after all, an electromagnetic wave, induces alternating 

electrical currents on the metal surface. These currents 
immediately re-emit the photon out of the metal, thus 
providing the strong reflection of a polished metal surface. 
The efficiency of this process depends on certain selec- 

tion rules. If the efficiency of absorption and re-emission 
is approximately equal at all optical energies, then the dif- 
ferent colours in white light will be reflected equally well, 
leading to the “silvery” colour of polished silver and iron 
surfaces. In copper the efficiency of reflection decreases 
with increasing energy; the reduced reflectivity at the blue 
end of the spectrum results in a reddish colour. Similar 

considerations explain the yellow colour of gold and brass. 
Pure semiconductors. In a number of substances a band 

gap appears in the density of states diagram (see Figure 
11). This can happen, for example, when there are an 
average of exactly four valence electrons per atom in a 
pure substance, resulting in a completely full lower band, 
called the valence band, and an exactly empty upper 
band, the conduction band. Because there are no electron 

energy levels in the gap between the two bands, the lowest 

From K. Nassau, Physics and Chemistry of 
Color (1983); John Wiley & Sons, Inc. 
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Figure 11: (Left) The absorption of light in a band-gap 
material. (Right) The variation of colour with the size of the 

band gap E,. 
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energy light that can be absorbed corresponds to arrow A 
in Figure 11; this represents the excitation of an electron 
from the top of the valence band up to the bottom of the 
conduction band and corresponds to the band-gap energy 
designated E, Light of any higher energy can also be 
absorbed as indicated by the arrows B and C. 
If the substance represented by this Figure has a large 

band gap, such as the 5.4 eV of diamond, then no light 
in the visible spectrum can be absorbed and the substance 
appears colourless when pure. Such large band-gap semi- 
conductors are excellent insulators and are more usually 
treated as ionic or covalently bonded materials. 
The pigment cadmium yellow (cadmium sulfide, also 

known as the mineral greenockite) has a smaller band gap 

of 2.6 eV, which permits absorption of violet and some 
blue but none of the other colours. This leads to its yellow 
colour as can be deduced from the colour scale at the right 
in Figure 11. A somewhat smaller band gap that permits 
absorption of violet, blue, and green produces the colour 
orange; a yet smaller band gap as in the 2.0 eV of the pig- 
ment vermillion (mercuric sulfide, the mineral cinnabar) 
results in all energies but the red being absorbed, which 

leads to a red colour. All light is absorbed when the band- 
gap energy is less than the 1.77 eV (700 nm) limit of the 
visible spectrum; narrow band-gap semiconductors, such 
as the lead sulfide galena, therefore absorb all light and 
are black. This sequence of colourless, yellow, orange, red, 
and black is the precise range of colours available in pure 
semiconductors. 
Doped semiconductors. If an impurity atom, often 

called a dopant, is present in a semiconductor (which is 
then designated as doped) and has a different number of 
valence electrons from the atom it replaces, extra energy 
levels can be formed within the band gap. If the impu- 
rity has more electrons, such as a nitrogen impurity (five 
valence electrons) in a diamond crystal (consisting of car- 
bons, each having four valence electrons), a donor level is 

formed. Electrons from this level can be excited into the 
conduction band by the absorption of photons; this occurs 
only at the blue end of the spectrum in nitrogen-doped 
diamond, resulting in a complementary yellow colour. If 
the impurity has fewer electrons than the atom it replaces, 

such as a boron impurity (three valence electrons) in 
diamond, a hole level is formed. Photons can now be ab- 
sorbed with the excitation of an electron from the valence 
band into the hole level. In boron-doped diamond this 
occurs only at the yellow end of the spectrum, resulting 
in a deep blue colour as in the famous Hope diamond. 
Some materials containing both donors and acceptors 

can absorb ultraviolet or electrical energy to produce vis- 
ible light. For example, phosphor powders, such as zinc 
sulfide containing copper and other impurities, are used 
as a coating in fluorescent lamps to convert the plentiful 
ultraviolet energy produced by the mercury arc into fluo- 
rescent light (see Figure 4). Phosphors are also used to coat 
the inside of a television screen, where they are activated 
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by a stream of electrons (cathode rays) in cathodolumines- 
cence, and in luminous paints, where they are activated 
by white light or by ultraviolet radiation, which causes 
them to display a slow luminous decay known as phos- 
phorescence. Electroluminescence results from electrical 
excitation, as when a phosphor powder is deposited onto a 
metallic plate and covered with a transparent conducting 
electrode to produce lighting panels. 
Injection electroluminescence occurs when a crystal con- 

tains a junction between differently doped semiconducting 
regions. An electric current will produce transitions be- 
tween electrons and holes in the junction region, releasing 
energy that can appear as near-monochromatic light, as in 
the light-emitting diodes (LEDs) widely used on display 
devices in electronic equipment. With a suitable geometry, 
the emitted light can also be monochromatic and coherent 
as in semiconductor lasers. 
Colour centres. A colour centre often involves a solid 

that is missing an atom, such as sodium chloride, an ionic 

crystal that consists of a three-dimensional array of posi- 
tively charged sodium ions and negatively charged chloride 
ions. When a negative chloride ion is missing from the 
crystal, a way electrical neutrality can be maintained is if a 
free electron occupies the spot vacated by the chloride ion, 
forming an F-centre (after the German Farbe, “colour”). 
This replacement electron can be viewed as providing a 
trapping energy level within the large band gap. 
Some form of relatively high energy, such as ultraviolet 

radiation or high-energy X rays or gamma rays, can then 
be used to promote an electron from the valence band 
into the trap, which contains excited energy levels such 
as that designated E,, in Figure 12. The E, level for the 
sodium chloride F-centre occurs at 2.7 eV and can absorb 
blue light, leading to a yellow-brown colour; such a defect 
is called a colour centre. The electron in this excited en- 
ergy level is still within the trap. Only by supplying energy 
corresponding to E, can the electron leave the trap and 
return via the conduction band directly to the valence 
band. This can happen if the crystal is heated, resulting 
in bleaching of the colour centre. If E,, is about the same 
size as E,, bleaching can occur merely while the material 
is being illuminated, leading to optical bleaching. If E, is 
sufficiently small, the material may even fade in the dark 
at room temperature. This occurs in self-darkening sun- 
glasses: the ultraviolet energy present in sunlight produces 
darkening, and room temperature leads to fading as soon 
as ultraviolet light is no longer present. 

GEOMETRICAL AND PHYSICAL OPTICS 

Dispersion and polarization. In his 1666 experiment, 
shown in Figure 1, Newton discovered what is now called 

From K. Nassau, Physics and Chemistry of 
Color (1983); John Wiley and Sons, Inc. 
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Figure 12: Chloride vacancy trap in the band gap of 
salt and its filling by the absorption of energy. 
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dispersion or dispersive refraction. He showed that a light 

beam is bent, or refracted, as it passes from one medium 
to another—e.g., from air into glass. The natures of the 
two media as well as the wavelength of the light involved 
determine the degree of refraction, with shorter wave- 
lengths bending more than longer wavelengths. Dispersion 
in a faceted diamond produces coloured flashes of light, 
in drops of water in the atmosphere it produces primary 
and secondary rainbows, and in ice crystals in thin clouds 
it produces a variety of halos and arcs around the Sun and 

Moon. 
Dispersion has its origin in absorption. Even a colourless, 

transparent substance, such as glass, absorbs electromag- 

netic radiation in the ultraviolet (derived from the unpair- 
ing of paired electrons and their further excitation) and 
in the infrared (from the vibrations of atoms, molecules, 
and larger structural units). It is a combination of these 
two effects that produces dispersion: only a vacuum has 
no absorptions and therefore no dispersion. 
A rope can be snapped so that a wave movement travels 

from one end to the other; the motion of the wave can 

be from side to side, up and down, or in any direction 
perpendicular to the rope. Similarly, an unpolarized light 
wave travels in a single direction but vibrates in random 
directions perpendicular to its travel. When a light wave 
vibrates in only one direction, it is called polarized. 
Light can be polarized in passing through certain sub- 

stances (such as a crystal of calcium carbonate, the min- 

eral calcite, or a sheet of polarizing film) that block out 
all waves except those vibrating in a particular direction. 
Polarized white light can interact with various doubly re- 
fracting materials (ones in which the index of refraction 
varies according to the direction in which the light waves 
passing through it vibrate) to produce colour. This tech- 
nique is often used to view rocks or structural models; the 
colours produced are then studied to determine mineral 
composition or to analyze stress. 
Scattering. When light strikes fine particles or an irreg- 

ular surface, it is deflected in all directions and is said to 
be scattered. When the scattering particles are very small 
compared to the wavelength of light, the intensity of the 
scattered light is related to that of the incident light by the 
inverse fourth power of the wavelength (Rayleigh scatter- 
ing). As a result, light at the blue end of the spectrum is 
scattered much more intensely than that at the red end. 
The light from the Sun is scattered by dust particles and 

clusters of gas molecules, and the scattered blue rays seen 
against the dark background of outer space cause the sky 
to appear blue. At sunrise and sunset, when sunlight trav- 
els the farthest, almost all of the blue rays are scattered 
and the light that reaches the Earth directly is seen as 
predominantly red or orange. Scattering also causes that 
epitome of rare occurrences, the blue Moon (seen when 
forest fires produce clouds composed of small droplets of 
organic compounds). Most blue and green bird feathers 
involve scattering, as do many animal and some vegetable 
blues. Scattering also produces the blue colour of eyes, 
particularly the intense blue eyes of most infants, whose 
yellow-to-dark-brown pigments such as melanin have not 
yet all been formed so that only blue is seen against the 
dark interior of the eye. 
If the size of the scattering particles approaches the wave- 

length of light or exceeds it, the complex Mie scattering 
theory applies and explains colours other than blue; white 
is scattered at the largest sizes, as in fog and clouds. 
Interference. Two light waves of the same wavelength 

can interact under appropriate circumstances so as to re- 
inforce each other if they are in phase or to cancel each 
other if they are out of phase. If a beam of light falls on 
a thin film, such as an oil slick on a puddle of water, part 
of the beam is reflected from the front of the oil film and 
part from the back. Depending on the thickness of the 
film, the two reflected beams can reinforce or cancel. 
When monochromatic light falls on a film of tapering 

thickness, a series of dark and light bands, known as inter- 
ference fringes, is produced. With white light the sequence 
of overlapping light and dark bands from the spectral 
colours leads to Newton’s colours. The film appears black 
or gray where it is thinnest and the light waves cancel; 

as it becomes progressively thicker, it appears white, then 
yellow, orange, red, violet, blue, green, yellow, orange-red, 
violet, and so on. Newton’s colours can also be seen in 
cracks in glass or in crystals, in a soap bubble, and in 

antireflection coatings such as on camera lenses. 
A large number of structural colorations in biologic sys- 

tems also derive from thin film interference. These struc- 
tures usually feature multiple layers and are frequently 
backed by a dark layer of melanin, which intensifies 
the colour by absorbing the nonreflected light. Such col- 
orations are usually iridescent; the colours appear metallic 
and change with orientation. Examples include pearl and 
mother-of-pearl, the transparent wings of houseflies and 
dragonflies, the scales on beetles and butterflies, and the 

feathers of hummingbirds and peacocks. The eyes of many 
nocturnal animals contain multilayer structures that im- 
prove night vision and can produce iridescent reflections 
in the dark. 
Diffraction. Interference is also involved in diffraction, 

another phenomenon that produces colour. Diffraction is ° 
the term used to describe the spreading of light at the 
edges of an obstacle and the subsequent interference that 
occurs. When a monochromatic beam of light falls on a 
single edge, a sequence of light and dark bands is pro- 
duced; and with white light a sequence of colours much 

like the Newton colour sequence appears. 
A diffraction grating consists of a regular two- or three- 

dimensional array of objects or openings that scatter light 
according to its wavelength over a wide range of angles. As 
these deflected waves interact, they reinforce one another 

in some directions to produce intense spectral colours. 
This effect can be seen by looking at a distant streetlight 
or flashlight through a black cloth umbrella. Diffraction 
arrays that reveal spectral colours in direct sunlight ex- 
ist on the wings of some beetles and the skins of some 
snakes. Perhaps the most outstanding natural diffraction 
grating, however, is the gemstone opal. Electron micro- 
scope photographs reveal that an opal has a regular three- 
dimensional array of equal-size spheres, about 250 nm 
(0.00001 inch) in diameter, which produce the diffraction. 

The perception of colour - 

COLOUR EFFECTS 

When a person views an opaque coloured object, it is 
only the light deflected from the object that can activate 
the visual process in the eye and brain. Because different 
illuminants have different spectral energy distributions, as 
shown in Figure 4, a given object in these illuminations 
will reflect different energy distributions. Yet the eye and 
brain are such superb systems that they are able to com- 
pensate for such differences, and normal-appearing colours 
are perceived, a phenomenon called colour constancy. 
Colour constancy does not apply, however, when there 

are subtle differences in colour. If, for example, two or- 
ange objects, one coloured by an orange pigment, the 
other by a combination of red and yellow pigments, match 
precisely in daylight, in the light of a tungsten lamp one 
may appear more reddish than the other. Because of this 
effect, called metamerism, it is always necessary to follow 
precisely the illumination and viewing conditions specified 
when comparing a sample colour to one in a colour atlas. 
The intensity of illumination also affects colour per- 

ception. At very low light levels, blue and green objects 
appear brighter than red ones compared to their relative 
brightness in stronger illumination, an effect known as the 
Purkinje shift. At higher levels of illumination, there is a 
related shift in hues, called the Bezold-Briicke effect, such 
that most colours appear less red or green and more blue 
or yellow as the intensity of illumination increases. 
If a bright spot of white light is projected onto a screen 

uniformly illuminated with a pale blue light, the effect 
known as simultaneous colour contrast makes the white 
light appear pale yellow and the blue light seem grayer 
than if the two were viewed separately. The complemen- 
tary hue is induced by the adjacent illumination. Succes- 
sive colour contrast, which occurs when a person stares at 
one colour and then shifts to another, produces the same 
effect. A person who stares at a pattern of colours for some 
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time and then looks at a white area sees a negative after- 
image of the pattern in complementary hues. This effect, 
also called chromatic adaptation, is what causes browns to 
appear reddish to someone who has just viewed a green 
lawn. Thus, even when the colour of a given object is 
measured and its physical cause identified, visual effects 
can prevent the precise perception of that colour from be- 
ing specified. Some of these effects can be explained fairly 
simply by changes in the sensitivity of the eye’s receptors 
to different colours as intensity changes, by fatigue in 
specific receptors, or by receptor inhibition; others are not 
understood. In fact, scientists did not know the process by 
which the eye and brain perceive colour until the early 
1960s and even now do not understand all the details. 

COLOUR VISION 

One of the most successful theories of colour vision, the 
trichromatic theory, was first proposed around 1801 by 
Thomas Young, an English physician, and refined about 
50 years later by the German scientist Hermann von 
Helmholtz. Based on experiments in colour matching, this 
theory postulates three types of colour receptors in the 
eye. The actual existence of such receptor cells, known 

as cones (from their shapes), was finally confirmed in the 
early 1960s. The three types of cones have maximum 
sensitivities in the blue, green, and red regions of the spec- 
trum, with absorption peaks near 445 nm, 535 nm, and 
565 nm, respectively. These three sets are often designated 
as S, M, and L for their sensitivity to short, medium, 
and long wavelengths. The trichromatic theory explains 
that colour vision results from the relative intensity of 
response of the S, M, and L cones. (Equal stimulation of 
all three gives the perception of white.) There is obviously 
a. close connection between this trichromatic theory and 
the tristimulus value system. 
One of the trichromatic theory’s strengths is that the ex- 

istence of several kinds of colour blindness can be simply 
explained as the lack of function of one or more sets of 
the cones. If one set of cones does not function, dichroma- 
tism results. People with deuteranopia (M set missing) or 
protanopia (L set missing) perceive only blue and yellow. 
In the much rarer tritanopia the S cones are missing and 
only green and red are perceived. Persons who have no 
functioning cone system suffer from the extremely rare 
monochromatism and can perceive only grays. 
Although the trichromatic theory seems to explain much 

about colour vision, other theories have also been sup- 
ported and studied, especially the opponent process the- 
ory. First proposed by the German physiologist Ewald 
Hering in 1878, this approach presumes that colour vi- 
sion involves three mechanisms, each responding to a pair 
of opposites, namely, light-dark, red-green, and blue— 
yellow. It is based on many psychophysical observations, 
including the fact that blue and yellow (and also red and 
green) cannot coexist in any perceived colour; there are no 
bluish yellows (or reddish greens). Several of the contrast 
and afterimage effects can be explained very simply by 
this approach. 
It is now recognized that the trichromatic and opponent 

process theories are not incompatible. They have been 
combined in a number of zone theories, which postulate 

that the cones function in a trichromatic manner in one 
zone, while in another zone the signals from the cones are 
combined in neural cells so as to produce one achromatic 
(white-black) and two chromatic (blue—yellow and green- 
red) signals, which are then interpreted in the brain. Al- 
though it is clear that zone theories, encompassing both 
trichromatic and opponent colour theories, are fully suc- 
cessful in explaining the many aspects of colour percep- 
tion, there are still details that remain to be worked out. 

The psychology of colour 

The most important aspect of colour in daily life is prob- 
ably the one that is least defined and most variable. It 
involves aesthetic and psychological responses to colour 
and influences art, fashion, commerce, and even physical 
and emotional sensations. One example of the link be- 
tween colour and emotion is the common perception that 

Colour 

red, orange, yellow, and brown hues are “warm,” while the 
blues, greens, and grays are “cold.” The red, orange, and 
yellow hues are said to induce excitement, cheerfulness, 
stimulation, and aggression; the blues and greens security, 
calm, and peace; and the browns, grays, and blacks sad- 
ness, depression, and melancholy. It must be remembered, 

however, that the psychological perception of colour is 
subjective, and only general comments about its features 
and uses can be made. 
Colours are not universal. Some languages do not con- 

tain separate words for green and blue or for yellow and 
orange, while Eskimos use 17 words for white as applied 
to different snow conditions. When colour terminology 
in different cultures is compared, certain patterns are ob- 
served consistently. All languages have designations for 
black and white. If a third hue is distinguished, it is red; 

next comes yellow or green, and then both yellow and 
green. Blue is the sixth colour named, and brown is the 
seventh. Finally, in no particular sequence, the colours 
gray, orange, pink, and purple are designated. 
Like colour terminology, colour harmony, colour prefer- 

ences, colour symbolism, and other psychological aspects 
of colour are culturally conditioned, and they vary con- 
siderably with both place and historical period. One cross- 
cultural study showed that American and Japanese con- 
cepts of warm and cold colours are essentially the same, 

but that in Japan blue and green hues are perceived to 
be “good” and the red-purple range as “bad,” while in 
the United States the red-yellow-green range is considered 
“good” and oranges and red-purples “bad.” The colour 
of mourning is black in the West, yet other cultures use 
white, purple, or gold for this purpose. Many languages 
contain expressions that use colour metaphorically (com- 
mon examples in English include “green with envy,” “feel- 
ing blue,” “seeing red,” “purple passion,” “white lie,” and 
“black rage”) and therefore cannot always be translated 
literally into other languages because the colour may lose 
its associated symbolic meaning. 
Colour symbolism serves important roles in art, religion, 

politics, and ceremonials, as well as in everyday life. Its 
strong emotional connotations can affect colour percep- 
tion so that, for example, an apple- or heart-shaped figure 
cut from orange paper may seem to have a redder hue 
than a geometric figure cut from the same paper because 
of the specific psychological meaning that is associated 
with the shape. 
In addition to emotional associations, factors that affect 

colour perception include the observer’s age, mood, and 
mental health. People who share distinct personal traits 
often share colour perceptions and preferences. For ex- 
ample, schizophrenics have been reported to have abnor- 
mal colour perception, and very young children learning 
to distinguish colours usually show a preference for red 
or orange. Many psychologists believe that analyzing an 
individual’s uses of and responses to colour can reveal 
information about the individual’s physiological and psy- 
chological condition. It has even been suggested that spe- 
cific colours can have a therapeutic effect on physical and 
mental disabilities. 
Although these medical benefits are still in question, 

colour has been shown to cause definite physical and emo- 
tional reactions in humans and in some animals. Rooms 
and objects that are white or in light shades of “cool” 
colours may appear to be larger than those that are in in- 
tense dark or “warm” colours; black or‘ very dark colours 
have a slimming, or shrinking, effect, as is well* known 
to designers and decorators. A “cool” room decorated in 
a pale blue requires a higher thermostat setting than a 
“warm” room painted a pale orange in order to achieve 
the same sensation of warmth. People who view a dis- 
play of unusual colours produced by special illumination 
may experience headaches and nervous disorders; tasty 
wholesome food served under such conditions appears re- 
pulsive and may even induce illness. Some colours induce 
a feeling of pleasure in the observer. When an affectively 
positive, or pleasurably perceived, colour is viewed after a 
less pleasant colour, it produces more pleasure than when 
viewed by itself, an effect known as affective contrast 
enhancement. 
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The effect of combinations of colours on an observer 
depends not only on the individual effects of the colours 
but also on the harmony of the colours combined and 
the composition of the pattern. Artists and designers have 
been studying the effects of colours for centuries and have 
developed a multitude of theories on the uses of colour. 
The number and variety of these theories demonstrates 
that no universally accepted rules apply; the perception of 
colour depends on individual experience. 
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of Color (1961, reprinted 1973; originally published in German, 
1961), an exposition of an influential aesthetic theory; M.E. 
CHEVREUL, The Principles of Harmony and Contrast of Colors 
and Their Applications to the Arts (1854, reissued 1981; origi- 
nally published in French, 1839), with notes by Faber Birren; 
FABER BIRREN, Principles of Color: A Review of Past Traditions 
and Modern Theories of Color Harmony (1969), an introduc- 
tion, and his History of Color in Painting: With New Principles 
of Color Expression (1965), an authoritative treatment: and 
GEORGE A. AGOSTON, Color Theory and Its Application in Art 
and Design (1979), a broad review valuable as a reference work. 
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Columbus 
hristopher Columbus, Master Mariner and Navi- 

( gator, was born in Genoa, Italy, probably between 
August 26 and October 31, 1451, and died at Val- 

ladolid, Spain, May 20, 1506. He was the eldest son of 

Domenico Colombo, a Genoese wool worker and small- 
time merchant, and Susanna Fontanarossa, his wife. 
Columbus made four transatlantic voyages that opened the 
way for European exploration, exploitation, and coloniza- 
tion of the Americas. He has long been called the “discov- 
erer” of the New World, although Vikings such as Lief 
Eriksson had visited North America five centuries earlier. 
Columbus sailed under the sponsorship of Ferdinand and 

Isabella, the Catholic Monarchs of Aragon, Castile, and 
Leon in Spain. On the first and second voyages (Aug. 3, 
1492-March 15, 1493, and Sept. 25, 1493-June 11, 1496) 
Columbus sighted the majority of the islands of the 
Caribbean and established a base in Hispaniola (now di- 
vided into Haiti and the Dominican Republic). On the 
third voyage (May 30, 1498-October 1500) he reached 
Trinidad and Venezuela and the Orinoco River delta. On 
the fourth (May 9, 1502-Nov. 7, 1504) he explored the 
coasts of Jamaica, Honduras, Nicaragua, Costa Rica, and 
the Panamanian region of Veragua (Veraguas). Although at 
first full of hope and ambition, an ambition partly gratified 
by his title “Admiral of the Ocean Sea,” awarded to him in 
April 1492, and by the grants enrolled in the Book of Priv- 
ileges (a record of his titles and claims), Columbus died a 
disappointed man. He was removed from the governorship 
of Hispaniola in 1499, his chief patron, Queen Isabella, died 
in 1504, and his efforts to recover his governorship of the 
“Indies” from King Ferdinand were, in the end, unavailing. 
In 1542, however, the bones of Columbus were taken from 
Spain to the Cathedral of Santo Domingo in what is now 
the Dominican Republic, where they may still lie. 
The period between the quatercentenary celebrations of 

Columbus’ achievements in 1892-93 and the quincente- 
nary ones of 1992 saw great advances in Columbus schol- 
arship. A huge number of books about Columbus appeared 
in the 1990s, and the insights of archaeologists and an- 
thropologists now complement those of sailors and histori- 
ans. This effort has given rise, as might be expected, to 
considerable debate. The past few years have also seen a 
major shift in approach and interpretation; the older pro- 

Columbus, oil painting by Sebastiano del Piombo, 
1519. In the Metropolitan Museum of Art, New York. 
By courtesy of the Metropolitan Museum of Art, New York, gift of 
J. Pierpont Morgan, 1900 
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European and imperialist understanding has given way to 

one shaped from the perspective of the inhabitants of the 

Americas themselves. According to the older understand- 
ing, the “discovery” of the Americas was a great triumph, 
one in which Columbus played the part of hero in accom- 
plishing the four voyages, in being the means of bringing 
great material profit to Spain and to other European coun- 

tries, and in opening up the Americas to European settle- 
ment. The second perspective, however, has concentrated 

on the destructive side of the European intrusions, em- 
phasizing, for example, the disastrous impact of the slave 
trade and the ravages of imported disease on the indige- 
nous peoples of the Caribbean region and the American 
continents. The sense of triumph has diminished accord- 
ingly, and the view of Columbus as hero has now been re- 
placed, for many, by one of a man deeply flawed. While 
Columbus’ abilities as a navigator are rarely doubted in 
this second perception, and his sincerity as a man some- 
times allowed, he is emphatically removed by it from his 
position of honour. The further interventions of political 
activists of all kinds have hardly fostered the reconciliation 
of these so disparate views. 
In an attempt at a balanced account, attention will first of 

all be restored to the nature and quantity of the surviving 
written and material sources about Columbus. All in- 

formed scholarly comment must depend primarily upon 
these. Then the admiral’s achievements and failures will be 
examined in light of recent research. Finally, the focus will 
briefly return to the debate, which is far from ended. 

MAJOR WRITTEN SOURCES 

The majority of the surviving primary sources for Colum- 
bus were written to be read by other people. There is, then, 
an element of manipulation about them. This fact needs to 
be borne fully in mind for their proper understanding. 
Foremost among these sources are the journals written by 

Columbus himself for his sovereigns—one for the first voy- 
age, now lost but able partly to be reconstructed; one for 

the second, almost wholly gone; and one for the third, 
again accessible through reconstructions made by using 
later quotations, like the first. Each of the journals may be 
supplemented by letters and reports to and from the soy- 
ereigns and their trusted officials and friends, provisioning 
decrees from the sovereigns, and, in the case of the second 
voyage, letters and reports of letters from fellow voyagers 
(especially Michele da Cuneo, Diego Alvarez Chanca, and 
Guillermo Coma). There is no journal and only one letter 
from the fourth voyage, but a complete roster and payroll 
survive from this, alone of all the voyages, and Columbus’ 
younger son Ferdinand (b. c. 1488) traveled with the ad- 
miral and left an eyewitness account. The so-called Pleitos 
de Colén, judicial documents put forward by the Pinzon 
family in 1515 against the claims of Columbus’ heirs, 
throw oblique further light upon the explorations. Ferdi- 
nand Columbus’ The Life of the Admiral Christopher 
Columbus, the Historia de los Reyes Catélicos (c. 1500) of 
Andrés Bernaldez (a friend of Columbus’ and chaplain to 
the archbishop of Seville), and the Historia de las Indias 
put together about 1550-63 by Bartolomé de las Casas 
(bishop of Chiapas and champion of the indigenous people 
of the Americas) supplement the other narratives. 
Further important material may be gleaned from the few 

books still extant from the admiral’s own library. Some of 
these were extensively annotated, often by the admiral and 
sometimes by his brother Bartholomew. The readings and 
annotations from Columbus’ copies of the Imago mundi 
by the 15th-century French theologian Pierre d’Ailly (a 
compendium containing a great number of cosmological 
and theological texts), the Historia rerum ubique gestarum 
of Pope Pius II, published in 1477, the version of The 
Travels of Marco Polo known as the De consuetudinibus et 

Columbus’ 
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condicionibus orientalium regionum of Francesco Pipino 
(1483-85), Alfonso de Palencia’s late 15th-century Castil- 
ian translation of Plutarch’s Parallel Lives, and the 15th- 

century humanist Cristoforo Landino’s Italian translation 
of the Natural History of Pliny the Elder cast a most 
important light on Columbus’ intentions and presupposi- 

tions. So do the contents of certain other books known to 
have been in his possession, such as the Guide to Geog- 

raphy of the Greek astronomer and geographer Ptolemy, 
the Catholicon of the 15th-century encyclopedist John of 
Genoa, and a popular handbook to confession, the mid- 

1Sth-century Confessionale produced by the Dominican 
St. Antoninus of Florence. The whole shows that the 

admiral was adept in Latin, Castilian, and Italian, if not 

expert in all three. He annotated primarily in Latin and 

Spanish, very rarely in Italian. He had probably already 
read and annotated at least the first three named texts 

before he set out on his first voyage to the “Indies.” His 
Christian interests are manifest. He was plainly a deeply 

religious and reflective man as well as a distinguished 
seaman, and, being largely self-taught, had a reverence 
for learning, especially, perhaps, the learning of his most 
influential Spanish supporters. The Book of Prophecies, 
a collection of prophetic passages and pronouncements, 

taken largely from the Bible and seeming to bear upon 
his western voyages, which seems largely to have been put 
together between September 1501 and March 1502 (with 

additions untilc. 1505) by Columbus and his friend the 

Carthusian friar Gaspar Gorricio, is a striking manifes- 
tation of these sensibilities and seems to contain many 
passages and extracts that were personally important to 
the admiral. 

Direct material remains of Columbus’ travels are few. 
Efforts to find the Spaniards’ first settlement on Hispan- 

iola (Haiti), at Navidad, have so far failed, but the local 
chieftain’s settlement nearby has been identified, and the 
present-day fishing village of Bord de Mer de Limonade 
may be close to the original site. Concepcién de la Vega, 

which Columbus also founded on Hispaniola, on the sec- 
ond voyage, may be the present La Vega Vieja, in the 
Dominican Republic. Remains at the site of La Isabela 
are still to be fully excavated as are those at Sevilla la 
Nueva, on Jamaica, where Columbus’ two caravels were 

beached on the fourth voyage. The techniques of skeletal 
paleopathology and paleodemography are being applied 
with some success to determine the fates of the native 
populations. 

LIFE 

Early career and the first voyage. Little is known of 
Columbus’ early life. His career asa seaman began effec- 
tively in the Portuguese marine. After surviving a ship- 
wreck off Cape St. Vincent at the southwestern point of 
Portugal in 1476, he based himself in Lisbon, together 
with his brother Bartholomew. Both were employed as 
chartmakers, but Columbus was principally a seagoing en- 
trepreneur. In 1477 he sailed to Iceland and Ireland with 
the marine, and in 1478 he was buying sugar in Madeira 
as an agent for the Genoese firm of Centurioni. In 1479 
he met and married Felipa Perestrello e Moniz, a mem- 
ber of an impoverished noble Portuguese family. Their 
son, Diego, was born in 1480. Between 1482 and 1485 
Columbus traded along the Guinea coast and made at 
least one voyage to the Portuguese fortress of Sao Jorge da 
Mina on the Gold Coast of equatorial West Africa, gain- 
ing knowledge of Portuguese navigation and the Atlantic 
wind systems along the way. His search for support for 
an Atlantic crossing in both Portugal and Spain has en- 
couraged conspiracy theorists to suspect a secret pact with 
King John II of Portugal, but there is no evidence of this. 
Felipa died in 1485, and Columbus took as his mistress 
Beatriz Enriquez de Harana of Cérdoba, by whom he had 
his second son, Ferdinand. By 1486 Columbus was firmly 
in Spain, asking King Ferdinand and Queen Isabella for 
patronage. After at least two rejections, he at last obtained 
royal support in January 1492. This was achieved chiefly 
through the interventions of the Spanish treasurer, Luis 
de Santangel, and of the Franciscan friars of La Rabida, 
near Huelva, with whom Columbus had stayed in the 

summer of 1491. Juan Pérez of La Rabida had been one 
of the queen’s confessors and perhaps procured him the 
crucial audience. Royal patronage was finally advanced in 
the euphoria that followed the fall of Granada, the last 
stronghold of the Moors in Spain, on Jan. 2, 1492. 

Columbus had been present at the siege of Granada in 
January 1492. He was in fact riding back from it to La 
Rabida when he was recalled to court and the vital royal 

audience. Granada’s fall encouraged Spanish Christians to 
believe that they might indeed triumph over Islam, albeit 
chiefly, perhaps, by the back way round the globe. In 

the letter that prefaces his journal of the first voyage, the 
admiral vividly evokes his own hopes and binds them 

all together with the conquest of the infidel, the victory 
of Christianity, and the westward route to discovery and 
Christian alliance: 
...and I saw the Moorish king come out of the gates of 
the city and kiss the royal hands of Your Highnesses... and 
Your Highnesses, as Catholic Christians... took thought to 
send me, Christopher Columbus, to the said parts of India, to 
see those princes and peoples and lands...and the manner 
which should be used to bring about their conversion to our 
holy faith, and ordained that I should not go by land to the 
eastward, by which way it was the custom to go, but by way 
of the west, by which down to this day we do not know cer- 
tainly that anyone has passed; therefore, having driven out all 
the Jews from your realms and lordships in the same month 
of January, Your Highnesses commanded me that, with a 
sufficient fleet, I should go to the said parts of India, and 
for this accorded me great rewards and ennobled me so that 
from that time henceforth I might style myself “Don” and 
be high admiral of the Ocean Sea and perpetual Governor of 
the islands and continent which I should discover... and that 
my eldest son should succeed to the same position, and’ so on 
from generation to generation. 

Thus a great number of interests were involved in this 
great project, which was, in essence, the attempt to find a 
route to the rich continent of Cathay (or modern China), 
to India, and to the fabled gold and spice islands of the 
East by sailing westward over what was presumed to be 

open sea. Columbus himself clearly hoped to rise from 
his humble beginnings in this way, to accumulate riches 
for his family, and to join the ranks of the nobility of 
Spain. In a similar manner, but at a more exalted level, 
the Catholic Monarchs sought, through‘such an enterprise, 
to gain greater status among the monarchies of Europe, 
especially against their main rival, Portugal. Then, in al- 
liance with the papacy (in this case, with the Borgia pope 
Alexander VI [1492-1503]), they might hope to take the 
lead in the Christian defense against the infidel. The power 
of the Ottomans and other Islamic nations of the eastern 
Mediterranean was growing at an alarming pace, threat- 
ening the Christian monarchies themselves. This power 
had also effectively closed the land routes to the East, 
via the Caspian Sea, Samarkand, and northern India, and 
made the sea route south from the Red Sea extremely 
hard to access. 

At a more elevated level still, Franciscan preachers sought 

to prepare for the end of the world, as they interpreted 
the Book of Revelation to prophesy. According to the 
eschatological vision contained in Revelation, Jerusalem 
would be recaptured by Christendom and a Christian em- 
peror installed in the Holy Land. These events were a 
precondition for the coming, and defeat, of Antichrist and 
the conversion of the whole human race and, ultimately, 
for the Last Judgment. The westward project would, it 
was hoped, help to finance a crusade to the East. It might 
also be another arm of it, linking with Christians such 
as Prester John, a legendary Christian ruler of the East, 
and his descendants, who, it was thought by many, still 
survived east of the lands of the infidel. The Great Khan 
of the Golden Horde was himself held to be interested 
in Christianity. Columbus carefully carried a letter of 
friendship from his sovereigns to the Great Khan with 
him on his journeys. Finally, the Portuguese explorer Bar- 
tolomeu Dias was known to have pressed southward along 
the coast of West Africa, beyond Sao Jorge da Mina, in 
an effort to find an easterly route to Cathay and India by 
sea. It would never do to allow the Portuguese to find the 
sea route first. 
Christian missionary fervour, the power of Castile and 
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The voyages of Christopher Columbus. 

Aragon, the fear of Portugal, the lust for gold, the desire for 
adventure, the hope of conquests, and Europe’s genuine 
need for a reliable supply of herbs and spices for cooking, 
preserving, and medicine all combined to produce that 
explosion of energy which launched the first voyage. Ad- 
venturous emigration may have been encouraged by the 
decree signed March 31, 1492, ordering the expulsion of 
the Jews from Spain. 
The time has come to lay to rest, finally and for good, the 

ghost of the notion that Columbus had ever thought that 
the world was flat. Europeans had known that the Earth 
was spherical in shape ever since the spread of the popular 

Etymologies of St. Isidore of Seville, produced (in Spain) 
in the early 7th century. Columbus’ miscalculations, such 
as they were, lay in quite other areas. First, his estimate 
of the sea distance to be crossed to Cathay was wildly 
inaccurate. A chart (now lost) supplied by the Florentine 
mathematician and geographer Paolo Toscanelli, together 
with Columbus’ preference for the calculations of the an- 
cient Greek geographer Marinus of Tyre, encouraged him 
to reject Ptolemy’s estimate of the journey from West to 
East overland and to substitute a far longer one. Again, on 
the authority, primarily, of the 13th-14th-century Vene- 
tian Marco Polo’s Travels, he conceived the idea that the 

lands of the East stretched out far around the back of 
the globe, with the island of Cipango, or Japan, located 
a further 1,500 miles from the mainland of Cathay and 
itself surrounded by islands. This cluster of islands might, 
then, almost touch, he seems to have argued, the islands of 
the Azores. Columbus’ reading of the seer Salathiel-Ezra 
in the books of Esdras, from the Apocrypha (especially I 
Esdras 6:42, in which the prophet states that the Earth is 
six parts land to one of water) reinforced these ideas of 
the proportion of land- to sea-crossing, and the mistake 
was compounded by his idiosyncratic view of the length 
of a degree of geographic latitude. According to his reck- 
oning, Zaiton, Marco Polo’s great port of Cathay, would 
have lain a little to the east of present-day San Diego, 
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Calif., U.S., and Cipango (Japan) on the meridian of the 
Virgin Islands. The latter were, of course, surprisingly, 
and confusingly, close to where Columbus actually made 
his landfalls. 
The miscalculation of distance may have been willful on 

Columbus’ part and made with an eye to his sponsors. The 

first journal suggests that Columbus may have been aware 
of his inaccuracy, for he consistently concealed from his 
sailors the number of actual miles they had covered, lest 
they become fearful for the journey back. Such economies 
with the truth may be evidence rather of bravery and the 
need to inspire confidence than of simple dishonesty or 
error. Columbus’ other miscalculations were a little more 
serious, however. He declined, for instance, ever to admit 
that he had not found the true Indies and Cathay. Perhaps 
he genuinely believed that he had been there; but, at all 
events, this refusal to accept that he had discovered a 
brand new world in the Caribbean, in the face of mount- 
ing evidence that he had, both prevented his adapting 
his preformed plans and ideas to his actual experiences 
and dented his later reputation. Last, Columbus was au- 
tocratic to his sailors and remote from his companions 
and intending emigrants. He was thus a poor judge of the 
ambitions, and perhaps the failings, of those who sailed 
with him. This combination was to prove fatal to almost 
all of his hopes. 
The ships for the first voyage, the Nifa, Pinta, and 

Santa Maria, were fitted out at Palos, on the Tinto River 

in southern Spain. Santaéngel and Columbus’ collabora- 
tors and suppliers in Palos (led by the shipowner Martin 

Alonso Pinz6n, captain of the Pinta) provided at least 
1,140,000 maravedis, and Columbus supplied more than 
a third of the sum contributed by the king and queen. 
Queen Isabella did not, then, have to pawn her jewels (a 
myth first put about by Las Casas). The little fleet left on 
Aug. 3, 1492. The admiral’s navigational genius showed 
itself immediately, for they dropped down to the Canary 
Islands, off the northwest African mainland, rather than 
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sailing due west to the Azores. The westerlies prevailing 
in the Azores had defeated previous sailors to the west, 

but in the Canaries they could pick up the northeast trade 
winds, trusting to the westerlies for their return. After 

nearly a month in the Canaries the ships set out from 

San Sebastian de la Gomera on September 6. On October 
12 land was sighted from the Pinta (though Columbus, 

on the Nina, later meanly claimed the privilege for him- 

self). The place of the first Caribbean landfall is hotly 

disputed, but San Salvador, or Watling, Island is currently 

preferred to Samana Cay, Rum Cay, the Plana Cays, or 

the Turks and Caicos Islands. Beyond planting the royal 

banner, however, Columbus spent little time there, being 

anxious to press on to Cipango. He thought, on October 
24, he had found it in Cuba, but by his journal entry of 
November | he had convinced himself that Cuba was the 
mainland of Cathay, though so far without evidence of 
great cities. Thus, on December 5, he turned back south- 
eastward to search for the fabled city of Zaiton, missing 
Florida through this decision and, as it turned out, his sole 
chance of setting foot on the North American continent. 
The fleet was carried by adverse winds to Ayti (Haiti) on 

December 6, which Columbus renamed La Isla Espafiola, 
or Hispaniola. He seems to have thought that Haiti might 
be Cipango or, if not Cipango, then perhaps one of the 

rich isles from which King Solomon’s triennial fleet set 
sail so long ago, bringing gold and gems and spices back to 

Jerusalem for the king (I Kings 10:11, 22), or the biblical 
lands Sheba and Seba, confused by some commentators 

with the Tharsis and the isles of Psalm 71:10-11 in the 

Vulgate. Columbus found there at least enough gold and 

prosperity to save him from ridicule on his return to 
Spain. With the help of a cacique, or local Taino Indian 

chief, Guacanagari, he set up a stockade on the northern 
coast of the island, named it La Navidad, and posted 39 
men to guard it against his return. The accidental running 
aground of the Santa Maria provided additional planks 
and provisions for the garrison. 
On Jan. 16, 1493, Columbus left with his remaining two 

ships for Spain. The journey back was a nightmare. Al- 
though the westerlies did indeed direct them homeward, 

in mid-February a terrible storm engulfed the fleet. The 
Nifia was driven to seek harbour at Santa Maria in the 
Azores, and then, still storm-bound, to limp on to Lisbon. 
In Santa Maria a pilgrimage of thanksgiving to the shrine 
of the Virgin led to the temporary capture of 10 sailors 
by the hostile Portuguese authorities. An unavoidable in- 
terview with King John II in Lisbon left Columbus under 
the suspicion of collaborating with Spain’s enemies. These 
events cast a shadow on his return to Palos. 
Many of the tensions endemic to all Columbus’ succeed- 

ing efforts had already made themselves felt on this first 
voyage. First and perhaps most damaging of all were those 
engendered by the incompatibility between the admiral’s 
apparently high religious and even mystical aspirations 
and the realities of trading, competition, and colonization. 
Columbus never openly acknowledged this gulf and so 
was quite incapable of bridging it. He chose, for instance, 
in his reports, to interpret the grounding of the Santa 
Maria and the establishing of his fortress as events de- 
creed by God. They were in fact deliberate and radical 
departures from the original simple project of exploration 
and contact, but Columbus preferred to justify them on 
religious rather than rational or economic grounds. (The 
admiral had begun even now to adopt a mode of sanctifi- 
cation in retrospect and validation through sheer force of 
autocratic personality that would make him so many ene- 
mies in the future.) Also, there had been looting, violence, 
and kidnapping, especially on Hispaniola. Columbus did 
control excesses, but he was determined to take back 
both material and human cargo to his sovereigns and for 
himself. This blunted his ability to retain the high moral 
ground. Further, the latent doubts about the foreigner 
Columbus’ total loyalty to Spain had been revived, and, 
last, there were clear divisions in the ranks of Columbus’ 
companions. Pinz6n had disputed the route as the fleet 
reached the Bahamas and had sailed away from Cuba, 
and Columbus, on November 21. He rejoined him, with 
lame excuses, only on January 6. The Pinta made port at 

Bayona on its homeward journey, separately from Colum- 

bus and the Nifia. Had Pinz6n.not died so soon after his 
return, Columbus’ command of the second voyage might 
have been less than assured. As it was, the Pinzén family 
became now his rivals for reward. 

The second and third voyages. The gold, parrots, spices, 
and human captives Columbus displayed for his sovereigns 
at Barcelona convinced all of the need for a rapid second 
voyage. Columbus was now at the height of his popularity, 
and at least 17 ships set out from Cadiz on Sept. 25, 1493. 
Colonization and Christian evangelization were openly in- 
cluded this time in the plans, and a group of friars shipped 
with him. The presence of some 1,300 salaried men with 
perhaps 200 private investors and a small troop of cavalry 
are testimony to the expectations invested in the expe- 
dition. The confiscated properties of expelled Jews had 
swelled the royal coffers and probably largely financed it. 
Sailing again via Gomera in the Canaries, the fleet took 

a more southerly course than on the first voyage and 
reached Dominica in the Lesser Antilles on Nov. 3, 1493. 
After sighting the Virgin Islands, it entered Samana Bay 
in Hispaniola on November 23. Cuneo, deeply impressed 

by this unerring return, remarked that “since Genoa was 

Genoa there was never born a man so well equipped and 
expert in navigation as the said lord Admiral.” An expe- 
dition to Navidad four days later, however, was shocked 

to find the fortress destroyed and the men dead. Here was 
a clear sign that native resistance had gathered strength. 
More fortified places were rapidly built, including a city, 
founded on January 2 and named La Isabela after the 
queen. On February 2 Antonio de Torres left La Isabela 
with 12 ships, a little gold, spices, parrots, captives (most 
of whom died en route), the bad news about Navidad, and 
some complaints about Columbus’ methods of govern- 
ment. While Torres headed for Spain, two of Columbus’ 
subordinates, Alonso de Ojeda and Pedro Margarit, took 
revenge for the massacre at Navidad and captured slaves, 

both seemingly with the admiral’s full connivance. In 
March Columbus explored Cibao (thought to be the gold- 
bearing region of the island) and established the fortress 
of St. Thomas there. Then, late in April, three ships, led 
by Columbus in the Nifia, explored the Cuban coastline 

and searched for gold in Jamaica, only to conclude that 
Hispaniola promised the richest spoils for the settlers. It 
was, the admiral decided, indeed the biblical Seba (Saba in 
the Vulgate), and Cuba was the mainland of Cathay. On 
June 12, 1494, Columbus insisted on a sworn declaration 
to that effect—a sure indication that, though not all of the 
company agreed with him, he was bent on insisting to his 
sovereign that he had reached Cathay. 
The year 1495 saw the determined conquest of the island 

of Hispaniola and the beginning of troubles for the Taino 
Indians. There is evidence, especially in the objections of 
a friar, Bernardo Buil, that Columbus’ methods remained 
harsh. The admiral’s brothers, Bartholomew and Diego, 

were left in charge of the settlement when, on March 10, 
1496, the admiral left La Isabela for Spain. He reached 
Cadiz on June 11 and immediately pressed his plans for a 
third voyage upon his sovereigns, at Burgos. Spain was at 
war now with France and in need of buying allies; more- 
over, the yield from the second voyage had fallen well 
short of the investment. But Portugal still threatened, and, 
though the two nations, in the Treaty of Tordesillas (June 
7, 1494), had divided the Atlantic conveniently between 
themselves, they had as yet made no agreement about 

rights in the East. According to the treaty Spain might take 
all discovered land west of a line drawn from pole to pole 
370 leagues west of the Cape Verde Islands and Portugal 
that to the east of the line; but what about the other side 
of the world, where West met East? Also, there might be a 
previously undiscovered antipodean continent; who, then, 
should be trusted to draw the line there? Ferdinand and 
Isabella therefore made a cautious further investment. Six 
ships left Sanlicar de Barrameda on May 30, 1498, three 
filled with explorers and three with provisions for the set- 
tlement on Hispaniola. It was clear now that Columbus 
was expected both to find great prizes and to establish the 
flag of Spain firmly in the East. 
Certainly he found prizes, but not, sadly, quite of the 



Aim of 

the third 

voyage 

Rebellion 

on 
Hispaniola 

The outer 
region of 
the Earthly 
Paradise 

kind his sponsors required. The aim this time was to 

explore to the south of the existing discoveries, in the 
hope of finding both a strait from Cuba/Cathay to India 

and, perhaps, the unknown antipodean continent. Thus, 

on June 21, the provision ships left Gomera for Hispan- 
iola, while the explorers headed south for the Cape Verde 
Islands. Columbus began the Atlantic crossing on July 4, 
1498, from Sao Tiago Island in Cape Verde. He discov- 

ered the principle of compass variation (the variation at 
any point on the Earth’s surface between the direction 
to magnetic and geographic north), for which he made 
brilliant allowance on the journey from Margarita Island 
to Hispaniola on the later leg of this voyage, and he also 
observed, though misunderstood, the diurnal rotation of 
the Pole Star. After stopping at Trinidad (named after the 
Holy Trinity, whose protection he had invoked for the 
voyage), Columbus entered the Gulf of Paria and planted 
the Spanish flag on the Paria Peninsula in Venezuela. He 
sent the caravel E/ Corréo southward to investigate the 
mouth of the Rio Grande (the northern branch of the 

Orinoco), and by Aug. 15, 1498, knew by the great floods 
of fresh water flowing into the Gulf of Paria that he had 
discovered another continent—“another world.” But he 
did not find the strait to India, nor did he find those mines 
of King Solomon’s gold his reading had led him and his 
sovereigns to expect in these latitudes; and he made only 
disastrous discoveries when he returned to Hispaniola. 
The rule of his brothers, Bartholomew and Diego, had 

been resented there, by both the native inhabitants and 
the immigrants. A rebellion by the alcalde (mayor) of La 
Isabela, Francisco Roldan, had led to appeals to the Span- 
ish court, and, even as Columbus attempted to restore 
order (partly, it must be said, by hangings), the Spanish 
chief justice, Francisco de Bobadilla, was on his way out 
to the colony with a commission from the sovereigns to 
investigate all the complaints. It is hard to explain exactly 
what the trouble was. Columbus’ report to his sovereigns 
from the second voyage, taken back by Torres and so 
known as the Torres Memorandum, speaks of sickness, 
poor provisioning, recalcitrant natives, and undisciplined 
hidalgos (gentry). It may be that these problems had inten- 
sified. But the Columbus family’s repressive policies must 
be held at least partly responsible, intent as it undoubtedly 
now was on enslaving the native population, both to work 
the placer mines of Hispaniola and for export to Europe. 
The adelantado (governor) Bartholomew Columbus had 
replaced Columbus’ original system of gold production, 
whereby the local chiefs had been in charge of deliver- 
ing gold on a loose per capita basis, by direct exploita- 
tion through favoured Spaniards, and this had caused 
widespread dissent among both unfavoured Spaniards and 
indigenous chiefs. Certainly Bobadilla found against the 
Columbus family when he arrived in Hispaniola. He 
clapped Columbus and his two brothers in irons and sent 

them promptly back, on the La Gorda, to Cadiz. They 
arrived there in late October 1500. 
The long letter Columbus composed on the journey back 

and sent to his sovereigns immediately on his return is 
one of the most extraordinary he wrote, and one of the 
most informative. One part of its exalted, almost mystical, 
quality may be attributed to the humiliations the admiral 
had endured (humiliations he compounded by refusing to 
allow the captain of the La Gorda to remove his chains 
during the voyage) and another to the fact that he was 
now suffering severely from sleeplessness, eyestrain, and 
a form of rheumatoid arthritis, which may have hastened 
his death. Much of what he said in the letter, however, 
seems genuinely to have expressed his beliefs. One can 
learn from it that Columbus had absolute faith in his 
navigational abilities, his seaman’s sense of the weather, 
his eyes, and his reading. The last is apparent in his 
conviction that he had reached the outer region of the 
Earthly Paradise. Thus, as he approached Trinidad and 
the Paria Peninsula, the rotation of the Pole Star gave 
him, he wrote, the impression that the fleet was climbing. 
The weather had become extremely mild, and the flow of 
fresh water into the Gulf of Paria was, as he saw, enor- 
mous. All this could have one explanation only—they had 
mounted toward the temperate heights of the Earthly Par- 

Columbus 

adise, heights from which the rivers of Paradise ran into 
the sea. Columbus had found all such signs of the outer 
regions of the Earthly Paradise in his reading, and indeed 
they were widely known. He was, then, on this estimate, 

close to the realms of gold that lay near Paradise. He 
had not found the gold yet, to be sure; but he knew now 

where it was. Columbus’ expectations thus allowed him 
again to interpret his discoveries in terms of biblical and 
classical sources and to do so in a manner that would be 
comprehensible to his sponsors and favourable to himself. 

This letter, desperate though it was, convinced the 

sovereigns that, even if he had not yet found the prize, he 
had been close to it after all. They ordered his release and 
gave him audience at Granada in late December 1500. 
They accepted that, although Columbus’ capacities as 
governor were wanting (on Sept. 3, 1501, they appointed 
Nicolas de Ovando, not Columbus, to succeed Bobadilla 
to the governorship), those as navigator and explorer were 
not. Columbus, even ill and importunate, was a better 
investment than the many adventurers and profiteers who 
had meantime been licensed to compete with him, and 
there was always the danger (revealed in some of the let- 

ters of this period) that he would offer his services to his 
native Genoa. In October 1501, then, Columbus went to 
Seville to make ready his fourth and final expedition. 
The fourth voyage and death of the admiral. The winter 

and spring of 1501-02 were exceedingly busy. The four 
chosen ships were bought, fitted, and crewed, and some 20 
of Columbus’ extant letters and memoranda were written 
then, many in exculpation of Bobadilla’s charges, others 
pressing even harder the nearness of the Earthly Paradise 
and the need to reconquer Jerusalem. Columbus took to 

calling himself “Christbearer” in his letters and to using 
a strange and mystical signature, never satisfactorily ex- 
plained. He began also, with all these thoughts and pres- 
sures in mind, to compile both his Book of Privileges and 
his Book of Prophecies. The first, in defending the titles 
and financial claims of the Columbus family, seems oddly 
annexed to the Christian apocalypticism of the second; 
yet both were linked most closely in the admiral’s own 
mind. He seems to have been certain that his mission 
was divinely guided. Thus, the loftiness of his spiritual 
aspirations increased as the threats to his personal ones 
mounted. In the midst of all these efforts and hazards, 
Columbus sailed from Cadiz on his fourth voyage on 
May 9, 1502. 
The four ships allowed him contrasted sharply with the 

thirty granted to the governor of Hispaniola, Ovando. The 
confidence his sovereigns had formerly had in Columbus 
had now diminished, and there is much to suggest that 
pity mingled with hope in their support. His illnesses were 
worsening, and the hostility to his rule in Hispaniola was 
unabated. Thus, Ferdinand and Isabella forbade him to 
return there. He was to resume, instead, his interrupted 
exploration of the “other world” to the south that he had 
found on his third voyage and to look most particularly 
for gold and the strait to India. Columbus expected to 
meet the Portuguese navigator Vasco da Gama in the 
East, and the sovereigns instructed him on the appropriate 

courteous behaviour for such a meeting—another sign, 
perhaps, that they did not wholly trust him. They were 
right. He departed from Gran Canaria on the night of 
May 25, made landfall at Martinique on June 15 (after the 
fastest crossing to date), and was, by June 29, demanding 
entrance to Santo Domingo on Hispaniola. Only on being 
refused such entry by Ovando did he take to the farther 
west and the south. July to September 1502 saw him coast- 

ing Jamaica, the southern shore of Cuba, Honduras, and 
the Mosquito Coast of Nicaragua. The feat of Caribbean 
transnavigation, which took him to Bonacca Island off 
Cape Honduras on July 30, deserves to be reckoned on a 

par, as to difficulty, with that of crossing the Atlantic, and 
the admiral was justly proud of it. Constantly probing for 
the strait, the fleet sailed round the Chiriqui Lagoon (in 
Panama) in October, then, searching for gold, along Ve- 
ragua and Panama in the foulest of weather. In February 
1503 Columbus attempted to establish a trading post at 
Santa Maria de Belén on the bank of the Belén (Bethle- 

hem) River under the command of Bartholomew Colum- 

609 



610 Columbus 

Castaways 

bus in order to exploit the promising gold yield he was 

beginning to find in Veragua. Indian hostility and the poor 

condition of his ships (of which only two now remained, 
and these fearfully holed by shipworm) determined him, 

however, to turn back to Hispaniola. On this voyage the 
ultimate disaster struck. Against Columbus’ (right) judg- 

ment, the pilots turned the fleet north too soon. The ships 

could not make the distance and had to be beached on the 
coast of Jamaica. By June 1503 Columbus and his crews 
were castaways. 
Columbus had hoped, as he said to his sovereigns, that 

“my hard and troublesome voyage may yet turn out to be 

my noblest”; it was in fact the most disappointing of all 

and the most unlucky. In its searches for the strait and 
for gold the fleet had missed discovering the Pacific and 
making contact with the great Mayan empire of Yucatan 

by the narrowest of margins. Also, though two of the men 
(Diego Méndez and Bartolomeo Fieschi, captains of the 
wrecked ships La Capitana and Vizcaino, respectively) left 
about July 17 to get help for the castaways, traversing the 
450-mile journey to Hispaniola safely by canoe, Ovando 
made no great haste to deliver that help. In the meantime, 
the admiral displayed his acumen once again by correctly 
predicting an eclipse of the Moon from his astronomical 
tables, thus frightening the natives into providing food; 
but it was June 1504 before rescue came, and Columbus 

and his men did not reach Hispaniola until August 13 
of the same year. On November 7 he sailed back into 
Sanlicar, to find that Queen Isabella had made her will 
and was dying. 

It would be wrong to suppose that Columbus spent his 
final two years wholly in illness, poverty, and oblivion. His 
son Diego was well established at court, and the admiral 
himself lived in Seville in some style. His “tenth” of the 
gold diggings in Hispaniola, guaranteed in 1493, provided 
a substantial revenue (against which his Genoese bankers 
allowed him to draw), and one of the few ships to escape a 
hurricane off Hispaniola in 1502 (in which Bobadilla him- 

self went down) was that carrying Columbus’ gold. He felt 
himself ill-used and short-changed nonetheless, and these 
years were marred, for both him and King Ferdinand, by 
his constant pressing for redress. He followed the court 
from Segovia to Salamanca and Valladolid, attempting to 
gain an audience. He knew that his life was nearing its 
end, and in August 1505 he began to add codicils to his 
will. He died on May 20, 1506. First he was laid in the 
Franciscan friary in Valladolid, then taken to the family 
mausoleum established at the Carthusian monastery of 
Las Cuevas in Seville. Finally, by the will of his son Diego, 
Columbus’ bones were laid with his own in the Cathedral 
of Santo Domingo, Hispaniola. 

THE DEBATE 

The debate about Columbus’ character and achievements 
began at least as early as the first rebellion of the Taino In- 
dians and continued with Roldan, Bobadilla, and Ovando. 
It has been revived periodically (notably by Las Casas 
and Jean-Jacques Rousseau) ever since. The Columbus 
quincentenary of 1992 rekindled the intensity of this early 
questioning and redirected its aims, often profitably. The 
word “encounter” is now preferred to “discovery” when 
describing the contacts between the Old World and the 
New, and more attention has come to be paid to the fate 
of the Native American peoples and to the sensibilities of 
non-Christians. Enlightening discoveries have been made 
about the diseases that reached the New World through 
Columbus’ agency as well as those his sailors took back 
with them to the Old. The pendulum may, however, now 
have swung too far. Columbus has been made a whipping 
boy for events far beyond his own reach or knowledge and 
a means to an agenda of condemnation that far outstrips 
his own guilt. Thus, too little attention has recently been 
paid to the historical circumstances that conditioned him. 
His obsessions with lineage and imperialism, his seem- 
ingly bizarre Christian beliefs, and his apparently brutal 
behaviour come from a world remote from that of mod- 
ern democratic ideas, it is true; but it was the world to 

which he belonged. The forces of European expansion, 

with their slaving and search for gold, had been unleashed 
before him and were at his time quite beyond his control. 
Columbus simply decided to be in the vanguard of them. 
He succeeded. Columbus’ towering stature as a seaman 
and navigator, the sheer power of his religious convic- 
tions (self-delusory as they sometimes were), his personal 
magnetism, his courage, his endurance, his determination, 

and, above all, his achievements as an explorer, should 

continue to be recognized. 
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Combinatorics 

The scope of combinatorics is hard to define with any 
exactitude. In general, however, it may be said that it is 
concerned with arrangements, operations, and selections 

within a finite or a discrete system. 
One of the basic problems is to determine the number 

of possible configurations (e.g., graphs, designs, arrays) of 
a given type. Even when the rules specifying the configu- 
ration are relatively simple, enumeration may sometimes 
present formidable difficulties. The mathematician may 
have to be content with finding an approximate answer or 
at least a good lower and upper bound. 
In mathematics, generally, an entity is said to “exist” if 

a mathematical example satisfies the abstract properties 
that define the entity. In this sense it may not be appar- 
ent that even a single configuration with certain specified 
properties exists. This situation gives rise to problems of 
existence and construction. There is again an important 

class of theorems that guarantee the existence of certain 
choices under appropriate hypotheses. Besides their in- 
trinsic interest, these theorems may be used as existence 
theorems in various combinatorial problems. 
Finally, there are problems of optimization. As an ex- 

ample, a function f, the economic function, assigns the 
numerical value f(x) to any configuration x with certain 
specified properties. In this case the problem is to choose a 
configuration x, that minimizes f(x) or makes it ¢ = min- 
imal—that is, for any number ¢ > 0, f(%) < f(x) + €, for 

all configurations x, with the specified properties. 

HISTORY 

Early developments. Certain types of combinatorial 
problems have attracted the attention of mathematicians 
since early times. Magic squares, for example, which are 
square arrays of numbers with the property that the rows, 
columns, and diagonals add up to the same number, oc- 
cur in the J Ching, a Chinese book dating back to the 
12th century Bc. The binomial coefficients, or integer 
coefficients in the expansion of (a+ 5)", were known to 
the 12th-century Indian mathematician Bhaskara, who in 
his Lilavati (“The Graceful”), dedicated to a beautiful 
woman, gave the rules for calculating them together with 
illustrative examples. “Pascal’s triangle,” a triangular array 
of binomial coefficients, had been taught by the 13th- 

century Persian philosopher Nasir ad-Din al-Tasi. 
In the West, combinatorics may be considered to be- 

gin in the 17th century with Blaise Pascal and Pierre de 
Fermat, both of France, who discovered many classical 
combinatorial results in connection with the development 
of the theory of probability. The term combinatorial was 
first used in the modern mathematical sense by the Ger- 
man philosopher and mathematician Gottfried Wilhelm 
Leibniz in his Dissertatio de Arte Combinatoria (“Disser- 
tation Concerning the Combinational Arts”). He foresaw 
the applications of this new discipline to the whole range 
of the sciences. The Swiss mathematician Leonhard Euler 
was finally responsible for the development of a school 
of authentic combinatorial mathematics beginning in the 
18th century. He became the father of graph theory when 
he settled the K6nigsberg bridge problem, and his famous 
conjecture on Latin squares was not resolved until 1959. 
In England, Arthur Cayley, near the end of the 19th 

century, made important contributions to enumerative 
graph theory, and James Joseph Sylvester discovered many 
combinatorial results. The British mathematician George 
Boole at about the same time used combinatorial methods 
in connection with the development of symbolic logic, and 
the combinatorial ideas and methods of Henri Poincaré, 

which developed in the early part of the 20th century in 
connection with the problem of 7 bodies, have led to the 

discipline of topology, which occupies the centre of the 
stage of mathematics. Many combinatorial problems were 
posed during the 19th century as purely recreational prob- 
lems and are identified by such names as “the problem 
of eight queens” and “the Kirkman school girl problem.” 
On the other hand, the study of triple systems begun 
by Thomas P. Kirkman in 1847 and pursued by Jakob 
Steiner, a Swiss-born German mathematician, in the 1850s 
was the beginning of the theory of design. Among the 
earliest books devoted exclusively to combinatorics are 
the German mathematician Eugen Netto’s Lehrbuch der 
Combinatorik (1901; “Textbook of Combinatorics”) and 
the British mathematician Percy Alexander MacMahon’s 
Combinatory Analysis (1915-16), which provide a view of 
combinatorial theory as it existed before 1920. 
Combinatorics during the 20th century. Many factors 

have contributed to the quickening pace of development 
of combinatorial theory since 1920. One of these was 
the development of the statistical theory of the design 
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of experiments by the English statisticians Ronald Fisher 
and Frank Yates, which has given rise to many problems 
of combinatorial interest; the methods initially developed 
to solve them have found applications in such fields as 
coding theory. Information theory, which arose around 
midcentury, has also become a rich source of combinato- 
rial problems of a quite new type. 

Another source of the revival of interest in combinatorics 
is graph theory, the importance of which lies in the fact 
that graphs can serve as abstract models for many different 
kinds of schemes of relations among sets of objects. Its 
applications extend to operations research, chemistry, sta- 
tistical mechanics, theoretical physics, and socioeconomic 
problems. The theory of transportation networks can be 
regarded as a chapter of the theory of directed graphs. One 
of the most challenging theoretical problems, the four- 
colour problem (see below) belongs to the domain of graph 
theory. It has also applications to such other branches of 
mathematics as group theory. 

The development of computer technology in the second 
half of the 20th century is a main cause of the interest in 
finite mathematics in general and combinatorial theory in 
particular. Combinatorial problems arise not only in nu- 
merical analysis but also in the design of computer systems 
and in the application of computers to such problems as 
those of information storage and retrieval. 
Statistical mechanics is one of the oldest and most 

productive sources of combinatorial problems. Much im- 
portant combinatorial work has been done by applied 
mathematicians and physicists since the mid-20th cen- 
tury—for example, the work on Ising models (see below 
The Ising problem). 

In pure mathematics, combinatorial methods have been 
used with advantage in such diverse fields as probability, 
algebra (finite groups and fields, matrix and lattice the- 
ory), number theory (difference sets), set theory (Sperner’s 
theorem), and mathematical logic (Ramsey’s theorem). 
In contrast to the wide range of combinatorial problems 

and the multiplicity of methods that have been devised to 
deal with them stands the lack of a central unifying theory. 
Unifying principles and cross connections, however, have 
begun to appear in various areas of combinatorial theory. 
The search for an underlying pattern that may indicate 
in some way how the diverse parts of combinatorics are 
interwoven is a challenge that faces mathematicians in the 
last quarter of the 20th century. 

PROBLEMS OF ENUMERATION 

Permutations and combinations. Binomial coefficients. 
An ordered set a, a),..., a, of r distinct objects selected 
from a set of n objects is called a permutation of n things 
taken r at a time. The number of permutations is given by 
nP, =n(n—1)(n—2)+ + - (n—r+1). When r=n, the 
number ,P,=n(n—1)\(n—2) + - - is simply the number 
of ways of arranging n distinct things in a row. This 
expression is called factorial n and is denoted by n!. It 
follows that ,,P, = n!/(n — r)!. By convention 0! = 1. 
A set of r objects selected from a set of n objects with- 

out regard to order is called a combination of n things 
taken r at a time. Because each combination gives rise 
to r! permutations, the number of combinations, which is 

: n 
written Ks ), can be expressed in terms of factorials (see 

Box, formula 1). 

The number (”) is called a binomial coefficient because 

it occurs as the coefficient of p’g’~' in the binomial ex- 
pansion—that is, the re-expression of (q+ p)" in a linear 
combination of products of p and gq (see 2). 

If 0<p<1, and g=1~—p, then the term (") 7 a 

in the binomial expansion is the probability that an event 
the chance of occurrence of which is p occurs exactly r 
times in n independent trials (see PROBABILITY THEORY). 
The answer to many different kinds of enumeration 

problems can be expressed in terms of binomial coeffi- 
cients. The number of distinct solutions of the equation 
X,+%,+ + + + +x,=™m, for example, in which m is a 

non-negative integer m>n and in which only non-nega- 
tive integral values of x, are .allowed is expressible this 
way, as was found by the 17th—18th-century French-born 
British mathematician Abraham De Moivre (see 3). 

Multinomial coefficients. If S is a set of n objects, 
and n,, m,,° * * , mM, are non-negative integers satisfying 
fink tices * +n, =n, then the number of ways in 
which the objects can be distributed into k boxes, X,, 
X,,- + + , X,, such that the box X;, contains exactly n, 
objects is given in terms of a ratio constructed of factorials 
(see 4). This number, called a multinomial coefficient, is 
the coefficient in the multinomial expansion of the nth 
power of the sum of the {p,} (see 5). If all of the {p,} are 
non-negative and sum to | and if there are k possible 
outcomes in a trial in which the chance of the ith outcome 
is p;, then the ith summand in the multinomial expansion 
is the probability that in n independent trials the ith out- 
come will occur exactly n, times, for each i, 1 <i< k. 
Recurrence relations and generating functions. If f, is a 

function defined on the positive integers, then a relation 

that expresses f,,, as a linear combination of function 
values of integer index less than n+ k, in which a fixed 
constant in the linear combination is written a, is called 
a recurrence relation (see 6). The relation together with 
the initial values f, f,, - - - , f,-; determines f, for all 
n. The function F(x) constructed of a sum of products 
of the type f,x", the convergence of which is assumed in 
the neighbourhood of the origin, is called the generating 
function of f, (see 7). 
The set of the first 1 positive integers will be written_X,,. 

It is possible to find the number of subsets of X, con- 
taining no two consecutive integers, with the convention 
that the null set counts as one set. The required number 
will be written f,. A subset of the required type is either a 
subset of X,,_, or is obtained by adjoining 7 to a subset of 
X,,. Therefore f, is determined by the recurrence relation 
Sn =Sr1+f,-2 with the initial values f,= 1, f, =2. Thus 
f= 3, f=5, f,= 8, and so on. The generating function 
F(x) of f, can be calculated (see 8), and from this a for- 
mula for the desired function f, can be obtained (see 9). 
That f, =f, +f. can now be directly checked. 
Partitions. A partition of a positive integer n is 

a representation of n as a sum of positive integers 
1 XG gare OX Sl sl 2 ko adhe 
numbers x, are called the parts of the partition. The 

number of ordered partitions into k parts is (Gx ‘), 

for this is the number of ways of putting k — 1 separating 
marks in the n— 1 spaces between n dots in a row. The 
theory of unordered partitions is much more difficult and 
has many interesting features. An unordered partition can 
be standardized by listing the parts in a decreasing order. 
Thus = xp sys) axe pe ee aed 
In what follows partition will mean an unordered partition. 
The number of partitions of 1 into k parts will be de- 

noted by P,(m), and a recurrence formula for it can be 
obtained from the definition (see 10). This recurrence 
formula, together with the initial conditions Pn) =0 if 
n<k, and P(k)=1 determines P,(n). It can be shown 
that P,(n) depends on the value of n (mod K!), in which 
the notation x =a (mod b) means that x is any number 
that, if divided by b, leaves the same remainder as a does. 
For example, P;(n) = n? + c,, in which c, = 0, —1/12, —1/ 
3, +1/4, —1/3, or —1/12, according as n is congruent to 
0, 1, 2, 3, 4, or 5 (mod 6). P(n), which is a sum over all 
values of k from 1 to n of P,(n), denotes the number of 
partitions of n into n or fewer parts. 
Many results on partitions can be obtained by the use of 

Ferrers’ diagram. The diagram of a partition is obtained 
by putting down a row of squares equal in number to the 
largest part, then immediately below it a row of squares 
equal in number to the next part, and so on. Such a 
diagram for 14=5+3+4+3+2+1 is shown in Figure 1. 
By rotating the Ferrers’ diagram of the partition about 

the diagonal, it is possible to obtain from the par- 
tition n=x,+x,+- + - +x, the conjugate partition 
n=x,\*+x,*+ - + + x,*, in which x* is the number of 
parts in the original partition of cardinality i or more. 
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The summation extends over all values of k from 0 to 

the largest integer not exceeding (n+ 1)/2. 

Thus the conjugate of the partition of 14 already given 
is 14=5+4+3+1+1. Hence, the following result is 
obtained: 
(F,) The number of partitions of n into k parts is equal 

to the number of partitions of m with k as the largest part. 
Other results obtainable by using Ferrers’ diagrams are: 
(F,) The number of self-conjugate partitions of n equals 

the number of partitions of n with all parts unequal and 
odd. 
(F;) the number of partitions of ” into unequal parts is 

equal to the number of partitions of n into odd parts. 
Generating functions can be used with advantage to study 
partitions. For example, it can be proved that: 
(G,) The generating function F,(x) of P(n), the number 

of partitions of the integer n, is a product of reciprocals of 
terms of the type (1 — x*), for all positive integers k, with 
the convention that P(0) = 1 (see 11). 
(G,) The generating function F,(x) of the number of par- 

titions of m into unequal parts is a product of terms like 
(1 + x), for all positive integers k (see 12). 
(G;) The generating function F;(x) of the number of 

partitions of x consisting only of odd parts is a product 
of reciprocals of terms of the type (1 — x‘), for all positive 
odd integers k (see 13). 
Thus to prove (F;) it is necessary only to show that the 

generating functions described in (G,) and (G;) are equal. 
This method was used by Euler. 
The principle of inclusion and exclusion: derangements. 

For a case in which there are N objects and n properties 
A,, A,, + * + A,, the number M(A,, A,), for example, will 
be the number of objects that possess the properties 4,, A). 
If M(A,, A2, - + + ,A,) is the number of objects possessing 
none of the properties 4,, A, - - : ,A,, then this number 
can be computed as an alternating sum of sums involving 
the numbers of objects that possess the properties (see 14). 
This is the principle of inclusion and exclusion expressed 
by Sylvester. 
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The permutation of n elements that displaces each ob- 
ject is called a derangement. The permutations themselves 
may be the objects and the property i may be the property 
that a permutation does not displace the ith element. In 
such a case N= n! and MA,, A,)=(n— 2)!, for example. 
Hence the number D, of derangements can be shown 
to be approximated by n!/e (see 15). This number was 
first obtained by Euler. If m persons check their hats in 
a restaurant, and the waiter loses the checks and returns 
the hats at random, the chance that no one receives his 

own hat is D,,/n! = e~' approximately. It is surprising that 
the approximate answer is independent of n. To six places 
of decimals e~! = 0.367879. When n= 6 the error of ap- 
proximation is less than 0.0002. 
If n is expressed as the product of powers of its prime 

factors p;, D>, ‘ * * Dy and if the objects are the integers 
less than or equal to n, and if A; is the property of being 
divisible by p;, then Sylvester’s formula gives, as the num- 
ber of integers less than n and prime to it, a function of 

n, written (n), composed of a product of n and k factors 
of the type (1 — 1/p,) (see 16). The function @(n) is the 
Euler function. 
Polya’s theorem. It is required to make a necklace of 

n beads out of an infinite supply of beads of k different 
colours. The number of different necklaces, c(n, k), that 

can be made is given by the reciprocal of n times a sum 
of terms of the type o(n) k”4, in which the summation is 
over all divisors d of n and @ is the Euler function (see 17). 
Though the problem of the necklaces appears to be 

frivolous, the formula given above can be used to solve 
a difficult problem in the theory of Lie algebras, of some 
importance in modern physics. 
The general problem of which the necklace problem is 

a special case was solved by the Hungarian-born U.S. 
mathematician George Polya in a famous 1937 memoir in 
which he established connections between groups, graphs, 
and chemical bonds. It has been applied to enumeration 
problems in physics, chemistry, and mathematics. 
The Mobius inversion theorem. In 1832 the German 

astronomer and mathematician August Ferdinand Mobius 
proved that, if f and g are functions defined on the set 
of positive integers, such that f evaluated at x is a sum of 
values of g evaluated at divisors of x, then inversely g at x 
can be evaluated as a sum involving fevaluated at divisors 
of x (see 18). 
In 1964 the U.S. mathematician Gian-Carlo Rota ob- 

tained a powerful generalization of this theorem, providing 
a fundamental unifying principle of enumeration. One 
consequence of Rota’s theorem is the following: 

If f and g are functions defined on subsets of a finite 
set A, such that f(A) is a sum of terms g(S), in which 
S is a subset of A, then g(A) can be expressed in terms 
of f (see 19). 

Figure 1: Ferrers’ partitioning diagram for 14. 
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Special problems. Despite the general methods of enu- 
meration already described, there are many problems in 
which they do not apply and which therefore require 
special treatment. Two of these are described below, and 
others will be met further in this article. 
The Ising problem. A rectangular m Xn grid is made 

up of unit squares, each coloured either red or green. How 
many different colour patterns are there if the number 
of boundary edges between red squares and green squares 
is prescribed? 

This problem, though easy to state, proved very diffi- 
cult to solve. A complete and rigorous solution was not 
achieved until the early 1960s. The importance of the 
problem lies in the fact that it is the simplest model that 
exhibits the macroscopic behaviour expected from cer- 
tain natural assumptions made at the microscopic level. 
Historically, the problem arose from an early attempt, 
made in 1925, to formulate the statistical mechanics of 
ferromagnetism. 
The three-dimensional analogue of the Ising problem re- 

mains unsolved in spite of persistent attacks. 
Non-self-intersecting random walk. A random walk con- 

sists of a sequence of n steps of unit length on a flat 
rectangular grid, taken at random either in the x- or the 
y-direction, with equal probability in each of the four 
directions. What is the number R,, of random walks that 

do not touch the same vertex twice? This problem has 
defied solution, except for small values of n, though a 
large amount of numerical data has been amassed. 

PROBLEMS OF CHOICE 

Systems of distinct representatives. Subsets  S,, 
S,,° + + , S, of a finite set S are said to possess a set of 
distinct representatives if x,, >, ° - , x, can be found, 
such that x,€ S, i= 1, 2, - *, 2, X#x% fori Fj. Its 
possible that S; and S, i#/j, may have exactly the same 
elements and are distinguished only by the indices i, j. In 
1935 a mathematician, M. Hall, Jr., of the United States, 

proved that a necessary and sufficient condition for 5S), 
S,, * + + , S, to possess a system of distinct representa- 
tives is that, for every k < n, any k of the n subsets contain 
between them at least k distinct elements. 
For example, the sets S, = (1, 2, 2), S,; =(1, 2, 4), S;=(1, 

2, 5), S;= (3, 4, 5, 6), S;=(3, 4, 5, 6) satisfy the condi- 
tions of the theorem, and a set of distinct representatives 
is X; = 1, x, =2, x3 =5, x, = 3, x5; = 4. On the other hand, 

the sets 7,=(1, 2), 7,=(1, 3), T;=(1, 4), T,=(2, 3), 
T;=(2, 4), Ts=(1, 2, 5) do not possess a system of 
distinct representatives because 7,, 7>, 7;, T;, T; possess 
between them only four elements. 
The following theorem due to K6nig is closely related 

to Hall’s theorem and can be easily deduced from it. 
Conversely, Hall’s theorem can be deduced from K6nig’s: 
If the elements of rectangular matrix are Os and ls, the 

minimum number of lines that contain all of the 1s is 
equal to the maximum number of Is that can be chosen 
with no two on a line. 
Ramsey’s numbers. If ¥=({1, 2,..., n}, and if 7, the 

family of all subsets of Y containing exactly r distinct 
elements, is divided into two mutually exclusive families 
a and f, the following conclusion that was originally 
obtained by the British mathematician Frank Plumpton 
Ramsey follows. He proved that for r>1, p>r, g=r, 
there exists a number N,(p, g) depending solely on p, q, 
r, such that if n> N,(p, q), there is either a subset A of p 
elements all of the 7 subsets of which are in the family a 
or there is a subset B of g elements all of the r subsets of 
which are in the family B. 
The set X can be a set of n persons«For r= 2, T is the 

family of all pairs. If two persons have met each other the 
pair can belong to the family a. If two persons have not 
met, the pair can belong to the family f. If these things are 
assumed, then by Ramsey’s theorem, for any given p > 2, 
q > 2 there exists a number N,(p, q), such that if n > N,(p, 
q), then among 7 persons invited to a party there will be 
either a set of p persons all of whom have met each other 
or a set of g persons no two of whom have met. 
Although the existence of N,(p, g) is known, actual 

values are known only for a few cases. Because N,(p, 
q) = NXq, p), it is possible to take p < gq. It is known that 
N,(3, 3) = 6, N,(3, 4)=9, N(3, 5)= 14, N,(3, 6) = 18, 
N(4, 4) = 18. Some bounds are also known, for example, 
25 < N,(4, 5) < 28. 
A consequence of Ramsey’s theorem is the following 

result obtained in 1935 by the Hungarian mathematicians 
Paul Erdés and George Szekeres. For a given integer n 
there exists an integer N = Mn), such that a set of any N 
points on a plane, no three on a line, contains n points 
forming a convex 7-gon. 

DESIGNS, LATIN SQUARES, ARRAYS, AND CODING Se 8 ee 

BIB (balanced incomplete block) designs. A design is 
a set of T=({1, 2,..., v} objects called treatments and 
a family of subsets B,, B,,..., B, of T, called blocks, 
such that the block B; contains exactly k, treatments, all 
distinct. The number k, is called the size of the block B,, 
and the ith treatment is said to be replicated r, times if it 
occurs in exactly r; blocks. Specific designs are subject to 
further constraints. The name design comes from statisti- 
cal theory in which designs are used to estimate effects of 
treatments applied to experimental units, 
A BIB design is a design with v treatments and b blocks in 

which each block is of size k, each treatment is replicated r 
times, and every pair of distinct treatments occurs together 
in 4 blocks. The design is said to have the parameters 

Hall’s and 
K6nig’s 
theorems 
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(v, b, r, k, 4). Some basic relations are easy to establish 
(see 20). These conditions are necessary but not sufficient 
for the existence of the design. The design is said to be 
proper if A <v—that is, the blocks are incomplete. For a 
proper BIB design Fisher’s inequality b > v, or equivalently 
r>k, holds. 
A BIB design is said to be symmetric if v= b, and con- 

sequently r=k. Such a design is called a symmetric (v, k, 
d) design, and A(v — 1) =A(k— 1). A necessary condition 
for the existence of a symmetric (v, k, A) design is given 
by the following: 
A. If v is even, K— A is a perfect square. 
B. If v is odd, a certain Diophantine equation (see 21) 

has a solution in integers not all zero. 
For example, the designs (v, k, 4) =(22, 7, 2) and (46, 

10, 2) are ruled out by (A) and the design (29, 8, 2) by (B). 
Because necessary and sufficient conditions for the exis- 

tence of a BIB design with given parameters are not known, 
it is often a very difficult problem to decide whether a 
design with given parameters (satisfying the known neces- 
sary conditions) really exists. By 1972 there were only two 
unsettled cases with r < 10. These are (v, b, r, k, 4) = (46, 
69, 9, 6, 1) and (51, 85, 10, 6, 1). 
Methods of constructing BIB designs depend on the use of 

finite fields, finite geometries, and number theory. Some 
general methods were given in 1939 by the Indian math- 
ematician Raj Chandra Bose, who has since emigrated to 
the United States. 
A finite field is a finite set of marks with two operations, 

addition and multiplication, subject to the usual nine laws 
of addition and multiplication obeyed by rational num- 
bers. In particular the marks may be taken to be the set Y 
of non-negative integers less than a prime p. If this is so, 
then addition and multiplication are defined by modified 
addition and multiplication laws (see 22) in which a, 3, r, 
and p belong to X. For example, if p=7, then 5+ 4=2, 
5 : 4=6. There exist more general finite fields in which 
the number of elements is p”, p a prime. There is essen- 
tially one field with p” elements, with given p and n. It is 
denoted by GF(p"). 
Finite geometries can be obtained from finite fields in 

which the coordinates of points are now elements of 
a finite field. 
A set of k+1 non-negative integers dq, d),- +: , d 

is said to form a perfect difference set mod v, if among 
the k(k — 1) differences d,—d, i#/j, i, j=0, 1, - seks 
reduced mod v, each nonzero positive integer less than v 
occurs exactly the same number of times A. For example, 
1, 4, 5, 9, 3 is a difference set mod 11, with A= 2. From 
a perfect difference set can be obtained the symmetric (v, 
k, X) design using the integers 0, 1, 2, - + -,v—1. The 
jth block contains the treatments obtained by reducing 
mod v the numbers q+, d+j,: + +, d+ j, j=0, 
le Soy Sele 

It can be shown that any two blocks of a symmetric (v, 
k, 4) design intersect in exactly k treatments. By deleting 
one block and all the treatments contained in it, it is 
possible to obtain from the symmetric design its resid- 
ual, which is a BIB design (unsymmetric) with parameters 
v*=v—k, b¥=v—-1, r*¥=k, k*=k—-d, AX*=dX. One 
may ask whether it is true that a BIB design with the 
parameters of a residual can be embedded in a symmetric 
BIB design. The truth of this is rather easy to demonstrate 
when A= 1. Hall and W.S. Connor in 1953 showed that 
it is also true for A= 2. The Indian mathematician K.N. 
Bhattacharya in 1944, however, gave a counterexample for 
i =3 by exhibiting a BiB design with parameters v = 16, 
b= 24, r=9, k= 6, X= 3 for which two particular blocks 
intersect in four treatments and which for that reason 
cannot be embedded in a symmetric BIB design. 
A BIB design is said to be resolvable if the set of blocks 

can be partitioned into subsets, such that the blocks in 
any subset contain every treatment exactly once. For the 
case k=3 this problem was first posed during the 19th 
century by the British mathematician T.P. Kirkman as a 
recreational problem. There are v girls in a class. Their 
teacher wants to take the class out for a walk for a 
number of days, the girls marching abreast in triplets. 
It is required to arrange the walk so that any two girls 

Combinatorics 

march abreast in the same triplet exactly once. It is easily 
shown that this is equivalent to the construction of a 
resolvable BIB design with v = 64 + 3, b=(2¢+ 1)(3t+ 1), 

r=3t+1, k=3, A=1. Solutions were known for only 
a large number of special values of ¢ until a completely 
general solution was finally given by the Indian and U.S. 
mathematicians Dwijendra K. Ray-Chaudhuri and R.M. 
Wilson in 1970. 
PBIB (partially balanced incomplete block) designs. 

Given v objects 1, 2, - + + , v, a relation satisfying the 
following conditions is said to be an m-class partially bal- 
anced association scheme: 
A. Any two objects are either Ist, or 2nd, - * , or mth 

associates, the relation of association being symmetrical. 
B. Each object a has n, ith associates, the number 7, 

being independent of a. 
C. If any two objects a and # are ith associates, then 

the number of objects that are jth associates of a and kth 
associates of B is p,' and is independent of the pair of ith 
associates a and B. 
The constants v, 7; p,' are the parameters of the asso- 

ciation scheme. A number of identities connecting these 
parameters were given by the Indian mathematicians Bose 
and K.R. Nair in 1939, but Bose and the U.S. mathe- 
matician D.M. Mesner in 1959 discovered new identities 
when m > 2. 
A PBIB design is obtained by identifying the v treatments 

with the v objects of an association scheme and arranging 
them into b blocks satisfying the following conditions: 
A. Each contains k treatments. 
B. Each treatment occurs in r blocks. 
C. If two treatments are ith associates, they occur to- 

gether in A; blocks. 
Two-class association schemes and the corresponding de- 

signs are especially important both from the mathematical 
point of view and because of statistical applications. For 
a two-class association scheme the constancy of v, 7, p,,', 
and p,,° ensures the constancy of the other parameters. 
Seven relations hold (see 23). Sufficient conditions for the 
existence of association schemes with given parameters are 
not known, but for a two-class association scheme Connor 
and the U.S. mathematician Willard H. Clatworthy in 
1954 obtained some necessary conditions (see 24). 
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Orthogonal Latin squares. A Latin square of order k 
is defined as a kX k square grid, the k? cells of which 
are occupied by k distinct symbols of a set ¥= 1, 2,..., 
k, such that each symbol occurs once in each row and 
each column. Two Latin squares are said to be orthogonal 
if, when superposed, any symbol of the first square oc- 
curs exactly once with each symbol of the second square. 
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Euler’s 
conjecture 

Two orthogonal Latin squares of order 4 are exhibited 
in Figure 2. 
A set of mutually orthogonal Latin squares is a set of 

Latin squares any two of which are orthogonal. It is easily 

shown that there cannot exist more than k— 1 mutually 

orthogonal Latin squares of a given order k. When k— 1 
mutually orthogonal Latin squares of order k exist, the set 
is complete. A complete set always exists if k is the power 
of a prime. An unsolved question is whether there can 
exist a complete set of mutually orthogonal Latin squares 
of order k if k is not a prime power. 

Figure 2: Two orthogonal Latin squares of order 4 and 
their superposition. 

Many types of experimental designs are based on Latin 
squares. Hence, the construction of mutually orthogonal 
Latin squares is an important combinatorial problem. Let- 
ting the prime power decomposition of an integer k be 
given, the arithmetic function n(k) is defined by taking the 
minimum of the factors in such a decomposition (see 25). 
Letting N(k) denote the maximum number of mutually 

orthogonal Latin squares of order k, the U.S. mathemati- 
cian H.F. MacNeish in 1922 showed that there always 
exist n(k) mutually orthogonal Latin squares of order k 
and conjectured that this is the maximum number of such 
squares—that is, Mk) =n(k). There was also the long- 
standing conjecture of Euler, formulated in 1782, that 

there cannot exist mutually orthogonal Latin squares of 
order 4¢+ 2, for any integer t. MacNeish’s conjecture, if 
true, would imply the truth of Euler’s but not conversely. 
The U.S. mathematician E.T. Parker in 1958 disproved 
the conjecture of MacNeish. This left open the question 
of Euler’s conjecture. Bose and the Indian mathematician 
S.S. Shrikhande in 1959-60 obtained the first counterex- 
ample to Euler’s conjecture by obtaining two mutually 
orthogonal Latin squares of order 22 and then generalized 
their method to disprove Euler’s conjecture for an infin- 
ity of values of k= 2(mod 4). Parker in 1959 used the 
method of differences to show the falsity of Euler’s con- 
jecture for all k = (3q + 1)/2, in which q is a prime power, 
q = 3(mod 4). Finally these three mathematicians in 1960 
showed that M(k) > 2 whenever k> 6. It is pertinent to 
inquire about the behaviour of N(k) for large k. The best 
result in this direction is due to R.M. Wilson in 1971. He 
shows that M(k) > k'/!? — 2 for large k. 
Orthogonal arrays and the packing problem. A kX N 

matrix A with entries from a set X of s>2 symbols is 
called an orthogonal array of strength ¢, size N, k con- 
straints, and s levels if each ¢ X N submatrix of A contains 
all possible ¢ X 1 column vectors with the same frequency 
i. The array may be denoted by (WN, k, s, t). The number 
is called the index of the array, and N= As‘. This concept 
is due to the Indian mathematician C.R. Rao and was 
obtained in 1947. 
Orthogonal arrays are a generalization of orthogonal 

Latin squares. Indeed, the existence of an orthogonal ar- 
ray of k constraints, s levels, strength 2, and index unity 
is combinatorially equivalent to the existence of a set of 
k—2 mutually orthogonal Latin squares of order s. For a 

given A, s, and ¢ it is an important combinatorial problem 
to obtain an orthogonal array (N, k, s, t), N= s‘, for which 
the number of constraints k is maximal. 
Orthogonal arrays play an important part in the theory 

of factorial designs in which each treatment is a combina- 
tion of factors at different levels. For an orthogonal array 
(As', k, s, t), (=> 2, the number of constraints k satisfies an 

inequality (see 26) in which As‘ is greater than or equal 
to a linear expression in powers of (s — 1), with binomial 
coefficients giving the number of combinations of k— | 
or k things taken / at a time (i < u). 
Letting GF(q) be a finite field with g=p* elements, 

an Xr matrix with elements from the field is said to 
have the property P, if any ¢ rows are independent. The 
problem is to construct for any given r a matrix H with 
the maximum number of rows possessing the property P,. 
The maximal number of rows is denoted by n(r, g). This 
packing problem is of great importance in the theory of 
factorial designs and also in communication theory, be- 
cause the existence of an n Xr matrix with the property 
P, leads to the construction of an orthogonal array (q’, n, 
q, t) of index unity. 

Again n X r matrices H with the property P, may be used 
in the construction of error-correcting codes. A row vector 
c’ is taken as a code word if and only if c’/H=0. The 
code words then are of length n and differ in at least t+ 1 
places. If t=2u, then u or fewer errors of transmission 
can be corrected if such a code is used. If t= 2u+ 1, then 
an additional error can be detected. 
A general solution of the packing problem is known only 

for the case t = 2, the corresponding codes being the one- 
error-correcting codes of the U.S. mathematician Richard 
W. Hamming. When ¢ = 3 the solution is known for gen- 
eral r when g=2 and for general g when 7 <4. Thus, 

nr, 2)=(¢ —1)/(q—1), nfr,°2)=27', 0,3, g)=qt+1 
or g+2, according as q is odd or even. If g>2, then 
n(4, q)=q> +1. The case g=2 is especially important 
because in practice most codes use only two symbols, 0 or 
1. Only fairly large values of r are useful, say, r> 25. The 
optimum value of n(r, 2) is not known. The BCH codes 
obtained by Bose and Ray-Chaudhuri and independently 
by the French mathematician Alexis Hocquenghem in 
1959 and 1960 are based on a constriction that yields an 
n Xr matrix H with the property P,, in which r < mu, 
n=2"— 1, q=2. They can correct up to wu errors. 

GRAPH THEORY 

Definitions. A graph G consists of a non-empty set of 
elements V(G) and a subset E(G) of the set of unordered 
pairs of distinct elements of V(G). The elements of /(G), 
called vertices of G, may be represented by points. If (x, 
y) © E(G), then the edge (x, y) may be represented by an 
arc joining x and y. Then x and y are said to be adjacent, 
and the edge (x, y) is incident with x and y. If (x, y) 
is not an edge, then the vertices x and y are said to be 
nonadjacent. G is a finite graph if V(G) is finite. A graph 
H is a subgraph of G if WH) C V(G) and E(H) C E(G). 
A chain of a graph G is an alternating sequence of ver- 

tices and edges Xp, €,, X, €, ° * * €, X» beginning and 
ending with vertices in which each edge is incident with 
the two vertices immediately preceding and following it. 
This chain joins x) and x, and may also be denoted by 
Bina ty * ,X,, the edges being evident by context. The 
chain is closed if x) =x, and open otherwise. If the chain 
is closed, it is called a cycle, provided its vertices (other 
than x) and x,) are distinct and n> 3. The length of a 
chain is the number of edges in it. 
A graph G is labelled when the various v vertices are dis- 

tinguished by such names as x, x), ° * * X,. Two graphs 
G and H are said to be isomorphic (written G~ H) if 
there exists a one-one correspondence between their ver- 
tex sets that preserves adjacency. For example, G, and G,, 
shown in Figure 3, are isomorphic under the correspon- 
dence x; y,. 
Two isomorphic graphs count as the same (unlabelled) 

graph. A graph is said to be a tree if it contains no cycle— 
for example, the graph G;, of Figure 3. 
Enumeration of graphs. The number of labelled graphs 

with v vertices is 2%°~"? because v(v — 1)/2 is the number 
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Figure 3: Two isomorphic graphs and a tree. 

of pairs of vertices, and each pair is either an edge or 
not an edge. Cayley in 1889 showed that the number of 
labelled trees with v vertices is v°~ 2, 
The number of unlabelled graphs with v vertices can be 

obtained by using Polya’s theorem. The first few terms of 
the generating function F(x), in which the coefficient of 
xX” gives the number of (unlabelled) graphs with v vertices, 
can be given (see 27). 
A rooted tree has one point, its root, distinguished from 

others. If 7, is the number of rooted trees with v vertices, 
the generating function for 7, can also be given (see 28). 
Polya in 1937 showed in his memoir already referred 

to that the generating function for rooted trees satisfies a 
functional equation (see 29). Letting 4, be the number of 
(unlabelled) trees with v vertices, the generating function 
t(x) for t, can be obtained in terms of 7(x) (see 30). This 
result was obtained in 1948 by the American mathemati- 
cian Richard R. Otter. 
Many enumeration problems on graphs with specified 

properties can be solved by the application of Polya’s 
theorem and a generalization of it made by a Dutch 
mathematician, N.G. de Bruijn, in 1959. 
Characterization problems of graph theory. If there is a 

class C of graphs each of which possesses a certain set of 
properties P, then the set of properties P is said to char- 
acterize the class C, provided every graph G possessing 
the properties P belongs to the class C. Sometimes it hap- 
pens that there are some exceptional graphs that possess 
the properties P. Many such characterizations are known. 
Here is presented a typical example. 
A complete graph K,, is a graph with m vertices, any 

two of which are adjacent. The line graph H of a graph 
G is a graph the vertices of which correspond to the edges 
of G, any two vertices of H being adjacent if and only if 
the corresponding edges of G are incident with the same 
vertex of G. 
A graph G is said to be regular of degree n, if each vertex 

is adjacent to exactly n, other vertices. A regular graph of 
degree n, with v vertices is said to be strongly regular with 
parameters (v, 7, P,;', p,,2) if any two adjacent vertices 
are both adjacent to exactly p,,! other vertices and any 
two nonadjacent vertices are both adjacent to exactly p,,? 
other vertices. A strongly regular graph and a two-class 
association are isomorphic concepts. The treatments of 
the scheme correspond to the vertices of the graph, two 
treatments being either first associates or second associates 
according as the corresponding vertices are either adjacent 
or nonadjacent. 
It is easily proved that the line graph 7,(m) of a com- 

plete graph K,,, m > 4 is strongly regular with parameters 

USE 1)/2, ny = A m2); Pi rian: pyy=4. 

It is surprising that these properties characterize 7,(™m) 
except for m= 8, in which case there exist three other 
strongly regular graphs with the same parameters noniso- 
morphic to each other and to 7;(m). 
A partial geometry (7, k, ft) is a system of two kinds of 

objects, points and lines, with an incidence relation obey- 
ing the following axioms: 

1. Any two points are incident with not more than one 
line. 

2. Each point is incident with r lines. 
3. Each line is incident with k points. 
4. Given a point P not incident with a line @, there are 
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exactly ¢ lines incident with P and also with 
some point of ¢. 

A graph G is obtained from a partial geometry by taking 
the points of the geometry as vertices of G, two vertices of 
G being adjacent if and only if the corresponding points 
are incident with the same line of the geometry. It is 
strongly regular with parameters 

v=k[(r—- 1\(K-1) + ¢]/t, n, =r(k— 1), 

Diner a) = Lea 2) ei are. 

The question of whether a strongly regular graph with the 
above parameters is the graph of some partial geometry is 
of interest. It was shown by Bose in 1963 that the answer 
is in the affirmative if a certain condition holds (see 31). 

Not much is known about the case if this condition is not 
satisfied, except for certain values of r and ¢. For example, 
T,(m) is isomorphic with the graph of a partial geometry 
(2, m—1, 2). Hence, for m> 8 its characterization is a 
consequence of the above theorem. Another consequence 
is the following: 
Given a set of k-1-d mutually orthogonal Latin squares 

of order k, the set can be extended to a complete set of 
k-1 mutually orthogonal squares if a condition holds (see 
32). The case d= 2 is due to Shrikhande in 1961 and the 
general result to the American mathematician Richard H. 
Bruck in 1963. 
Planar graphs. A graph G is said to be planar if it can be 

represented on a plane in such a fashion that the vertices 
are all distinct points, the edges are simple curves, and 
no two edges meet one another except at their terminals. 
For example, K,, the complete graph on four vertices, is 
planar, as Figure 4A shows. 

Two graphs are said to be homeomorphic if both can be 
obtained from the same graph by subdivisions of edges. 
For example, the graphs in Figure 4A and Figure 4B are 
homeomorphic. 

A B 

Figure 4: Two homeomorphic graphs A and B. 

The K,,,,, graph is a graph for which the vertex set can be 
divided into two subsets, one with m vertices and the other 

with n vertices. Any two vertices of the same subset are 
nonadjacent, whereas any two vertices of different subsets 
are adjacent. The Polish mathematician Kazimierz Kura- 
towski in 1930 proved the following famous theorem: 
A necessary and sufficient condition for a graph G to be 

planar is that it does not contain a subgraph homeomor- 
phic to either K; or K;, shown in Figure 5. 
An elementary contraction of a graph G is a transfor- 

mation of G to a new graph G,, such that two adjacent 
vertices u and wv of G are replaced by a new vertex w 
in G, and w is adjacent in G, to all vertices to which 
either u or v is adjacent in G. A graph G* is said to 
be a contraction of G if G* can be obtained from G 
by a sequence of elementary contractions. The following 
is another characterization of a planar graph due to the 
German mathematician K. Wagner in 1937. 
A graph is planar if and only if it is not contractible 

to K; or K;3. 
The four-colour map problem. For more than a century 

the solution of the four-colour map problem eluded every 
analyst who attempted it. The problem may have attracted 
the attention of Mobius, but the first written reference to 

it seems to be a letter from one Francis Guthrie to his 
brother, a student of Augustus De Morgan, in 1852. 
The problem concerns planar maps—that is, subdivi- 

sions of the plane into nonoverlapping regions bounded 
by simple closed curves. In geographical maps it has been 
observed empirically, in as many special cases as have 
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been tried, that, at most, four colours are needed in order 
to colour the regions so that two regions that share a 
common boundary are always coloured differently, and 
in certain cases that at least four colours are necessary. 
(Regions that meet only at a point, such as the states of 
Colorado and Arizona in the United States, are not con- 
sidered to have a common boundary). A formalization of 
this empirical observation constitutes what is called “the 
four-colour theorem.” The problem is to prove or disprove 
the assertion that this is the case for every planar map. 
That three colours will not suffice is easily demonstrated, 
whereas the sufficiency of five colours was proved in 1890 
by the British mathematician P.J. Heawood. 

Ks Ks,s 

Figure 5: Two graphs important to planar properties. 

In 1879 A.B. Kempe, an Englishman, proposed a solution 
of the four-colour problem. Although Heawood showed 
that Kempe’s argument was flawed, two of its concepts 
proved fruitful in later investigation. One of these, called 
unavoidability, correctly states the impossibility of con- 
structing a map in which every one of four configurations 
is absent (these configurations consist of a region with two 
neighbours, one with three, one with four, and one with 
five). The second concept, that of reducibility, takes its 
name from Kempe’s valid proof that if there is a map that 
requires at least five colours and that contains a region 
with four (or three or two) neighbours, then there must 
be a map requiring five colours for a smaller number of 
regions. Kempe’s attempt to prove the reducibility of a 
map containing a region with five neighbours was erro- 
neous, but it was rectified in a proof published in 1976 by 
Kenneth Appel and Wolfgang Haken of the United States. 
Their proof attracted some criticism because it necessi- 
tated the evaluation of 1,936 distinct cases, each involving 
as many as 500,000 logical operations. Appel, Haken, and 
their collaborators devised programs that made it possible 
for a large digital computer to handle these details. The 
computer required more than 1,000 hours to perform the 

task, and the resulting formal proof is several hundred 
pages long. : 

Eulerian cycles and the Konigsberg bridge problem. A 
multigraph G consists of a non-empty set V(G) of vertices 
and a subset E(G) of the set of unordered pairs of distinct 
elements of V(G) with a frequency f> 1 attached to each 
pair. If the pair (x,, x,) with frequency f belongs to E(G), 
then vertices x, and x, are joined by f edges. 
An Eulerian cycle of a multigraph G is a closed chain in 

which each edge appears exactly once. Euler showed that 
a multigraph possesses an Eulerian cycle if and only if it 
is connected (apart from isolated points) and the number 
of vertices of odd degree is either zero or two. 
This problem first arose in the following manner. The 

Pregel River, formed by the confluence of its two branches, 

runs through the town of K6nigsberg and flows on either 
side of the island of Kneiphof. There were seven bridges, as 
shown in Figure 6A. The townspeople wondered whether 
it was possible to go for a walk and cross each bridge once 
and once only. This is equivalent to finding an Eulerian 
cycle for the multigraph in Figure 6B. Euler showed it to 
be impossible because there are four vertices of odd order. 
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Figure 6: (A) Seven bridges of KGnigsberg and (B) multigraph. 

Directed graphs. A directed graph G consists of a non- 
empty set of elements V(G), called vertices, and a subset 
E(G) of ordered pairs of distinct elements of (G). Ele- 
ments (x, y) of E(G) may be called edges, the direction 
of the edge being from x to y. Both (x, y) and (y, x) 
may be edges. 
A closed path in a directed graph is a sequence of ver- 

TLCES xq * Xy,= Xo, such that (x; x4.,) is a directed 
edge for /=0, 1, - > tim lee Voreachwedge’ Oyey)sor 
a directed graph G there can be assigned a non-negative 
weight function f(x, y). The problem then is to find a 
closed path in G traversing all vertices so that the sum 
of the weights of all edges in the path is a minimum. 
This is a typical optimization problem. If the vertices are 
certain cities, the edges are routes joining cities, and the 
weights are the lengths of the routes, then this becomes 
the travelling-salesman problem—that is, can he visit each 
city without retracing his steps? This problem still remains 
unsolved except for certain special cases. (R.C.Bo./Ed.) 

Combinatorial geometry 

The name combinatorial geometry, first used by Had- 
wiger, is not quite accurately descriptive of the nature of 
the subject. Combinatorial geometry does touch on those 
aspects of geometry that deal with arrangements, com- 
binations, and enumerations of geometric objects; but it 
takes in much more. The field is so new that there has 
scarcely been time for it to acquire a well-defined position 
in the mathematical world. Rather it tends to overlap 
parts of topology (especially algebraic topology), number 
theory, analysis, and, of course, geometry. The subject 
concerns itself with relations among members of finite 
systems of geometric figures subject to various conditions 
and restrictions. More specifically, it includes problems of 
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covering, packing, symmetry, extrema (maxima and min- 

ima), continuity, tangency, equalities, and inequalities, 
many of these with special emphasis on their application 
to the theory of convex bodies. A few of the fundamental 
problems of combinatorial geometry originated with New- 
ton and Euler; the majority of the significant advances in 
the field, however, have been made since 1946. 
The unifying aspect of these disparate topics is the qual- 

ity or style or spirit of the questions and the methods 
of attacking these questions. Among those branches of 
mathematics that interest serious working mathematicians, 
combinatorial geometry is one of the few branches that 
can be presented on an intuitive basis, without recourse 
by the investigator to any, advanced theoretical considera- 
tions or abstractions. 
Yet the problems are far from trivial, and many remain 

unsolved. They can be handled only with the aid of the 
most careful and often delicate reasoning that displays the 
variety and vitality of geometric methods in a modern set- 
ting. A few of the answers are natural and are intuitively 
suggested by the questions. Many of the others, however, 
require proofs of unusual ingenuity and depth even in the 
two-dimensional case. Sometimes a plane solution may 
be readily extendible to higher dimensions, but some- 
times just the opposite is true, and a three-dimensional or 
n-dimensional problem may be entirely different from its 
two-dimensional counterpart. Each new problem must be 
attacked individually. Attempts to create standard meth- 
ods or theories capable of being applied to the solution 
of any significant group of the currently unsolved prob- 
lems in the field had by the late 20th century met with 
no success. The continuing charm and challenge of the 
subject are at least in part due to the relative simplic- 
ity of the statements coupled with the elusive nature of 
their solutions. 

SOME HISTORICALLY IMPORTANT TOPICS 

OF COMBINATORIAL GEOMETRY 

Packing and covering. It is easily seen that six equal 
circular disks may be placed around another disk of the 
same size so that the central one is touched by all the oth- 
ers but no two overlap (Figure 7) and that it,is not possible 
to place seven disks in such a way. In the analogous three- 
dimensional situation, around a given ball (solid sphere) 
it is possible to place 12 balls of equal size, all touching 
the first one but not overlapping it or each other. One 
such arrangement may be obtained by placing the 12 
surrounding balls at the midpoints of edges of a suitable 
cube that encloses the central ball; each of the 12 balls 

then touches. four other balls in addition to the central 
one. But if the 12 balls are centred at the 12 vertices of 
a suitable regular icosahedron surrounding the given ball, 
there is an appreciable amount of free space between each 
of the surrounding balls and its neighbours. (If the spheres 
have radius 1, the distances between the centres of the sur- 
rounding spheres are at least 2/cos 18° =2.1029- - - .) 
It appears, therefore, that by judicious positioning it might 
be possible to have 13 equal non-overlapping spheres 
touch another of the same size. This dilemma between 12 
and 13, one of the first nontrivial problems of combinato- 

rial geometry, was the object of discussion between Isaac 
Newton and David Gregory in 1694. Newton believed 12 
to be the correct number, but this claim was not proved 

until 1874. The analogous problem in four-dimensional 
space is still open, the answer being one of the numbers 
24, 25, or 26. 
The problem of the 13 balls is a typical example of the 

branch of combinatorial geometry that deals with packings 
and coverings. In packing problems the aim is to place 
figures of a given shape or size without overlap as eco- 
nomically as possibly, either inside another given figure or 
subject to some other restriction. 
Problems of packing and covering have been the objects 

of much study, and some striking conclusions have been 
obtained. For each plane convex set K, for example, it is 
possible to arrange nonoverlapping translates of K so as 
to cover at least two-thirds of the plane; if K is a triangle 
(and only in that case), no arrangement of nonoverlapping 
translates covers more than two-thirds of the plane (Figure 
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Figure 7: Packing of disks. 

8). On the other hand, many easily stated questions are 
still open. One of them concerns the densest packing of 
spheres. If the spheres are packed in cannonball fashion— 
that is, in the way cannonballs are stacked to form a 
triangular pyramid, indefinitely extended—then they fill 
m/J18, or about 0.74, of the space. Whether this is the 
greatest density possible is not known, but it was proved 
in 1958 by the British mathematician C. Ambrose Rogers 
that, if there exists a closer packing, its density cannot 
exceed 0.78. 

Covering problems deal in an analogous manner with 
economical ways of placing given figures so as to cover 
(that is, contain in their union) another given figure. One 
famous covering problem, posed by the French mathe- 
matician Henri Lebesgue in 1914, is still unsolved: What 
is the size and shape of the universal cover of least area? 
Here a convex set C is called universal cover if for each 
set A in the plane such that diam A < | it is possible to 
move C to a suitable position in which it covers A. The 
diameter diam 4 of a set A is defined as the least upper 
bound of the mutual distances of points of the set A. If 
A is a compact set, then diam A is simply the greatest 
distance between any two points of A. Thus, if A is an 
equilateral triangle of side 1, then diam 4 = 1; and if B is 
a cube of edge length 1, then diam B= 3. 
Polytopes. A (convex) polytope is the convex hull of 

some finite set of points (see GEOMETRY: Euclidean geom- 
etry). Each polytope of dimensions d has as faces finitely 
many polytopes of dimensions 0 (vertices), 1 (edge), 2 
(2-faces), - - - , d-1 (facets). Two-dimensional polytopes 
are usually called polygons, three-dimensional ones poly- 
hedra. Two polytopes are said to be isomorphic, or of 
the same combinatorial type, provided there exists a one- 
to-one correspondence between their faces, such that two 
faces of the first polytope meet if and only if the corre- 
sponding faces of the second meet. The prism and the 
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Figure 8: Covering of part of a plane with triangles. 
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Figure 9: (Left) prism and (right) truncated pyramid. 

truncated pyramid of Figure 9 are isomorphic, the corre- 
spondence being indicated by the letters at the vertices. 
To classify the convex polygons by their combinatorial 
types, it is sufficient to determine the number of vertices 
v; for each v > 3, all polygons with v vertices (v-gons) 
are of the same combinatorial type, while a v-gon and a 
v’-gon are not isomorphic if v #v’. Euler was the first 
to investigate in 1752 the analogous question concerning 
polyhedra. He found that v —-e+/=2 for every convex 
polyhedron, where v, e, and f are the numbers of vertices, 
edges, and faces of the polyhedron. Though this formula 
became one of the starting points of topology (see GEOM- 
ETRY: Topology), Euler was not successful in his attempts 
to find a classification scheme for convex polytopes or to 
determine the number of different types for each v. De- 
spite efforts of many famous mathematicians since Euler 
(J. Steiner, Kirkman, Cayley, O. Hermes, M. Brickner, to 

mention only a few from the 19th century), the problem 
is still open. It was established by P.J. Federico in the 
U.S. that there are 2,606 different combinatorial types 
of convex polyhedra with nine vertices. The numbers of 
different types with four, five, six, seven, or eight vertices 
have been known for some time to be 1, 2, 7, 34, and 
257, respectively. 

The theory of convex polytopes has been more successful 
in developments in other directions. The regular polytopes 
have been under investigation since 1880 in dimensions 
higher than three, together with extensions of Euler’s rela- 
tion to the higher dimensions. (The Swiss geometer Lud- 
wig Schlafli made many of these discoveries some 30 years 
earlier, but his work was published only posthumously in 
1901.) The interest in regular polyhedra and other special 
polyhedra goes back to ancient Greece, as indicated by 
the names Platonic solids and Archimedean solids. 
Since 1950 there has been considerable interest, in part 

created by practical problems related to computer tech- 
niques such as linear programming, in questions of the 
following type: for polytopes of a given dimension d and 
having a given number v of vertices, how large and how 
small can the number of facets be? Such problems have 
provided great impetus to the development of the the- 
ory. The U.S. mathematician Victor L. Klee solved the 
maximum problem in 1963 in most cases (that is, for all 
but a finite number of v’s for each d), but the remaining 

cases were disposed of only in 1970 by P. McMullen, in 
the United States, who used a completely new method. 
The minimum problem and many related questions are 
still unsolved. 
Incidence problems. In 1893 Sylvester posed the ques- 

tion: If a finite set S of points in a plane has the property 
that each line determined by two points of S meets at least 
one other point of S, must all points of S be on one line? 
Sylvester never found a satisfactory solution to the prob- 
lem, and the first (affirmative) solutions were published 
a half century later. Since then, Sylvester’s problem has 
inspired many investigations and led to many other open 
questions, both in the plane and in higher dimensions. 
Helly’s theorem. In 1912 E. Helly proved the follow- 

ing theorem, which has since found applications in many 
areas of geometry and analysis and has led to numerous 
generalizations, extensions and analogues known as Helly- 
type theorems. If K,, Ky, - - - , K, are convex sets in 
d-dimensional Euclidean space E%, in which n> d+ 146 
and if for every choice of d+ | of the sets K, there exists a 
point that belongs to all the chosen sets, then there exists 

a point that belongs to all the sets K,, K3, ° “gkeeerhe 
theorem stated in two dimensions is easier to visualize and 
yet is not shorn of its strength: If every three of a set of 
n convex figures in the plane have a common point (not 
necessarily the same point for all trios), then all 7 figures 
have a point in common. If, for example, convex sets A, 
B, and C have the point p in common, and convex sets 
A, B, and D have the point g in common, and sets A, C, 
and D have the point r in common, and sets B, C, and 
D have the point s in common, then some point x is a 

member of A, B, C, and D. 
Although the connection is often far from obvious, 

many consequences may be derived from Helly’s theorem. 
Among them are the following, stated for d= 2 with some 
higher dimensional analogues indicated in square brackets: 
A. Two finite subsets X¥ and Y of the plane [d-space] 

may be strictly separated by a suitable straight line [hyper- 
plane] if and only if, for every set Z consisting of at most 
4 [d+ 2] points taken from XU Y, the points of ¥N Z 
may be strictly separated from those of YM Z. (A line 
[hyperplane] L strictly separates X and Y if X is contained 
in one of the open half planes [half spaces] determined by 
L and if Y is contained in the other.) 
B. Each compact convex set K in the plane [d-space] 

contains a point P with the following property: each chord 
of K that contains P is divided by P into a number of 
segments so the ratio of their lengths is at most 2d. 
C. If G is an open subset of the plane [d-space] with 

finite area [d-dimensional content], then there exists a 
point P, such that each open half plane [half space] that 
contains P contains also at least 1/3 [1/(d + 1)] of the area 
[d-content] of G. 
IDE Mit hR - , I, are segments parallel to the y-axis in 

a plane with a coordinate system (x, y), and if for every 
choice of three of the segments there exists a straight line 
intersecting each of the three segments, then there exists a 
straight line that intersects all the segments J;, - - - , J,. 
Theorem D has generalizations in which kth degree 

polynomial curves y=a,x*‘+ - - +a,x+ a, take the 
place of the straight lines and k+2 replaces 3 in the 
assumptions. These are important in the theory of best 
approximation of functions by polynomials. 

METHODS OF COMBINATORIAL GEOMETRY 

Many other branches of combinatorial geometry are as 
important and interesting as those mentioned above, but 

rather than list them here it is more instructive to pro- 
vide a few typical examples of frequently used methods 
of reasoning. Because the emphasis is on illustrating the 
methods rather than on obtaining the most general results, 

the examples will deal with problems in two and three 
dimensions. 

Exhausting the possibilities. Using the data available 
concerning the problem under investigation, it is often 
possible to obtain a list of all potential, a priori possible, 
solutions. The final step then consists in eliminating the 
possibilities that are not actual solutions or that duplicate 
previously found solutions. An example is the proof that 
there are only five regular convex polyhedra (the Platonic 
solids) and the determination of what these five are. 
From the definition of regularity it is easy to deduce that 

all the faces of a Platonic solid must be congruent regular 
k-gons for a suitable k, and that all the vertices must be- 
long to the same number j of k-gons. Because the sum of 
the face angles at a vertex of a convex polyhedron is less 
than 2x, and because each angle of the k-gon is (k — 2)n/ 
k, it follows that j(k—2)n/k <2n, or (j—2\(k—2) <4. 
Therefore, the only possibilities for the pair (j, k) are (3, 
3), (3, 4), (3, 5), (4, 3), and (5, 3). It may be verified that 
each of these pairs actually corresponds to a Platonic solid, 
namely, to the tetrahedron, the cube, the dodecahedron, 
the octahedron, and the icosahedron, respectively. Very 
similar arguments may be used in the determination of 
Archimedean solids and in other instances. 
The most serious drawback of the method is that in many 

instances the number of potential (and perhaps actual) 
solutions is so large as to render the method unfeasible. 
For example, it is known that the number of different 
combinatorial types of convex polyhedra with 10 vertices 
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exceeds 30,000, the number with 11 vertices exceeds 400,- 
000, and the number with 12 vertices exceeds 5,000,000. 
Therefore, the exact determination of these numbers by 
the method just discussed is out of the question, certainly 
if attempted by hand and probably even with the aid of 
a computer. 
Use of extremal properties. In many cases the exis- 

tence of a figure or an arrangement with certain desired 
properties may be established by considering a more gen- 
eral problem (or a completely different problem) and by 
showing that a solution of the general problem that is 
extremal in some sense provides also a solution to the 
original problem. Frequently there seems to be very little 
connection between the initial question and the extremal 
problem. As an illustration the following theorem will be 
proved: If K is a two-dimensional compact convex set 
with a centre of symmetry, there exists a parallelogram 
P containing K, such that the midpoints of the sides of 
P belong to K. The proof proceeds as follows: Of all the 
parallelograms that contain K, the one with least possible 
area is labeled P,. The existence of such a Py is a conse- 
quence of the compactness of K and may be established 
by standard arguments. It is also easily seen that the cen- 
tres of K and P, coincide. The interesting aspect of the 
situation is that P) may be taken as the P required for the 
theorem. In fact (Figure 10), if the midpoints A’ and A” 

of a pair of sides of P, do not belong to K, it is possible to 

Figure 10: Example of theorem on extremal properties (see 
text). 

strictly separate them from K by parallel lines L’ and L” 
that, together with the other pair of sides of Py, determine 
a new parallelogram containing K but with area smaller 
than that of P). The above theorem and its proof general- 
ize immediately to higher dimensions and lead to results 
that are important in functional analysis (see ANALYSIS 
[IN MATHEMATICS]: Functional analysis). 
Sometimes this type of argument is used in reverse to 

establish the existence of certain objects by disproving 
the possibility of existence of some extremal figures. As 
an example the following solution of the problem of 
Sylvester discussed above can be mentioned. By a standard 
argument of projective geometry (duality), it is evident 
that Sylvester’s problem is equivalent to the question: If 
through the point of intersection of any two of n coplanar 
lines, no two of which are parallel, there passes a third, 
are the 7 lines necessarily concurrent? To show that they 
must be concurrent, contradiction can be derived from 

the assumption that they are not concurrent. If L is one 
of the lines, then not all the intersection points lie on L. 
Among the intersection points not on L, there must be 
one nearest to L, which can be called A. Through A pass 
at least three lines, which meet L in points B, C, D, so 
that C is between B and D. Through C passes a line L* 
different from L and from the line through 4. Since L* 
enters the triangle 4 BD, it intersects either the segment AB 
or the segment AD, yielding an intersection point nearer 
to L than the supposedly nearest intersection point 4, thus 
providing the contradiction. 
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The difficulties in applying this method are caused in 
part by the absence of any systematic procedure for devis- 
ing an extremal problem that leads to the solution of the 
original question. 
Use of figures with special properties. Sometimes a 

general theorem may be established by the use of appro- 

priate special figures, even if they are not of the kind that 
the theorem is concerned with. This method is used in 
considering the question known as Borsuk’s problem. 
The Polish mathematician K. Borsuk proved in 1933 

that in any decomposition of the d-dimensional ball B¢ 
into d subsets, at least one of the subsets has a diameter 
equal to diam B*; and he asked whether it is possible 
to decompose every subset A of the d-dimensional space 
into d+ 1 subsets, each of which has a diameter smaller 
than diam A. (Such a decomposition is easily found if 4 
is the ball B“.) In case d= 2 Borsuk’s problem reduces to 
the question of whether each plane set A may be decom- 
posed into three parts, each of diameter less than diam 

A. An affirmative answer follows in this case from the 
fact (which is not hard to prove) that each planar set 4 

with diam 4=1 may be covered by a regular hexagon 
H of edge length 1/3 =0.577 - - - (the diameter of H 
is diam H =2/3=1.155 - - - > 1, and the distance be- 
tween the pairs of parallel sides is 1; see Figure 11). Such 
a hexagon H may be cut into three pentagons (indicated 
in Figure 11 by dotted lines), each of which has a diam- 
eter of only 3/2 =0.866 - - - <1. This partition of H 
may clearly be used to partition each planar set of di- 
ameter 1, thus establishing the following stronger variant 
of Borsuk’s problem in the plane: each planar set A may 
be decomposed into three subsets, each of diameter at 

most 0.866 - - X (diam A). An affirmative solution of 
Borsuk’s problem in the three-dimensional case may be 
proved by a similar method, in which the hexagon # is 
replaced by a polyhedron obtained by appropriate triple 
truncation of the regular octahedron. 
Use of transformations between different spaces and ap- 

plications of Helly’s theorem. Although those two meth- 
ods do not necessarily go together, both may be illustrated 
in one example—the proof of theorem D concerning par- 
allel segments. Let the segment J; have end-points (x, y,) 
and (x; y’;), where y,;< y’,; and i=1, 2, - 7 Lhe 
case that two of the segments are on one line is easily 
disposed of; so it may be assumed that x,, x, ° 5 SNe 
are all different. With each straight line y= ax+ 5 in the 
(x, y)-plane can be associated a point (a, 5) in another 
plane, the (a, b)-plane. Now, for i= 1, 2, : 57n, the 
set consisting of all those points (a, 6) for which the cor- 
responding line y=ax-+ b in the (x, y) plane meets the 

0.577... 

Figure 11: Illustration of Borsuk’s problem. 
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segment /, can be denoted by K;. This condition means 
that y,< ax,+b<vy’, so that each set K, is convex. The 
existence of a line intersecting three of the segments /, 
means that the corresponding sets K, have a common 
point. Then Helly’s theorem for the (a, b)-plane implies 
the existence of a point (a*, b*) common to all sets K,. 
This in turn means that the line y= a*x + b* meets all 
the segments J, /5, - - , J,, and the proof of theorem 
D is complete. 
In addition to the methods illustrated above, many other 

techniques of proof are used in combinatorial geometry, 
ranging from simple mathematical induction to sophisti- 
cated decidability theorems of formal logic. The variety of 
methods available and the likelihood that there are many 
more not yet invented continue to stimulate research in 
this rapidly developing branch of mathematics. (B.G.) 

BIBLIOGRAPHY. JAMES LEGGE (trans.), The Yi-King, vol. 16 
of the Sacred Books of the East (1882, reprinted 1962); A/l- 
gebra, with Arithmetic and Mensuration from the Sanscrit 
of Brahmagupta and Bhdskara, trans. by H.T. COLEBROOKE 
(1817); and NASIR AD-DIN AL-TUsI, “Handbook of Arithmetic 
Using Board and Dust,” Math. Rev., 31:5776 (1966), com- 
plete Russian trans. by s.A. AHMEDOV and B.A. ROZENFELD 
in /stor.-Mat. Issled., 15:431-444 (1963), give glimpses of 
some of the early beginnings of the subject in the Orient. 
The term combinatorial was first used in GOTTFRIED WIL- 
HELM LEIBNIZ, Dissertatio de arte combinatoria (1666). w.w. 
ROUSE BALL, Mathematical Recreations and Essays, rev. by 
H.S. MACDONALD COXETER (1942), contains an account of some 
of the famous recreational combinatorial problems of the 
19th century, such as the problem of eight queens, Hamil- 
tonian circuits, and the Kirkman schoolgirl problem. EUGEN 
NETTO, Lehrbuch der Combinatorik, 2nd ed. (1927, reprinted 
1958); and PERCY A. MaCMAHON, Combinatory Analysis, 2 vol. 
(1915-16, reprinted 1960), show the state of the subject in the 
early part of the 20th century. HERBERT J. RYSER, Combinatorial 
Mathematics (1963); MARSHALL HALL, JR., Combinatorial The- 
ory (1967); c.L. LIU, Introduction to Combinatorial Mathematics 
(1968), all deal with combinatorics in general. JOHN RIORDAN, 

An Introduction to Combinatorial Analysis (1958); and CLAUDE 
BERGE, Principes de combinatoire’(1968; Eng. trans., Principles 
of Combinatorics, 1971), deal with problems of enumeration. 
CLAUDE BERGE, Théorie des graphes et ses applications (1957; 
Eng. trans., The Theory of Graphs and Its Applications, 1962); 
CLAUDE BERGE and A. GHOUILAHOURI, Programmes, jeux et 
réseaux de transport (1962; Eng. trans., Programming, Games 
and Transportation Networks, 1965); FRANK HARARY, Graph 
Theory (1969), deal with graph theoretic problems. OYSTEIN 
orE, The Four-Color Problem (1967), gives an introduction 
to this problem. PETER DEMBOWSKI, Finite Geometries (1968), 
contains most of the important developments on designs, in- 
cluding partially balanced and group divisible designs. ELWYN 
R. BERLEKAMP, Algebraic Coding Theory (1968), may be con- 
sulted for combinatorial aspects of coding theory. MARSHALL 
HALL, JR., “A Survey of Combinatorial Analysis,” in Surveys in 
Applied Mathematics, vol. 4 (1958), gives a very good survey 
of combinatorial developments up to 1958. E.F. BECKENBACH 
(ed.), Applied Combinatorial Mathematics (1964), gives a good 
idea of the wide range of applications of modern combina- 
torics. G.c. ROTA, “Combinatorial Analysis,” in G.A.w. BOEHM 
(ed.), The Mathematical Sciences: A Collection of Essays (1969), 
in addition to surveying some of the famous combinatorial 
problems brings out modern trends and indicates where com- 
binatorics is headed. HUGO HADWIGER and HANS DEBRUNNER, 
Combinatorial Geometry in the Plane (1964); 1.M. YAGLOM 
and v.G. BOLTYANSKY, Convex Figures (1961; orig. pub. in 

Russia, 1951); v.G. BOLTYANSKY, Equivalent and Equidecom- 
posable Figures (1963; orig. pub. in Russian, 1956); and L.A. 
LYUSTERNIK, Convex Figures and Polyhedra (1966; orig. pub. 
in Russian, 1956), deal with aspects of combinatorial geometry 
on an elementary level. On an advanced level, see H.s. Mac- 
DONALD COXETER, Regular Polytopes, 2nd ed. (1963); L. FEJES 
TOTH, Lagerungen in der Ebene, auf der Kugel und im Raum 
(1953) and Regular Figures (1964); BRANKO GRUNBAUM, Con- 
vex Polytopes (1967) and Arrangements and Spreads (1972); 
and c.A. ROGERS, Packing and Covering (1964). See also KEN- 
NETH P. BOGART, Introductory Combinatorics (1983); and R.J. 
WILSON (ed.), Applications of Combinatorics (1982), both acces- 
sible to laymen. 

(R.C.Bo./B.G.) 



Communi- 

cation and 
other dis- 
ciplines 

Communication 
ommunication, the exchange of meanings between 

i individuals through a common system of symbols, 
concerned scholars since the time of ancient Greece. 

Until modern times, however, the topic was usually sub- 
sumed under other disciplines and taken for granted as 
a natural process inherent to each. In 1928 the English 
literary critic and author J.A. Richards offered one of the 
first—and in some ways still the best—definitions of com- 
munication as a discrete aspect of human enterprise: 

Communication takes place when one mind so acts upon its 
environment that another mind is influenced, and in that 
other mind an experience occurs which is like the experience 
in the first mind, and is caused in part by that experience. 

Richards’ definition is both general and rough, but its 
application to nearly all kinds of communication—includ- 
ing those between humans and animals (but excluding 
machines)—separated the contents of messages from the 
processes in human affairs by which these messages are 
transmitted. More recently, questions have been raised 
concerning the adequacy of any single definition of the 
term communication as it is currently employed. The 
American psychiatrist and scholar Jurgen Ruesch has iden- 
tified 40 varieties of disciplinary approaches to the subject, 
including architectural, anthropological, psychological, po- 
litical, and many other interpretations of the apparently 
simple interaction described by Richards. In total, if such 
informal communications as sexual attraction and play 
behaviour are included, there exist at least 50 modes of 
interpersonal communication that draw upon dozens of 
discrete intellectual disciplines and analytic approaches. 
Communication may therefore be analyzed in at least 50 
different ways. 
Interest in communication has been stimulated by ad- 

vances in science and technology, which, by their na- 
ture, have called attention to man as a communicating 
creature. Among the first and most dramatic examples 
of the inventions resulting from technological ingenuity 
were the telegraph and telephone, followed by others like 
wireless radio and telephoto devices. The development of 
popular newspapers and periodicals, broadcasting, motion 
pictures, and television led to institutional and cultural 
innovations that permitted efficient and rapid communi- 
cation between a few individuals and large populations; 
these media have been responsible for the rise and social 
power of the new phenomenon of mass communication. 
(See also INFORMATION PROCESSING AND INFORMATION 
SYSTEMS; TELECOMMUNICATIONS SYSTEMS.) 
This article is divided into the following sections: 

Models of communication 623 
Linear models 623 
Dynamic models 624 
Applications of formal logic and mathematics 

Types of communication 625 
Nonvocal communication 625 
Vocal communication 626 
Mass and public communication 627 

The psychology of communication 627 
Bibliography 628 

624 

Since about 1920 the growth and apparent influence of 
communications technology have attracted the attention 
of many specialists who have attempted to isolate com- 
munication as a specific facet of their particular interest. 
Psychologists, in their studies of behaviour and mind, 
have evolved concepts of communication useful to their 
investigations as well as to certain forms of therapy. Social 
scientists have identified various forms of communication 
by which myths, styles of living, mores, and traditions 
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are passed either from generation to generation or from 
one segment of society to another. Political scientists 
and economists have recognized that communication of 
many types lies at the heart of the regularities in the 
social order. Under the impetus of new technology— 
particularly high-speed computers—mathematicians and 
engineers have tried to quantify and measure components 
of communicated information and to develop methods 
for translating various types of messages into quantities or 
amounts amenable to both their procedures and instru- 
ments. Numerous and differently phrased questions have 
been posed by artists, architects, artisans, writers, and 
others concerning the overall influences of various types 
of communication. Many researchers, working within the 
relevant concerns of their disciplines, have also sought 

possible theories or laws of cause and effect to explain the 
ways in which human dispositions are affected by certain 
kinds of communication under certain circumstances; and 
the reasons for the change. 
In the 1960s a Canadian educator, Marshall McLuhan, 

drew the threads of interest in the field of communication 
into a view that associated many contemporary psycho- 
logical and sociological phenomena with the media em- 
ployed in modern culture. McLuhan’s often repeated idea, 
“the medium is the message,” stimulated numerous film- 
makers, photographers, artists, and others, who adopted 
McLuhan’s view that contemporary society had moved 
(or was moving) from a “print” culture to a “visual” 
one. The particular forms of greatest interest to McLuhan 
and his followers were those associated with the sophis- 
ticated technological instruments for which young people 
in particular display enthusiasm, namely motion pictures, 
television, and sound recordings. 
By the late 20th century the main focus of interest in com- 

munication seemed to be drifting away from McLuhanism 
and to be centring upon: (1) the mass communication 
industries, the people who run them, and the effects they 
have upon their audiences; (2) persuasive communication 
and the use of technology to influence dispositions; (3) 
processes of interpersonal communication as mediators of 
information; (4) dynamics of verbal and nonverbal (and 
perhaps extrasensory) communication between individu- 
als; (5) perception of different kinds of communications; 
(6) uses of communication technology for social and artis- 
tic purposes, including education in and out of school; 
and (7) development of relevant criticism for artistic en- 
deavours employing modern communications technology. 
In short, a communication expert may be oriented to any 

of a number of disciplines in a field of inquiry that has, as 
yet, neither drawn for itself a conclusive roster of subject 
matter nor agreed upon specific methodologies of analysis. 

MODELS OF COMMUNICATION 

Fragmentation and problems of interdisciplinary outlook 
have generated a wide range of discussion concerning the 
ways in which communication occurs and the processes 
it entails. Most speculation on these matters admits, in 
one way or another, that the communication theorist’s 
task is to answer as clearly as possible the question, “Who 
says what to whom with what effect?” (This query was 
originally posed by the U.S. political scientist Harold D. 
Lasswell.) Obviously, all of the critical elements in this 

question may be interpreted differently by scholars and 
writers in different disciplines. 
Linear models. One of the most productive schematic 

models of a communications system that has been pro- 
posed as an answer to Lasswell’s question emerged in 
the late 1940s, largely from the speculations of two U.S. 
mathematicians, Claude Shannon and Warren Weaver. 
The simplicity of their model, its clarity, and its surface 
generality proved attractive to many students of commu- 
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nication in a number of disciplines, although it is neither 

the only model of the communication process extant nor 
is it universally accepted. As originally conceived, the 
model contained five elements—an information source, a 
transmitter, a channel of transmission, a receiver, and a 
destination—all arranged in linear order. Messages (elec- 
tronic messages, initially) were supposed to travel along 
this path, to be changed into electric energy by the trans- 
mitter, and to be reconstituted into intelligible language 
by the receiver. In time, the five elements of the model 
were renamed so as to specify components for other types 
of communication transmitted in various manners. The 
information source was split into its components (both 
source and message) to provide a wider range of applica- 
bility. The six constituents of the revised model are: (1) a 
source, (2) an encoder, (3) a message, (4) a channel, (5) 

a decoder, and (6) a receiver. For some communication 
systems, the components are as simple to specify as, for 
instance, (1) a man on the telephone, (2) the mouthpiece 

of the telephone, (3) the words the man speaks, (4) the 
electrical wires along which the words (now electrical im- 
pulses) travel, (5) the earpiece of another telephone, and 

(6) the mind of the listener. In other communication sys- 
tems, the components are more difficult to isolate; e.g., 
the communication of the emotions of a fine artist by 
means of a painting to people who may respond to the 
message long after the artist’s death. 
Begging a multitude of psychological, aesthetic, and so- 

ciological questions concerning the exact nature of each 
component, the linear model appeared, from the com- 
monsense perspective, at least, to explain in general terms 
the ways in which certain classes of communication oc- 
curred. It did not indicate the reason for the inability of 
certain communications—obvious in daily life—to fit its 
neat paradigm. 

Entropy, negative entropy, and redundancy. Another 
concept, first called by Shannon a “noise source” but later 

associated with the notion of entropy (a principle derived 
from physics), was imposed upon the communication 
model. Entropy is analogous in most communication to 
audio or visual static—that is, to outside influences that 
diminish the integrity of the communication and, possibly, 
distort the message for the receiver. Negative entropy may 
also occur in instances in which incomplete or blurred 
messages are nevertheless received intact, either because 
of the ability of the receiver to fill in missing details or to 
recognize, despite distortion or a paucity of information, 
both the intent and content of the communication. 
Although rarely shown on diagrammatic models of this 

version of the communication process, redundancy—the 

repetition of elements within a message that prevents the 
failure of communication of information—is the greatest 
antidote to entropy. Most written and spoken languages, 
for example, are roughly half-redundant. If 50 percent of 
the words of this article were taken away at random, there 
would still remain an intelligible—although somewhat pe- 
culiar—essay. Similarly, if one-half of the words of a radio 
news commentator are heard, the broadcast can usually be 
understood. Redundancy is apparently involved in most 
human activities, and, because it helps to overcome the 
various forms of entropy that tend to turn intelligible 
messages into unintelligible ones (including psychological 
entropy on the part of the receiver), it is an indispensable 
element for effective communication. 
Messages are therefore susceptible to considerable modifi- 

cation and mediation. Entropy distorts, while negative en- 
tropy and redundancy clarify; as each occurs differentially 
in the communication process, the chances of the message 
being received and correctly understood vary. Still, the 
process (and the model of it) remains conceptually static, 
because it is fundamentally concerned with messages sent 
from point to point, and not with their results or possible 
influences upon sender and receiver. 
Feedback. To correct this flaw, the principle of feedback 

was added to the model and provided a closer approxima- 
tion of interpersonal human interaction than was known 
theretofore. This construct was derived from the studies 
of Norbert Wiener, the so-called father of the science of 
cybernetics. Wiener’s cybernetic models, some of which 

provide the basis for current computer technology, were 
designed to be responsive to their own behaviour; that is, 
they audited their own performances mathematically or 
electronically in order to avoid errors of entropy, unnec- 
essary redundancy, or other simple hazards. 
Certain types of common communications—Christmas 

cards, for instance—usually require little feedback. Others, 
particularly interactions between human beings in conver- 
sation, cannot function without the ability of the message 
sender to weigh and calculate the apparent effect of his 
words on his listener. It is largely the aspect of feedback 
that provides for this model the qualities of a process, 
because each instance of feedback conditions or alters the 
subsequent messages. 

Dynamic models. Other models of communication pro- 
cesses have been constructed to meet the needs of students 
of communication whose interests differ from those of 
quantitatively oriented theorists like Shannon, Weaver, 
and Wiener. While the model described above displays 
some generality and shows simplicity, it lacks some of the 
predictive, descriptive, and analytic powers found in other 
approaches. A psychologist, Theodore M. Newcomb, for 
example, has articulated a more fluid system of dimensions 
to represent the individual interacting in his environment. 
Newcomb’s model and others similar to it are not as pre- 
cisely mathematical (quantitative) as Shannon’s and thus 
permit more flexible accounts of human behaviour and its 
variable relationships. They do not deny the relevance of 
linear models to Shannon and Weaver’s main concerns— 
quanta of information and the delivery of messages under 
controlled conditions—but they question their complete- 
ness and utility in describing cognitive, emotional, and 
artistic aspects of communication as they occur in socio- 
cultural matrices. 

Students concerned mainly with persuasive and _artis- 
tic communication often centre attention upon different 
kinds, or modes, of communication (i.e., narrative, pic- 

torial, and dramatic) and theorize that the messages they 
contain, including messages of emotional quality and artis- 
tic content, are communicated in various manners to and 
from different sorts of people. For them, the stability and 
function of channel or medium are more variable and less 
mechanistically related to the process than they are for 
followers of Shannon and Weaver and psychologists like 
Newcomb. (McLuhan, indeed, asserts that the channel ac- 

tually dictates, or severely influences, the message—both 
as sent and received.) Many analysts of communication, 
linguistic philosophers, and others are concerned with the 
nature of messages, particularly their compatibility with 
sense and emotion, their style, and the intentions behind 

them. They find both linear and geometric models of pro- 
cess of little interest to their concerns, although considera- 
tions related to these models, particularly those of entropy, 
redundancy, and feedback, have provided significant and 
productive concepts for most students of communication. 
Applications of formal logic and mathematics. Despite 

the numerous types of communication or information 
theory extant today—and those likely to be formulated 
tomorrow—the most rationally and experimentally con- 
sistent approaches to communication theory so far de- 
veloped follow the constructions of Shannon and others 
described above. Such approaches tend to employ the 
structural rigours of logic rather than the looser syntaxes, 
grammars, and vocabularies of common languages, with 
their symbolic, poetic, and inferential aspects of meaning. 
Cybernetic theory and computer technology require rig- 

orous but straightforward languages to permit translation 
into nonambiguous, special symbols that can be stored 
and utilized for statistical manipulations. The closed sys- 
tem of formal logic proved ideal for this need. Premises 
and conclusions drawn from syllogisms according to log- 
ical rules may be easily tested in a consistent, scientific 
manner, as long as all parties communicating share the 
rational premises employed by the particular system. 
That this logical mode of communication drew its frame 

of discourse from the logic of the ancient Greeks was 
inevitable. Translated into an Aristotelian manner of dis- 
course, meaningful interactions between individuals could 
be transferred to an equally rational closed system of 
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mathematics: an arithmetic for simple transactions, an 
algebra for solving certain well-delimited puzzles, a calcu- 
lus to simulate changes, rates and flows, and a geometry 
for purposes of illustration and model construction. This 
progression has proved quite useful for handling those 
limited classes of communications that arise out of certain 
structured, rational operations, like those in economics, 

inductively oriented sociology, experimental psychology, 
and other behavioral and social sciences, as well as in 
most of the natural sciences. 
The basic theorem of information theory rests, first, upon 

the assumption that the message transmitted is well orga- 
nized, consistent, and characterized by relatively low and 

determinable degrees of entropy and redundancy. (Other- 
wise, the mathematical structure might yield only proba- 
bility statements approaching random scatters, of little use 
to anyone.) Under these circumstances, by devising proper 
coding procedures for the transmitter, it becomes possible 
to transmit symbols over a channel at an average rate that 
is nearly the capacity of units per second of the channel 
(symbolized by C) as a function of the units per second 
from an information source (H)—but never at rates in 
excess of capacity divided by units per second (C/H), no 
matter how expertly the symbols are coded. As simple as 
this notion seems, upon determining the capacity of the 
channel and by cleverly coding the information involved, 
precise mathematical models of information transactions 
(similar to electronic frequencies of energy transmissions) 
may be evolved and employed for complex analyses within 
the strictures of formal logic. They must, of course, take 
into account as precisely as possible levels of entropy and 
redundancy as well as other known variables. 
The internal capacities of the channel studied and the 

sophistication of the coding procedures that handle the 
information limit the usefulness of the theorem presented 
above. At present such procedures, while they may theo- 
retically offer broad prospects, are restricted by formal en- 
coding procedures that depend upon the capacities of the 
instruments in which they are stored (nowadays, mostly 
on magnetic tape and disk-packs in computers). Although 
such devices can handle quickly the logic of vast amounts 
of relatively simple information, they cannot match the 
flexibility and complexity of the human brain, still man’s 
prime instrument for managing the subtleties of most 
communication. 

TYPES OF COMMUNICATION 

Nonyocal communication. Signals, signs, and symbols, 
three related components of communication processes 
found in all known cultures, have attracted considerable 
scholarly attention because they do not relate primarily to 
the usual conception of words or language. Each is appar- 
ently an increasingly more complex modification of the 
former, and each was probably developed in the depths 
of prehistory before, or at the start of, man’s early experi- 
ments with vocal language. 
Signals. A signal may be considered as an interruption 

in a field of constant energy transfer. An example is the 
dots and dashes that open and close the electromagnetic 
field of a telegraph circuit. Such interruptions do not re- 
quire the construction of a man-made field; interruptions 
in nature (e.g., the tapping of a pencil in a silent room, or 
puffs of smoke rising from a mountain top) may produce 
the same result. The basic function of such signals is to 
provide the change of a single environmental factor in 
order to attract attention and to transfer meaning. A code 
system that refers interruptions to some form of meaning- 
ful language may easily be developed with a crude vocab- 
ulary of dots, dashes, or other elemental audio and visual 
articulations. Taken by themselves, the interruptions have 
a potential breadth of meaning that seems extremely 
small; they may indicate the presence of an individual in 
a room, his impatience, agreement, or disagreement with 
some aspect of his environment or, in the case of a scream 
for help, a critical situation demanding attention. Coded 
to refer to spoken or written language, their potential to 
communicate language is extremely great. 
Signs. While signs are usually less germane to the de- 

velopment of words than signals, most of them contain 
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greater amounts of meaning of and by themselves. Ashley 
Montagu, an anthropologist, has defined a sign as a “con- 
crete denoter” possessing an inherent specific meaning, 
roughly analogous to the sentence “This is it; do some- 
thing about it!” The most common signs encountered 
in daily life are pictures or drawings, although a human 
posture like a clenched fist, an outstretched arm, or a 

hand posed in a “Stop” gesture may also serve as signs. 
The main difference between a sign and a signal is that 
a sign (like a policeman’s badge) contains meanings of an 
intrinsic nature; a signal (like a scream for help) is merely 
a device by which one is able to formulate extrinsic mean- 
ings. Their difference is illustrated by the observation that 
many types of animals respond to signals, while only a few 
intelligent and trained animals (usually dogs and apes) are 
competent to respond even to simple signs. 
All known cultures utilize signs to convey relatively sim- 

ple messages swiftly and conveniently. Signs may depend 
for their meaning upon their form, setting, colour, or loca- 
tion. In the United States, traffic signs, uniforms, badges, 
and barber poles are frequently encountered signs. Taken 
en masse, any society’s lexicon of signs makes up a rich 
vocabulary of colourful communications. 
Symbols. Symbols are more difficult than signs to un- 

derstand and to define because, unlike signs and signals, 
they are intricately woven into an individual’s ongoing 
perceptions of the world. They appear to contain a dimly 
understood capacity that (as one of their functions), in 
fact, defines the very reality of that world. The symbol has 
been defined as any device with which an abstraction can 
be made. Although far from being a precise construction, 
it leads in a profitable direction. The abstractions of the 
values that people imbue in other people and in things 
they own and use lie at the heart of symbolism. Here is a 
process, according to the British philosopher Alfred North 
Whitehead, whereby 

some components of [the mind’s] experience elicit conscious- 
ness, beliefs, emotions, and usages respecting other compo- 
nents of experience. 

In Whitehead’s opinion, symbols are analogues or 
metaphors (that may include written and spoken language 
as well as visual objects) standing for some quality of real- 
ity that is enhanced in importance or value by the process 
of symbolization itself. 
Almost every society has evolved a symbol system 

whereby, at first glance, strange objects and odd types 
of behaviour appear to the outside observer to have ir- 
rational meanings and seem to evoke odd, unwarranted 
cognitions and emotions. Upon examination each symbol 
system reflects a specific cultural logic, and every symbol 
functions to communicate information between members 
of the culture in much the same way as, but in a more 
subtle manner than, conventional language. Although a 
symbol may take the form of as discrete an object as a 
wedding ring or a totem pole, symbols tend to appear in 
clusters and depend upon one another for their accretion 
of meaning and value. They are not a language of and 
by themselves; rather they are devices by which ideas too 
difficult, dangerous, or inconvenient to articulate in com- 

mon language are transmitted between people who have 
acculturated in common ways. It does not appear possible 
to compile discrete vocabularies of symbols, because they 
lack the precision and regularities present in natural lan- 
guage that are necessary for explicit definitions. 
Icons. Rich clusters of related and unrelated symbols 

are usually regarded as icons. They are actually groups of 
interactive symbols, like the White House in Washington, 
D.C., a funeral ceremony, or an Impressionist painting. 
Although in examples such as these, there is a tendency 
to isolate icons and individual symbols for examination, 
symbolic communication is so closely allied to all forms 
of human activity that it is generally and nonconsciously 
used and treated by most people as the most important 
aspect of communication in society. With the recognition 
that spoken and written words and numbers themselves 
constitute symbolic metaphors, their critical roles in the 
worlds of science, mathematics, literature, and art can be 

understood. In addition, with these symbols, an individual 
is able to define his own identity. 
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Gestures. Professional actors and dancers have known 

since antiquity that body gestures may also generate a vo- 

cabulary of communication more or less unique to each 
culture. Some U.S. scholars have tried to develop a vo- 

cabulary of body language, called kinesics. The results of 
their investigations, both amusing and potentially practi- 
cal, may eventually produce a genuine lexicon of Ameri- 
can gestures similar to one prepared in detail by Fran¢ois 
Delsarte, a 19th-century French teacher of pantomime 
and gymnastics who described the ingenious and complex 
language of contemporary face and body positions for 
theatrical purposes. 
Proxemics. Of more general, cross-cultural significance 

are the theories involved in the study of “proxemics” de- 
veloped by a U.S. anthropologist, Edward Hall. Proxemics 
involves the ways in which people in various cultures 
utilize both time and space as well as body positions 
and other factors for purposes of communication. Hall’s 
“silent language” of nonverbal communications consists 
of such culturally determined interactions as the physical 
distance or closeness maintained between individuals, the 
body heat they give off, odours they perceive in social sit- 
uations, angles of vision they maintain while talking, the 
pace of their behaviour, and the sense of time appropriate 
for communicating under differing conditions. By compar- 
ing matters like these in the behaviour of different social 
classes (and in varying relationships), Hall elaborated and 
codified a number of sophisticated general principles that 
demonstrate how certain kinds of nonverbal communi- 
cation occur. Although Hall’s most impressive arguments 
are almost entirely empirical, and many of them are open 
to question, the study of proxemics does succeed in calling 
attention to major features of communication dynamics 
rarely considered by linguists and symbologists. Students 
of words have been more interested in objective formal 
vocabularies than in the more subtle means of discourse 
unknowingly acquired by the members of a culture. 
Vocal communication. Significant differences between 

nonvocal and vocal communication are matters more of 
degree than of kind. Signs, signals, symbols, and possibly 
icons may, at times, be easily verbalized, although most 
people tend to think of them as visual means of expression. 
Kinesics and proxemics may also, in certain instances, in- 
volve vocalizations as accompaniments to nonverbal phe- 
nomena or as somehow integral to them. Be they grunts, 
words, or sentences, their function is to help in forwarding 
a communication that is fundamentally nonverbal. 
Although there is no shortage of speculation on the issue, 

the origins of human speech remain obscure at present. It 
is plausible that man is born with an instinct for speech. 
A phenomenon supporting this belief is the presence of 
unlearned cries and gurgles of infants operating as crude, 
vocal signs directed to others the baby cannot possibly 
be aware of. Some anthropologists claim that within the 
vocabularies of kinesics and proxemics are the virtual 
building blocks of spoken language; they postulate that 
primitive men made various and ingenious inventions 
(including speech) as a result of their need to commu- 
nicate with others in order to pool their intellectual and 
physical resources. Other observers suggest similar origins 
of speech, including the vocalization of physical activity, 
imitation of the sounds of nature, and sheer serendipity. 
Scientific proof of any of these speculations is at pres- 
ent impossible. 

Not only is the origin of speech disputed among experts 
but the precise reasons for the existence of the numer- 
ous languages of the world are also far from clear. In 
the 1920s, an American linguistic anthropologist, Edward 
Sapir, and, later Benjamin Lee Whorf, centred attention 
upon the various methods of expression found in differ- 
ent cultures. Drawing their evidence primarily from the 
languages of primitive societies, they made some very 
significant observations concerning spoken (and probably 
written) language. First, man’s language reflects in subtle 
ways those matters of greatest relevance and importance 
to the value system of each particular culture. Thus, lan- 
guage may be said to reflect culture, or, in other words, 
people seem to find ways of saying what they need to say. 
A familiar illustration is the many words (or variations 

of words) that Eskimos use to describe whale blubber in 
its various states; e.g., on the whale, ready to eat, raw, 

cooked, rancid. Another example is the observation that 
“drunk” possesses more synonyms than any other term 
in the English language. Apparently, this is the result of 
a psychological necessity to euphemize a somewhat nasty, 
uncomfortable, or taboo matter, a device also employed 
for other words that describe seemingly important, but 
improper, behaviour or facets of culture. 
Adaptability of language. Other observations involve 

the discovery that any known language may be employed, 
without major modification, to say almost anything that 
may be said in any other language. A high degree of 
circumlocution and some nonverbal vocalization may be 
required to accomplish this end, but, no matter how alien 
the concept to the original language, it may be expressed 
clearly in the language of another culture. Students of lin- 
guistic anthropology have been able to describe adequately 
in English esoteric linguistic propositions of primitive so- 
cieties, just as it has been possible for anthropologists to 
describe details of Western technology to natives in remote 
cultures. Understood as an artifact of culture, spoken lan- 

guage may therefore be considered as a universal channel 
of communication into which various societies dip dif- 
ferentially in order to expedite and specify the numerous 
points of contact between individuals. 
Language remains, however, a still partially understood 

phenomenon used to transact several types of discourse. 
Language has been classified on the basis of several crite- 
ria. One scheme established four categories on the basis of 
informative, dynamic, emotive, and aesthetic functions. 
Informative communication deals largely with narrative 
aspects of meaning; dynamic discourse concerns the trans- 

action of dispositions such as opinions and attitudes; the 
emotive employment of language involves the evocation 
of feeling states in others in order to impel them to ac- 
tion; and aesthetic discourse, usually regarded as a poetic 
quality in speech, conveys stylistic aspects of expression. 
Laughter. Although most vocal sounds other than 

words are usually considered prelinguistic language, the 
phenomenon of laughter as a form of communication is 
in a category by itself, with its closest relative being its 
apparent opposite, crying. Contemporafy ethologists, like 
Konrad Lorenz, have attempted to associate laughter with 
group behaviour among animals in instances in which 
aggression is thwarted and laughlike phenomena seem to 
result among herds. Lorenz’s metaphors, while apparently 
reasonable, cannot be verified inductively. They seem less 
reasonable to many than the more common notions of 
Freud and others that laughter either results from, or is 
related to, the nonconscious reduction of tensions or in- 
hibitions. Developed as a form of self-generated pleasure 
in the infant and rewarded both physically and psycho- 
logically by feelings of gratification, laughter provides a 
highly effective, useful, and contagious means of vocal 
communication. It deals with a wide range of cultural 
problems, often more effectively than speech, in much the 
same manner that crying, an infantile, probably instinctive 
reaction to discomfort, communicates an unmistakable 
emotional state to others. 
The reasons for laughter in complex social situations is 

another question and is answered differently by philoso- 
phers and psychologists. The English novelist George 
Meredith proposed a theory, resulting from his analysis of 
18th-century French court comedies, that laughter serves 
as an enjoyable social corrective. The two best known 
modern theories of the social wellsprings of laughter are 
the philosopher Henri Bergson’s hypothesis that laughter 
is a form of rebellion against the mechanization of human 
behaviour and nature, and Freud’s concept of laughter 
as repressed sexual feeling. The writer Arthur Koestler 
regarded laughter as a means of individual enlightenment, 
revelation, and subsequent freedom from confusion or mis- 
understanding concerning some part of the environment. 
Man’s vocal instrument as a device of communication 

represents an apex of physical and intellectual evolution. 
It can express the most basic instinctual demands as well 
as a range of highly intellectual processes, including the 
possible mastery of numerous complex languages, each 
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with an enormous vocabulary. Because of the imitative 
capacity of the vocal mechanism (including its cortical 
directors), suitably talented individuals can simulate the 
sounds of nature in song, can communicate in simple 
ways with animals, and can indulge in such tricks as ven- 
triloquism and the mimicry of other voices. Recent tape 
recording techniques have even extended this flexibility 
into new domains, allowing singers to accompany their 
own voices in different keys to produce effects of duets or 
choruses composed electronically from one person’s voice. 
Mass and public communication. Prerequisites for mass 

communication. The technology of modern mass commu- 
nication results from the confluence of many types of in- 
ventions and discoveries, some of which (the printing press, 
for instance) actually preceded the Industrial Revolution. 

Technological ingenuity of the 19th and 20th centuries 
has developed the newer means of mass communication, 

particularly broadcasting, without which the present near- 
global diffusion of printed words, pictures, and sounds 
would have been impossible. The steam printing press, 
radio, motion pictures, television, and sound recording— 
as well as systems of mass production and distribution— 
were necessary before public communication in its present 
form might occur. 
Technology was not, however, the only prerequisite for 

the development of mass communication in the West. A 
large public of literate citizens was necessary before giant 
publishing and newspaper empires might employ extant 
communications technology to satisfy widespread desires 
or needs for popular reading materials. Affluence and 
interest were (and are) prerequisites for the maintenance 
of the radio, television, cinema, and recording industries, 
institutions that are presently most highly developed in 
wealthy, industrial nations. Even in countries in which 
public communication is employed largely for government 
propaganda, certain minimal economic and educational 
standards must be achieved before this persuasion is ac- 
cepted by the general public. 
Control of mass communication. Over the years, con- 

trol of the instruments of mass communication has fallen 
into the hands of relatively small (some claim diminish- 
ing) numbers of professional communicators who seem, 
as populations expand and interest widens, to reach ever 
increasing numbers of people. In the United States, for 
example, far fewer newspapers currently serve more read- 
ers than ever before, three television networks are pre- 
dominant, and a handful of book publishers produce the 
majority of the best-sellers. 
Public communicators are not entirely free to follow 

their own whims in serving the masses, however. As is the 
case of any market, consumer satisfaction (or the lack of 
it) limits the nature and quantity of the material produced 
and circulated. Mass communicators are also restricted in 
some measure by laws governing libel, slander, and inva- 
sion of privacy and, in most countries, by traditions of 
professionalism that entail obligations of those who main- 
tain access to the public’s eyes and ears. In almost every 
modern nation, privileges to use broadcasting frequencies 
are circumscribed either loosely or rigidly by government 
regulations. In some countries, national agencies exercise 
absolute control of all broadcasting, and in certain areas 
print and film media operate under strict government 
control. Written and film communications may be subject 
to local legal restraints in regard to censorship and have 
restrictions similar to those of other private businesses. 
Traditions of decorum and self-censorship, however, apply 
variably to publishers and filmmakers, depending usually 
upon the particular markets to which their fare is directed. 
Effects of mass communication. Lively controversy cen- 

tres on the effect of public communication upon audi- 
ences, not only in matters concerning public opinion on 
political issues but in matters of personal life-styles and 
tastes, consumer behaviour, the sensibilities and disposi- 

tions of children, and possible inducements to violence. 

Feelings regarding these matters vary greatly. Some people 
construe the overall effects of mass communication as gen- 
erally harmless to both young and old. Many sociologists 
follow the theory that mass communication seems to in- 
fluence attitudes and behaviour only insofar as it confirms 
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the status quo—i.e., it influences values already accepted 

and operating in the culture. Numerous other analysts, 
usually oriented to psychological or psychiatric disciplines, 
believe that mass communications provide potent sources 
of informal education and persuasion. Their conclusions 
are drawn largely from observations that many, or most, 
people in technological societies form their personal views 
of the social realities beyond their immediate experi- 
ence from messages presented to them through public 
communication. 

To assume that public communication is predominantly 
reflective of current values, morals, and attitudes denies 
much common experience. Fashions, fads, and small talk 
are too obviously and directly influenced by material in 
the press, in films, and in television to support this view. 
The success of public communication as an instrument of 

commercial advertising has also been constant and notice- 
able. Present evidence indicates that various instruments 
of mass communication produce varying effects upon dif- 
ferent segments of the audience. These effects seem too 
numerous and short-lived to be measured effectively with 
currently available instruments. Much of the enormous 
output on television and radio and in print is probably 
simply regarded as “play” and of little consequence in 
affecting adult dispositions, although many psychologists 
believe that the nature of children’s play experiences is 
critical to their maturation. 
The role of newspapers, periodicals, and television in 

influencing political opinion is fairly well established in 
the voting behaviour of the so-called undecided voters. 
Numerous studies have shown that while the majority of 
citizens in the United States cast their votes along party 
lines and according to social, educational, and economic 

determinants, middle-of-the-road voters often hold the 
balance of power that determines the outcomes of elec- 
tions. Politicians have become sensitive to their television 
images and have devised much of their campaign strategy 
with the television audience in mind. Advertising agencies 
familiar with television techniques have been brought into 
the political arena to plan campaigns and develop their 
clients’ images. The effectiveness of television campaign- 
ing cannot yet be determined reliably. 
Public communication is a near-ubiquitous condition of 

modernity. Most reliable surveys show that the majority 
of the people of the world (including those of totalitarian 
countries) are usually satisfied with the kind of mass com- 
munication available to them. Lacking alternatives to the 
communication that they easily and conveniently receive, 
most people seem to accept what they are given without 
complaint. Mass communication is but one facet of life 
for most individuals, whose main preoccupations centre 
on the home and on daily employment. Public commu- 
nication is an inexpensive addendum to living, usually 
directed to low common denominators of taste, interest, 

and refinement of perception. Although mass communi- 
cation places enormous potential power in the hands of 
relatively few people, traditional requirements for popular 
approval and assent have prevented its use for overt sub- 
version of culturally sanctioned institutions. Fear of such 
subversion is sometimes expressed by critics. 

THE PSYCHOLOGY OF COMMUNICATION 

Contemporary psychologists have, since World War II, 
shown considerable interest in the ways in which commu- 
nications occur. Behaviourists have been prone to view 
communication in terms of stimulus-response relation- 
ships between sources of communications and individuals 
or groups that receive them. Those who subscribe to 
Freud’s analysis of group psychology and ego theory tend 
to regard interactions in communication as reverberations 
of family group dynamics experienced early in life. 
By the middle 1950s, psychological interest settled largely 

on the persuasive aspects of various types of messages. 
Psychologists have attempted to discover whether a gen- 
eral factor of personality called “persuasibility” might be 
identified in people at large. It would appear, though with 
qualifications, that individuals are indeed variably persua- 

sible and that, at times, factors of personality are related 
to this quality. 

Role of 
popular 
approval 



626 Communication 

Origins of 
speech 

Gestures. Professional actors and dancers have known 

since antiquity that body gestures may also generate a vo- 

cabulary of communication more or less unique to each 
culture. Some U.S. scholars have tried to develop a vo- 

cabulary of body language, called kinesics. The results of 
their investigations, both amusing and potentially practi- 
cal, may eventually produce a genuine lexicon of Ameri- 
can gestures similar to one prepared in detail by Francois 
Delsarte, a 19th-century French teacher of pantomime 
and gymnastics who described the ingenious and complex 
language of contemporary face and body positions for 
theatrical purposes. 
Proxemics. Of more general, cross-cultural significance 

are the theories involved in the study of “proxemics” de- 
veloped by a U.S. anthropologist, Edward Hall. Proxemics 
involves the ways in which people in various cultures 
utilize both time and space as well as body positions 
and other factors for purposes of communication. Hall’s 
“silent language” of nonverbal communications consists 
of such culturally determined interactions as the physical 
distance or closeness maintained between individuals, the 
body heat they give off, odours they perceive in social sit- 
uations, angles of vision they maintain while talking, the 
pace of their behaviour, and the sense of time appropriate 
for communicating under differing conditions. By compar- 
ing matters like these in the behaviour of different social 
classes (and in varying relationships), Hall elaborated and 
codified a number of sophisticated general principles that 
demonstrate how certain kinds of nonverbal communi- 
cation occur. Although Hall’s most impressive arguments 
are almost entirely empirical, and many of them are open 
to question, the study of proxemics does succeed in calling 
attention to major features of communication dynamics 
rarely considered by linguists and symbologists. Students 
of words have been more interested in objective formal 
vocabularies than in the more subtle means of discourse 
unknowingly acquired by the members of a culture. 
Vocal communication. Significant differences between 

nonvocal and vocal communication are matters more of 
degree than of kind. Signs, signals, symbols, and possibly 
icons may, at times, be easily verbalized, although most 
people tend to think of them as visual means of expression. 
Kinesics and proxemics may also, in certain instances, in- 
volve vocalizations as accompaniments to nonverbal phe- 
nomena or as somehow integral to them. Be they grunts, 
words, or sentences, their function is to help in forwarding 
a communication that is fundamentally nonverbal. 
Although there is no shortage of speculation on the issue, 

the origins of human speech remain obscure at present. It 
is plausible that man is born with an instinct for speech. 
A phenomenon supporting this belief is the presence of 
unlearned cries and gurgles of infants operating as crude, 
vocal signs directed to others the baby cannot possibly 
be aware of. Some anthropologists claim that within the 
vocabularies of kinesics and proxemics are the virtual 
building blocks of spoken language; they postulate that 
primitive men made various and ingenious inventions 
(including speech) as a result of their need to commu- 
nicate with others in order to pool their intellectual and 
physical resources. Other observers suggest similar origins 
of speech, including the vocalization of physical activity, 
imitation of the sounds of nature, and sheer serendipity. 
Scientific proof of any of these speculations is at pres- 
ent impossible. 
Not only is the origin of speech disputed among experts 

but the precise reasons for the existence of the numer- 
ous languages of the world are also far from clear. In 
the 1920s, an American linguistic anthropologist, Edward 
Sapir, and, later Benjamin Lee Whorf, centred attention 
upon the various methods of expression found in differ- 
ent cultures. Drawing their evidence primarily from the 
languages of primitive societies, they made some very 
significant observations concerning spoken (and probably 
written) language. First, man’s language reflects in subtle 
ways those matters of greatest relevance and importance 
to the value system of each particular culture. Thus, lan- 
guage may be said to reflect culture, or, in other words, 
people seem to find ways of saying what they need to say. 
A familiar illustration is the many words (or variations 

of words) that Eskimos use to describe whale blubber in 
its various states; e.g., on the whale, ready to eat, raw, 
cooked, rancid. Another example is the observation that 
“drunk” possesses more synonyms than any other term 
in the English language. Apparently, this is the result of 
a psychological necessity to euphemize a somewhat nasty, 
uncomfortable, or taboo matter, a device also employed 
for other words that describe seemingly important, but 
improper, behaviour or facets of culture. 
Adaptability of language. Other observations involve 

the discovery that any known language may be employed, 
without major modification, to say almost anything that 
may be said in any other language. A high degree of 
circumlocution and some nonverbal vocalization may be 
required to accomplish this end, but, no matter how alien 

the concept to the original language, it may be expressed 
clearly in the language of another culture. Students of lin- 
guistic anthropology have been able to describe adequately 
in English esoteric linguistic propositions of primitive so- 
cieties, just as it has been possible for anthropologists to 
describe details of Western technology to natives in remote 
cultures. Understood as an artifact of culture, spoken lan- 
guage may therefore be considered as a universal channel 
of communication into which various societies dip dif- 
ferentially in order to expedite and specify the numerous 
points of contact between individuals. 
Language remains, however, a still partially understood 

phenomenon used to transact several types of discourse. 
Language has been classified on the basis of several crite- 
ria. One scheme established four categories on the basis of 
informative, dynamic, emotive, and aesthetic functions. 
Informative communication deals largely with narrative 
aspects of meaning; dynamic discourse concerns the trans- 
action of dispositions such as opinions and attitudes; the 
emotive employment of language involves the evocation 
of feeling states in others in order to impel them to ac- 
tion; and aesthetic discourse, usually regarded as a poetic 
quality in speech, conveys stylistic aspects of expression. 
Laughter. Although most vocal sounds other than 

words are usually considered prelinguistic language, the 
phenomenon of laughter as a form of communication is 
in a category by itself, with its closest relative being its 
apparent opposite, crying. Contemporary ethologists, like 
Konrad Lorenz, have attempted to associate laughter with 
group behaviour among animals in instances in which 
aggression is thwarted and laughlike phenomena seem to 
result among herds. Lorenz’s metaphors, while apparently 
reasonable, cannot be verified inductively. They seem less 
reasonable to many than the more common notions of 
Freud and others that laughter either results from, or is 
related to, the nonconscious reduction of tensions or in- 
hibitions. Developed as a form of self-generated pleasure 
in the infant and rewarded both physically and psycho- 
logically by feelings of gratification, laughter provides a 
highly effective, useful, and contagious means of vocal 
communication. It deals with a wide range of cultural 
problems, often more effectively than speech, in much the 
same manner that crying, an infantile, probably instinctive 
reaction to discomfort, communicates an unmistakable 
emotional state to others. 
The reasons for laughter in complex social situations is 

another question and is answered differently by philoso- 
phers and psychologists. The English novelist George 
Meredith proposed a theory, resulting from his analysis of 
18th-century French court comedies, that laughter serves 
as an enjoyable social corrective. The two best known 
modern theories of the social wellsprings of laughter are 
the philosopher Henri Bergson’s hypothesis that laughter 
is a form of rebellion against the mechanization of human 
behaviour and nature, and Freud’s concept of laughter 
as repressed sexual feeling. The writer Arthur Koestler 
regarded laughter as a means of individual enlightenment, 
revelation, and subsequent freedom from confusion or mis- 
understanding concerning some part of the environment. 
Man’s vocal instrument as a device of communication 

represents an apex of physical and intellectual evolution. 
It can express the most basic instinctual demands as well 
as a range of highly intellectual processes, including the 
possible mastery of numerous complex languages, each 
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with an enormous vocabulary. Because of the imitative 
capacity of the vocal mechanism (including its cortical 
directors), suitably talented individuals can simulate the 

sounds of nature in song, can communicate in simple 
ways with animals, and can indulge in such tricks as ven- 
triloquism and the mimicry of other voices. Recent tape 
recording techniques have even extended this flexibility 
into new domains, allowing singers to accompany their 
own voices in different keys to produce effects of duets or 
choruses composed electronically from one person’s voice. 
Mass and public communication. Prerequisites for mass 

communication. The technology of modern mass commu- 
nication results from the confluence of many types of in- 
ventions and discoveries, some of which (the printing press, 
for instance) actually preceded the Industrial Revolution. 
Technological ingenuity of the 19th and 20th centuries 
has developed the newer means of mass communication, 
particularly broadcasting, without which the present near- 
global diffusion of printed words, pictures, and sounds 
would have been impossible. The steam printing press, 
radio, motion pictures, television, and sound recording— 
as well as systems of mass production and distribution— 
were necessary before public communication in its present 
form might occur. 
Technology was not, however, the only prerequisite for 

the development of mass communication in the West. A 
large public of literate citizens was necessary before giant 
publishing and newspaper empires might employ extant 
communications technology to satisfy widespread desires 
or needs for popular reading materials. Affluence and 
interest were (and are) prerequisites for the maintenance 
of the radio, television, cinema, and recording industries, 
institutions that are presently most highly developed in 
wealthy, industrial nations. Even in countries in which 

public communication is employed largely for government 
propaganda, certain minimal economic and educational 
standards must be achieved before this persuasion is ac- 
cepted by the general public. 

Control of mass communication. Over the years, con- 

trol of the instruments of mass communication has fallen 
into the hands of relatively small (some claim diminish- 
ing) numbers of professional communicators who seem, 
as populations expand and interest widens, to reach ever 
increasing numbers of people. In the United States, for 
example, far fewer newspapers currently serve more read- 
ers than ever before, three television networks are pre- 
dominant, and a handful of book publishers produce the 
majority of the best-sellers. 
Public communicators are not entirely free to follow 

their own whims in serving the masses, however. As is the 
case of any market, consumer satisfaction (or the lack of 
it) limits the nature and quantity of the material produced 
and circulated. Mass communicators are also restricted in 
some measure by laws governing libel, slander, and inva- 

sion of privacy and, in most countries, by traditions of 
professionalism that entail obligations of those who main- 
tain access to the public’s eyes and ears. In almost every 
modern nation, privileges to use broadcasting frequencies 
are circumscribed either loosely or rigidly by government 
regulations. In some countries, national agencies exercise 
absolute control of all broadcasting, and in certain areas 
print and film media operate under strict government 
control. Written and film communications may be subject 
to local legal restraints in regard to censorship and have 
restrictions similar to those of other private businesses. 
Traditions of decorum and self-censorship, however, apply 
variably to publishers and filmmakers, depending usually 
upon the particular markets to which their fare is directed. 
Effects of mass communication. Lively controversy cen- 

tres on the effect of public communication upon audi- 
ences, not only in matters concerning public opinion on 
political issues but in matters of personal life-styles and 
tastes, consumer behaviour, the sensibilities and disposi- 
tions of children, and possible inducements to violence. 
Feelings regarding these matters vary greatly. Some people 
construe the overall effects of mass communication as gen- 
erally harmless to both young and old. Many sociologists 
follow the theory that mass communication seems to in- 
fluence attitudes and behaviour only insofar as it confirms 
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the status quo—i.e., it influences values already accepted 
and operating in the culture. Numerous other analysts, 
usually oriented to psychological or psychiatric disciplines, 
believe that mass communications provide potent sources 
of informal education and persuasion. Their conclusions 

are drawn largely from observations that many, or most, 
people in technological societies form their personal views 
of the social realities beyond their immediate experi- 
ence from messages presented to them through public 
communication. 
To assume that public communication is predominantly 

reflective of current values, morals, and attitudes denies 
much common experience. Fashions, fads, and small talk 

are too obviously and directly influenced by material in 
the press, in films, and in television to support this view. 
The success of public communication as an instrument of 
commercial advertising has also been constant and notice- 
able. Present evidence indicates that various instruments 
of mass communication produce varying effects upon dif- 
ferent segments of the audience. These effects seem too 
numerous and short-lived to be measured effectively with 
currently available instruments. Much of the enormous 
output on television and radio and in print is probably 
simply regarded as “play” and of little consequence in 
affecting adult dispositions, although many psychologists 
believe that the nature of children’s play experiences is 
critical to their maturation. 
The role of newspapers, periodicals, and television in 

influencing political opinion is fairly well established in 
the voting behaviour of the so-called undecided voters. 
Numerous studies have shown that while the majority of 
citizens in the United States cast their votes along party 
lines and according to social, educational, and economic 
determinants, middle-of-the-road voters often hold the 
balance of power that determines the outcomes of elec- 
tions. Politicians have become sensitive to their television 
images and have devised much of their campaign strategy 
with the television audience in mind. Advertising agencies 
familiar with television techniques have been brought into 
the political arena to plan campaigns and develop their 
clients’ images. The effectiveness of television campaign- 
ing cannot yet be determined reliably. 
Public communication is a near-ubiquitous condition of 

modernity. Most reliable surveys show that the majority 
of the people of the world (including those of totalitarian 
countries) are usually satisfied with the kind of mass com- 
munication available to them. Lacking alternatives to the 
communication that they easily and conveniently receive, 
most people seem to accept what they are given without 
complaint. Mass communication is but one facet of life 
for most individuals, whose main preoccupations centre 
on the home and on daily employment. Public commu- 
nication is an inexpensive addendum to living, usually 
directed to low common denominators of taste, interest, 
and refinement of perception. Although mass communi- 
cation places enormous potential power in the hands of 
relatively few people, traditional requirements for popular 
approval and assent have prevented its use for overt sub- 
version of culturally sanctioned institutions. Fear of such 
subversion is sometimes expressed by critics. 

THE PSYCHOLOGY OF COMMUNICATION 

Contemporary psychologists have, since World War II, 
shown considerable interest in the ways in which commu- 
nications occur. Behaviourists have been prone to view 
communication in terms of stimulus-response relation- 
ships between sources of communications and individuals 
or groups that receive them. Those who subscribe to 
Freud’s analysis of group psychology and ego theory tend 
to regard interactions in communication as reverberations 
of family group dynamics experienced early in life. 
By the middle 1950s, psychological interest settled largely 

on the persuasive aspects of various types of messages. 
Psychologists have attempted to discover whether a gen- 
eral factor of personality called “persuasibility” might be 
identified in people at large. It would appear, though with 
qualifications, that individuals are indeed variably persua- 
sible and that, at times, factors of personality are related 
to this quality. 
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were invented in the 1950s for easier, faster programming; 
along with them came the need for compilers, programs 
that translate high-level language programs into machine 
code. As programming languages became more powerful 

and abstract, building efficient compilers that create high- 
quality code in terms of execution speed and storage con- 

sumption became an interesting computer science problem 

in itself. 
Increasing use of computers in the early 1960s provided 

the impetus for the development of operating systems, 
which consist of system-resident software that automati- 
cally handles input and output and the execution of jobs. 
The historical development of operating systems is sum- 

marized below under that topic. Throughout the history 

of computers, the machines have been utilized in two 

major applications: (1) computational support of scientif- 

ic and engineering disciplines and (2) data processing for 
business needs. The demand for better computational 

techniques led to a resurgence of interest in numerical 
methods and their analysis, an area of mathematics that 

can be traced to the methods devised several centuries ago 

by physicists for the hand computations they made to val- 

idate their theories. Improved methods of computation 

had the obvious potential to revolutionize how business is 
conducted, and in pursuit of these business applications 
new information systems were developed in the 1950s that 

consisted of files of records stored on magnetic tape. The 
invention of magnetic-disk storage, which allows rapid ac- 
cess to an arbitrary record on the disk, led not only to 
more cleverly designed file systems but also, in the 1960s 

and ’70s, to the concept of the database and the develop- 
ment of the sophisticated database management systems 

now commonly in use. Data structures, and the develop- 

ment of optimal algorithms for inserting, deleting, and lo- 
cating data, have constituted major areas of theoretical 
computer science since its beginnings because of the heavy 
use of such structures by virtually all computer software— 
notably compilers, operating systems, and file systems. 
Another goal of computer science is the creation of ma- 
chines capable of carrying out tasks that are typically 
thought of as requiring human intelligence. Artificial in- 

telligence, as this goal is known, actually predates the first 

electronic computers in the 1940s, although the term was 
not coined until 1956. 
Computer graphics was introduced in the early 1950s 

with the display of data or crude images on paper plots and 

cathode-ray tube (CRT) screens. Expensive hardware and 
the limited availability of software kept the field from 
growing until the early 1980s, when the computer memo- 
ry required for bit-map graphics became affordable. (A bit 
map is a binary representation in main memory of the rec- 
tangular array of points [pixels, or picture elements] on the 
screen. Because the first bit-map displays used one binary 
bit per pixel, they were capable of displaying only one of 
two colours, commonly black and green or black and 

amber. Later computers, with more memory, assigned 
more binary bits per pixel to obtain more colours.) Bit- 
map technology, together with high-resolution display 
screens and the development of graphics standards that 
make software less machine-dependent, has led to the ex- 
plosive growth of the field. Software engineering arose as a 
distinct area of study in the late 1970s as part of an attempt 

to introduce discipline and structure into the software de- 
sign and development process. For a thorough discussion 
of the development of computing, see COMPUTERS. 

Architecture 

Architecture deals with both the design of computer com- 
ponents (hardware) and the creation of operating systems 
(software) to control the computer. Although designing 
and building computers is often considered the province of 
computer engineering, in practice there exists considerable 
overlap with computer science. 

BASIC COMPUTER COMPONENTS 

A digital computer typically consists of a control unit, an 
arithmetic-logic unit, a memory unit, and input/output 
units, as illustrated in Figure 1. The arithmetic-logic unit 

I/O units 

output unit 

control unit 

tt eg data transfer eb control 

Figure 1: The basic organization of a computer. 

(ALU) performs simple addition, subtraction, multiplica- 
tion, division, and logic operations—such as OR and 

AND. The main computer memory, usually high-speed 

random-access memory (RAM), stores instructions and 

data. The control unit fetches data and instructions from 
memory and effects the operations of the ALU. The con- 
trol unit and ALU usually are referred to as a processor, or 

central processing unit (CPU). The operational speed of 

the CPU primarily determines the speed of the computer 
as a whole. The basic operation of the CPU is analogous to 

a computation carried out by a person using an arithmetic 
calculator, as illustrated in Figure 2. The control unit cor- 
responds to the human brain and the memory to a note- 
book that stores the program, initial data, and intermediate 

and final computational results. In the case of an electron- 
ic computer, the CPU and fast memories are realized with 
transistor circuits. 

brain as 

control unit 

notebook as 

memory, storing 

programs and data 

calculator 
as ALU 

Figure 2: Basic operation of the central processing unit. 
The CPU functions in much the way a person does when 
carrying out an arithmetic computation using a calculator. 

1/O units, or devices, are commonly referred to as com- 
puter peripherals and consist of input units (such as key- 
boards and optical scanners) for feeding instructions and 

data into the computer and output units (such as printers 
and monitors) for displaying results. 
In addition to RAM, a computer usually contains some 

slower, but larger and permanent, secondary memory 
storage. Almost all computers contain a magnetic storage 
device known as a hard disk, as well as a disk drive to 
read from or write to removable magnetic media known 
as floppy disks. Various optical and magnetic-optical hy- 

brid removable storage media are also quite common, 
such as CD-ROMs (compact disc read-only memory) and 
DVD-ROMs (digital video [or versatile] disc read-only 
memory). 
Computers also often contain a cache—a small, extreme- 

ly fast (compared with RAM) memory unit that can store 
information that will be urgently or frequently needed. 
Current research includes cache design and algorithms that 
can predict what data is likely to be needed next and pre- 
load it into the cache for improved performance. 

BASIC COMPUTER OPERATION 

The operation of such a computer, once a program and 
some data have been loaded into RAM, is as follows. The 
first instruction is transferred from RAM into the control 
unit and interpreted by the hardware circuitry. For in- 
stance, suppose that the instruction is a string of bits that 
is the code for LOAD 10. This instruction loads the con- 
tents of memory location 10 into the ALU. The next in- 
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struction—say, ADD 15—is fetched. The control unit then 
loads the contents of memory location 15 into the ALU 

and adds it to the number already there. Finally, the in- 
struction STORE 20 would store the sum in location 20. 
At this level the operation of a computer is not much dif- 
ferent from that of a pocket calculator. In general, of 
course, programs are not just lengthy sequences of LOAD, 

STORE, and arithmetic operations. Most importantly, 
computer languages include conditional instructions, es- 

sentially rules that say, “If memory location n satisfies 
condition a, do instruction number x next, otherwise do 

instruction y.” This allows the course of a program to be 
determined by the results of previous operations—a criti- 
cally important ability. 

LOGIC DESIGN AND INTEGRATED CIRCUITS 

Logic design is the area of computer science that deals with 
the design of electronic circuits to carry out the operations 

of the control unit, the ALU, the I/O controllers, and 
more. For example, the addition circuit of the ALU has in- 

puts corresponding to all the bits of the two numbers to be 
added and outputs corresponding to the bits of the sum. 
The arrangement of wires and transistors that link inputs 
to outputs is determined by logic-design principles. The de- 
sign of the control unit provides the circuits that interpret 
instructions and control subsequent behaviour. Clearly, it 

is critical that this circuitry be as efficient as possible; logic 

design deals with optimizing the circuitry, not just putting 
together something that will work. Boolean algebra is the 
mathematical tool used for logic design. 
An important area related to architecture is the design of 
computer chips, or microprocessors, a type of integrated 

circuit. A microprocessor is a complete CPU—control 
unit, ALU, and possibly some memory (especially 
cache)—on a single integrated circuit chip. Additional 
memory and I/O control circuitry are linked to this chip to 
form a complete computer. These thumbnail-sized devices 
contain thousands or millions of transistors, together with 
wiring, to form the processing and memory units of mod- 
ern computers. 

The process of very-large-scale integrated (VLSI) circuit 
design involves a number of stages, which characteristi- 
cally are as follows: (1) creating the initial functional or 
behavioral specification, (2) encoding this specification 
into a hardware description language, (3) breaking down 
the design into modules and generating sizes and shapes 
for the eventual chip components, and (4) chip planning, 
which includes building a “floor plan” to indicate where 
on the chip the components are to be placed and how they 
are to be interconnected. The modularization, sizing, and 
planning stages are often iterated before a final design is 
reached. The final stage is the formulation of the instruc- 
tions for the automated production of the chip through an 
optical lithography process. Computer scientists are in- 
volved not only in creating the computer-aided design 
(CAD) tools to support engineers in the various stages of 
chip design but also in providing the necessary theoretical 
results, such as how to efficiently design a floor plan with 
near-minimal area that satisfies the given constraints. 
Advances in integrated-circuit technology have been in- 

credible. For example, in 1971 the first microprocessor 

chip (Intel Corporation’s 4004) had only 2,300 transistors, 
in 1993 Intel’s Pentium chip had more than 3 million tran- 
sistors, and in 2000 Intel’s Pentium 4 contained about 42 
million transistors. Meanwhile, memory chips reached a 
billion transistors per chip before 1999. 
As the growth of the personal computer industry in the 
1980s and 790s fueled research into ever more powerful 
processors at ever lower costs, microprocessors became 
ubiquitous—controlling automated assembly lines, traffic 
signal systems, and retail inventory systems, to name a few 

applications, and being embedded in many consumer 
products, such as automobile fuel-injection systems, 
kitchen appliances, audio systems, cell phones, and elec- 
tronic games. 

LINKING PROCESSORS 

Multiprocessor design. Creating a multiprocessor from a 
number of uniprocessors (one CPU) requires physical links 
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and a mechanism for communication among the proces- 

sors so that they may operate in parallel. Tightly coupled 

multiprocessors share memory and hence may communi- 

cate by storing information in memory accessible by all 

processors. Loosely coupled multiprocessors, including 
computer networks, communicate by sending messages to 
each other across the physical links. Computer scientists 

investigate various aspects of such multiprocessor architec- 

tures. For example, the possible geometric configurations 

in which hundreds or even thousands of processors may be 
linked together are examined to find the geometry that best 
supports computations. A much studied topology is the 

hypercube, in which each processor is connected directly 
to some fixed number of neighbours: two for the two-di- 
mensional square, three for the three-dimensional cube, 

and similarly for the higher dimensional hypercubes. Com- 
puter scientists also investigate methods for carrying out 

computations on such multiprocessor machines—e.g., al- 
gorithms to make optimal use of the architecture, meas- 
ures to avoid conflicts as data and instructions are 
transmitted among processors, and so forth. The machine- 
resident software that makes possible the use of a particu- 
lar machine, in particular its operating system (see below 

Software: Operating systems), is in many ways an integral 
part of its architecture. 
Network protocols. Another important architectural 

area is the computer communications network, in which 
computers are linked together via computer cables, in- 

frared light signals, or low-power radiowave transmissions 
over short distances to form local area networks (LANs) or 

via telephone lines, television cables, or satellite links to 

form wide-area networks (WANs). By the 1990s, the In- 
ternet, a network of networks, made it feasible for nearly 

all computers in the world to communicate. Linking com- 
puters physically is easy; the challenge for computer scien- 
tists has been the development of protocols—standardized 
rules for the format and exchange of messages—to allow 
processes running on host computers to interpret the sig- 
nals they receive and to engage in meaningful “conversa- 
tions” in order to accomplish tasks on behalf of users. 
Network protocols also include flow control, which keeps 

a data sender from swamping a receiver with messages it 
has no time to process or space to store, and error control, 
which involves error detection and automatic resending of 
messages to compensate for errors in transmission. For 
some of the technical details of error detection and error 
correction, see INFORMATION THEORY. 
The standardization of protocols has been an interna- 

tional effort for many years. Since it would otherwise be 
impossible for different kinds of machines running diverse 
operating systems to communicate with one another, the 
key concern has been that system components (comput- 

ers) be “open” —i.e., open for communication with other 
open components. This terminology comes from the open 
systems interconnection (OSI) communication standards, 

established by the International Organization for Stan- 
dardization. The OSI reference model specifies protocol 
standards in seven “layers.” The layering provides a mod- 
ularization of the protocols and hence of their implemen- 
tations. Each layer is defined by the functions it relies 
upon from the next lower level and by the services it pro- 

vides to the layer above it. At the lowest level, the physi- 
cal layer, rules for the transport of bits across a physical 
link are defined. Next, the data-link layer handles stan- 
dard-size “packets” of data bits and adds reliability in the 
form of error detection and flow control. Network and 
transport layers (often combined in implementations) 

break up messages into the standard-size packets and 
route them to their destinations. The session layer sup- 
ports interactions between application processes on two 

hosts (machines). For example, it provides a mechanism 
with which to insert checkpoints (saving the current status 
of a task) into a long file transfer so that, in case of a fail- 

ure, only the data after the last checkpoint need to be re- 

transmitted. The presentation layer is concerned with such 
functions as transformation of data encodings, so that het- 
erogeneous systems may engage in meaningful communi- 
cation. At the highest, or application, level are protocols 
that support specific applications. An example of such an 
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application is the transfer of files from one host to anoth- 
er. Another application allows a user working at any kind 
of terminal or workstation to access any host as if the user 

were local. 
Distributed computing. The building of networks and 

the establishment of communication protocols have led to 
distributed systems, in which computers linked in a net- 
work cooperate on tasks. A distributed database system, 

for example, consists of databases residing on different net- 
work sites. Data may be deliberately replicated on several 

different computers for enhanced availability and reliabil- 
ity, or the linkage of computers on which databases already 
reside may accidentally cause an enterprise to find itself 

with distributed data. Software that provides coherent ac- 

cess to such distributed data then forms a distributed data- 

base management system. 
Client-server architecture. The client-server architecture 

has become important in designing systems that reside on 

a network. In a client-server system, one or more clients 
(processes) and one or more servers (also processes, such 
as database managers or accounting systems) reside on var- 
ious host sites of a network. Client-server communication 

is supported by facilities for interprocess communication 
both within and between hosts. Clients and servers togeth- 
er allow for distributed computation and presentation of 

results. Clients interact with users, providing an interface 
to allow the user to request services of the server and to 

display the results from the server. Clients usually do some 
interpretation or translation, formulating commands en- 

tered by the user into the formats required by the server. 
Clients may provide system security by verifying the iden- 
tity and authorization of the users before forwarding their 
commands. Clients may also check the validity and in- 
tegrity of user commands; for example, they may restrict 
bank account transfers to certain maximum amounts. In 

contrast, servers never initiate communications; instead 
they wait to respond to requests from clients. Ideally, a 

server should provide a standardized interface to clients 
that is transparent—i.e., an interface that does not require 

clients to be aware of the specifics of the server system 
(hardware and software) that is providing the service. In 
today’s environment, in which local area networks are 
common, the client-server architecture is very attractive. 
Clients are made available on individual workstations or 
personal computers, while servers are located elsewhere on 
the network, usually on more powerful machines. In some 
discussions the machines on which client and server 
processes reside are themselves referred to as clients and 
servers. 
Middleware. A major disadvantage of using a pure 

client-server approach to system design is that clients and 
servers must be designed together. That is, in order to work 
with a particular server application, the client must be 
using compatible software. One common solution to this 
difficulty is the three-tier client-server architecture, in 
which a middle tier, known as middleware, is placed be- 
tween the server and the clients to handle the translations 
necessary for different client platforms. Middleware also 
works in the other direction, allowing clients easy access to 
an assortment of applications on heterogeneous servers. 
For example, middleware could allow a company’s sales 
force to access data from several different databases and to 
interact with customers who are using different types of 
computers. 
Web servers. The other major approach to client-server 

communications is via the World Wide Web. Web servers 
may be accessed over the Internet from almost any hard- 
ware platform with client applications known as Web 
browsers. In this architecture, clients need few capabilities 
beyond Web browsing (the simplest such clients are known 
as network machines and are analogous to simple com- 
puter terminals). This is because the Web server can hold 
all of the desired applications and handle all of the requi- 
site computations, with the client’s role limited to supply- 
ing input and displaying the server-generated output. This 
approach to the implementation of, for example, business 
systems for large enterprises with hundreds or even thou- 
sands of clients is likely to become increasingly common 
in the future. 

RELIABILITY 

Reliability is an important issue in systems architecture. 
Components may be replicated to enhance reliability and 
increase availability of the system functions. Such applica- 
tions as aircraft control and manufacturing process control 

are likely to run on systems with backup processors ready 
to take over if the main processor fails, often running in 
parallel so the transition to the backup is smooth. If errors 
are potentially disastrous, as in aircraft control, results may 

be collected from replicated processes running in parallel 
on separate machines and disagreements settled by a vot- 
ing mechanism. Computer scientists are involved in the 
analysis of such replicated systems, providing theoretical 
approaches to estimating the reliability achieved by a given 
configuration and processor parameters, such as average 
time between failures and average time required to repair 
the processor. Reliability is also an issue in distributed sys- 
tems. For example, one of the touted advantages of a dis- 
tributed database is that data replicated on different 
network hosts are more available, so applications that re- 

quire the data will execute more reliably. 

REAL-TIME SYSTEMS 

The design of real-time systems is becoming increasingly 
important. Computers have been incorporated into cars, 
aircraft, manufacturing assembly lines, and other applica- 
tions to control processes as they occur—known as “in real 
time.” It is not practical in such instances to provide input 
to the computer, allow it to compute for some indefinite 

length of time, and then examine the output. The com- 
puter output must be available in a timely fashion, and the 
processor (or processors) must be carefully chosen and the 
tasks specially scheduled so that deadlines are met. Fre- 
quently, real-time tasks repeat at fixed time intervals; for 
example, every so many seconds, sensor data are gathered 

and analyzed and a control signal generated. In such cases, 
scheduling theory is utilized by the systems designer in de- 
termining how the tasks should be scheduled on a given 
processor. A good example of a system that requires real- 
time action is the antilock braking system (ABS) on most 
newer Vehicles; because it is critical that the ABS instantly 
react to brake-pedal pressure and begin a program of 
pumping the brakes, such an application is said to have a 
hard deadline. Some other real-time systems are said to 
have soft deadlines, in that, although it is deemed impor- 
tant to meet them, no disaster will happen if the system’s 
response is slightly delayed; an example is ocean shipping 
and tracking systems. The concept of “best effort” arises in 

real-time system design, not only because soft deadlines 
may sometimes be slipped, but because hard deadlines 
may sometimes be met by computing a less than optimal 
result. For example, most details on an air traffic con- 
troller’s screen are approximations—e.g., altitude, which 
need not be displayed to the nearest inch—that do not in- 
terfere with air safety. 

Software 

SOFTWARE ENGINEERING 

Computer programs, the software that is becoming an 
ever-larger part of the computer system, are growing more 
and more complicated, requiring teams of programmers 
and years of effort to develop. As a consequence, a new 
subdiscipline, software engineering, has arisen. The devel- 
opment of a large piece of software is perceived as an en- 
gineering task, to be approached with the same care as the 
construction of a skyscraper, for example, and with the 
same attention to cost, reliability, and maintainability of 
the final product. The software-engineering process is usu- 
ally described as consisting of several phases, variously de- 
fined but in general consisting of: (1) identification and 
analysis of user requirements, (2) development of system 
specifications (both hardware and software), (3) software 
design (perhaps at several successively more detailed lev- 
els), (4) implementation (actual coding), (5) testing, and (6) 
maintenance. 
Even with such an engineering discipline in place, the 

software-development process is expensive and time-con- 
suming. Since the early 1980s, increasingly sophisticated 
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tools have been built to aid the software developer and to 

automate as much as possible the development process. 
Such computer-aided software engineering (CASE) tools 
span a wide range of types, from those that carry out the 
task of routine coding when given an appropriately de- 
tailed design in some specification language to those that 
incorporate an expert system to enforce design rules and 
eliminate software defects prior to the coding phase. 
As the size and complexity of software has grown, the 

concept of reuse has become increasingly important in 
software engineering, since it is clear that extensive new 
software cannot be created cheaply and rapidly without in- 
corporating existing program modules (subroutines, or 
pieces of computer code). One of the attractive aspects of 
object-oriented programming is that code written in terms 
of objects is readily reused. As with other aspects of com- 
puter systems, reliability—usually rather vaguely defined 
as the likelihood of a system to operate correctly over a rea- 
sonably long period of time—is a key goal of the finished 
software product. Sophisticated techniques for testing soft- 
ware have therefore been designed. For example, a large 
software product might be deliberately “seeded” with arti- 
ficial faults, or “bugs”; if they are all discovered through 
testing, there is a high probability that most actual faults 
likely to cause computational errors have been discovered 
as well. The need for better-trained software engineers has 
led to the development of educational programs in which 
software engineering is either a specialization within com- 
puter science or a separate program. The recommendation 
that software engineers, like other engineers, be licensed or 
certified is gaining increasing support, and there is mo- 
mentum toward the accreditation of software engineering 
degree programs. 

PROGRAMMING LANGUAGES 

Early languages. Programming languages are the lan- 

guages in which a programmer writes the instructions that 
the computer will ultimately execute. The earliest pro- 
gramming languages were assembly languages, not far re- 
moved from the binary-encoded instructions directly 
executed by the machine hardware. Users soon (beginning 
in the mid-1950s) invented more convenient languages. 
FORTRAN. The early language FORTRAN (Formula 

Translator) was originally much like assembly language; 
however, it allowed programmers to write algebraic ex- 
pressions instead of coded instructions for arithmetic op- 
erations. As learning to program computers became 
increasingly important in the 1960s, a stripped-down 
“basic” version of FORTRAN called BASIC (Beginner’s 
All-Purpose Symbolic Instruction Code) was written by 
John G. Kemeny and Thomas E. Kurtz at Dartmouth Col- 
lege, Hanover, N.H., U.S., to teach novices simple pro- 
gramming skills. BASIC quickly spread to other academic 
institutions, and, beginning about 1980, versions of BASIC 
for personal computers allowed even students at elemen- 
tary schools to learn the fundamentals of programming. 
COBOL. At roughly the same time that FORTRAN was 

created, COBOL (Common Business-Oriented Language) 
was developed to handle records and files and the opera- 
tions necessary for simple business applications. The trend 
since then has been toward developing increasingly ab- 
stract languages, allowing the programmer to think and 
communicate with the machine at a level ever more re- 
mote from machine code. 
Imperative versus functional languages. COBOL, FOR- 
TRAN, and their descendants, such as Pascal and C, are 
known as imperative languages, since they specify as a se- 
quence of explicit commands how the machine is to go 
about solving the problem at hand; this is not very differ- 
ent from what takes place at the machine level. Other lan- 
guages are functional, in the sense that programming is 
done by calling (i.e, invoking) functions or procedures, 
which are sections of code executed within a program. The 
best-known language of this type is LISP (List Processing), 
in which all computation is expressed as an application of 
a function to one or more “objects.” Since LISP objects 
may be other functions as well as individual data items 
(variables, in mathematical terminology) or data structures 
(see below Theory: Data structures and algorithms), a pro- 
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grammer can create functions at the appropriate level of 
abstraction to solve the problem at hand. This feature has 
made LISP a popular language for artificial intelligence ap- 
plications, although it has been somewhat superseded by 

logic programming languages such as Prolog (Program- 
ming in Logic). These are termed nonprocedural, or de- 
clarative, languages in the sense that the programmer 
specifies what goals are to be accomplished but not how 

specific methods are to be applied to attain those goals. 
Prolog is based on the concepts of resolution (akin to log- 
ical deduction) and unification (similar to pattern match- 
ing). Programs in such languages are written as a sequence 
of goals. A recent extension of logic programming is con- 
straint logic programming, in which pattern matching is re- 
placed by the more general operation of constraint 
satisfaction. Again, programs are a sequence of goals to be 
attained, in this case the satisfaction of the specified con- 
straints. 
Recent developments. Object-oriented languages. An 

important trend in programming languages is support for 
data encapsulation, or object-oriented code. Data encapsu- 

lation is best illustrated by the language Smalltalk, in 
which all programming is done in terms of so-called ob- 
jects. An object in Smalltalk or similar object-oriented lan- 
guages consists of data together with the procedures 
(program segments) to operate on that data. Encapsulation 

refers to the fact that an object’s data can be accessed only 
through the methods (procedures) provided. Programming 
is done by creating objects that send messages to one an- 
other so that tasks can be accomplished cooperatively by 
invoking each others’ methods. This object-oriented para- 
digm has been very influential. For example, the language 
C, which was popular for engineering applications and sys- 
tems development, has largely been supplanted by its ob- 
ject-oriented extension C++. An object-oriented version of 
BASIC, named Visual BASIC, is available for personal 
computers and allows even novice programmers to create 
interactive applications with elegant graphical user inter- 
faces (GUIs). 
In 1995 Sun Microsystems, Inc., introduced Java, yet an- 

other object-oriented language. Applications written in 

Java are not translated into a particular machine language 
but into an intermediate language called Java Bytecode, 
which may be executed on any computer (such as those 

using UNIX, Macintosh, or Windows operating systems) 
with a Java interpretation program known as a Java virtu- 
al machine. Thus Java is ideal for creating distributed ap- 
plications or Web-based applications. The applications can 
reside on a server in Bytecode form, which is readily down- 
loaded to and executed on any Java virtual machine. In 
many cases it is not desirable to download an entire appli- 
cation but only an interface through which a client may 
communicate interactively with the application. Java ap- 
plets (small chunks of application code) solve this problem. 
Residing on Web-based servers, they may be downloaded 
to and run in any standard Web browser to provide, for ex- 
ample, a client interface to a game or database residing on 
a server. 
Concurrency. Concurrency refers to the execution of 

more than one procedure at the same time (perhaps with 
the access of shared data), either truly simultaneously (as 
on a multiprocessor) or in an unpredictably interleaved 
manner. Languages such as Ada (the U.S. Department of 
Defense standard applications language from 1983 until 
1997) include both encapsulation and features to allow the 
programmer to specify the rules for interactions between 
concurrent procedures or tasks. 
High-level languages. Ata still higher level of abstraction 

lie visual programming languages, in which programmers 
graphically express what they want done by means of icons 
to represent data objects or processes and arrows to repre- 
sent data flow or sequencing of operations. As of yet, none 
of these visual programming languages has found wide 
commercial acceptance. On the other hand, high-level 
user-interface languages for special-purpose software have 
been much more successful; for example, languages like 
Mathematica, in which sophisticated mathematics may be 
easily expressed, or the “fourth generation” database- 
querying languages that allow users to express requests for 
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data with simple English-like commands. For example, a 
query such as “Select salary from payroll where employee 

= ‘Jones,’ ” written in the database language SQL (Struc- 
tured Query Language), is easily understood by the reader. 
The high-level language HTML (HyperText Markup Lan- 

guage) allows nonprogrammers to design Web pages by 

specifying their structure and content but leaves the de- 
tailed presentation and extraction of information to the 

client’s Web browser. 
Program translation. Computer programs written in any 

language other than machine language must be either in- 

terpreted or compiled. An interpreter is software that ex- 

amines a computer program one instruction at a time and 

calls on code to execute the operations required by that in- 

struction. This is a rather slow process. A compiler is soft- 

ware that translates a computer program as a whole into 

machine code that is saved for subsequent execution when- 

ever desired. Much work has been done on making both 

the compilation process and the compiled code as efficient 

as possible. When a new language is developed, it is usual- 
ly at first interpreted. If the language becomes popular, it 

becomes important to write compilers for it, although this 

may be a task of considerable difficulty. There is an inter- 
mediate approach, which is to compile code not into ma- 

chine language but into an intermediate language that is 
close enough to machine language that it is efficient to in- 
terpret—though not so close that it is tied to the machine 
language of a particular computer. It is use of this ap- 
proach that provides the Java language with its computer- 

platform independence. 

OPERATING SYSTEMS 

Development of operating systems. In early computers, 

the user typed programs onto punched tape or cards, from 
which they were read into the computer. The computer 

subsequently assembled or compiled the programs and 

then executed them, and the results were then transmitted 

to a printer. It soon became evident that much valuable 

computer time was wasted between users and also while 

jobs (programs to be executed) were being read or while the 
results were being printed. The earliest operating systems 
consisted of software residing in the computer that handled 
“batches” of user jobs—i.e., sequences of jobs stored on 
magnetic tape that are read into computer memory and ex- 
ecuted one at a time without intervention by user or oper- 
ator. Accompanying each job in a batch were instructions 
to the operating system (OS) detailing the resources need- 
ed by the job—for example, the amount of CPU time, the 
files and the storage devices on which they resided, the out- 
put device, whether the job consisted of a program that 
needed to be compiled before execution, and so forth. 
From these beginnings came the key concept of an operat- 
ing system as a resource allocator. This role became more 
important with the rise of multiprogramming, in which 
several jobs reside in the computer simultaneously and 
share resources—for example, being allocated fixed 
amounts of CPU time in turn. More sophisticated hard- 
ware allowed one job to be reading data while another 
wrote to a printer and still another performed computa- 
tions. The operating system was the software that managed 
these tasks in such a way that all the jobs were completed 
without interfering with one another. 
Further work was required of the operating system with 

the advent of interactive computing, in which the user en- 
ters commands directly at a terminal and waits for the sys- 
tem to respond. Processes known as terminal handlers 
were added to the system, along with mechanisms like in- 
terrupts (to get the attention of the operating system to 
handle urgent tasks) and buffers (for temporary storage of 
data during input/output to make the transfer run more 
smoothly). A large computer can now interact with hun- 
dreds of users simultaneously, giving each the perception 
of being the sole user. The first personal computers used 
relatively simple operating systems, such as some variant 

of DOS (disk operating system), with the main jobs of 
managing the user’s files, providing access to other soft- 
ware (such as word processors), and supporting keyboard 
input and screen display. Perhaps the most important 
trend in operating systems today is that they are becoming 

increasingly machine-independent. Hence, users of mod- 

ern, portable operating systems like UNIX, Microsoft Cor- 
poration’s Windows NT, and Linux are not compelled to 

learn a new operating system each time they purchase a 

new, faster computer (possibly using a completely different 

processor). 

Deadlock and synchronization. Among the problems 

that need to be addressed by computer scientists in order 

for sophisticated operating systems to be built are deadlock 
and process synchronization. Deadlock occurs when two 

or more processes (programs in execution) request the 
same resources and are allocated them in such a way that 
a circular chain of processes is formed, where each process 

is waiting for a resource held by the next process in the 

chain. As a result, no process can continue; they are dead- 
locked. An operating system can handle this situation with 
various prevention or detection and recovery techniques. 

For example, resources might be numbered 1, 2, 3, and so 

on. If they must be requested by each process in this order, 

it is impossible for a circular chain of deadlocked process- 
es to develop. Another approach is simply to allow dead- 

locks to occur, detect them by examining nonactive 
processes and the resources they are holding, and break 

any deadlock by aborting one of the processes in the chain 
and releasing its resources. 
Process synchronization is required when one process 

must wait for another to complete some operation before 
proceeding. For example, one process (called a writer) may 
be writing data to a certain main memory area, while an- 
other process (a reader) may be reading data from that area 

and sending it to the printer. The reader and writer must 
be synchronized so that the writer does not overwrite ex- 
isting data with new data until the reader has processed it. 
Similarly, the reader should not start to read until data has 
actually been written to the area. Various synchronization 
techniques have been developed. In one method, the oper- 
ating system provides special commands that allow one 
process to signal to the second when it begins and com- 
pletes its operations, so that the second knows when it may 
start. In another approach, shared data, along with the 
code to read or write them, are encapsulated in a protect- 
ed program module. The operating system then enforces 
rules of mutual exclusion, which allow only one reader or 
writer at a time to access the module. Process synchro- 
nization may also be supported by an interprocess com- 

munication facility, a feature of the operating system that 
allows processes to send messages to one another. 
Designing software as a group of cooperating processes 

has been made simpler by the concept of “threads.” A sin- 

gle process may contain several executable programs 
(threads) that work together as a coherent whole. One 
thread might, for example, handle error signals, another 
might send a message about the error to the user, while a 
third thread is executing the actual task of the process. 

Modern operating systems provide management services 
(e.g., scheduling, synchronization) for such multithreaded 
processes. 
Virtual memory. Another area of operating-system re- 

search has been the design of virtual memory. Virtual 
memory is a scheme that gives users the illusion of work- 
ing with a large block of contiguous memory space (per- 
haps even larger than real memory), when in actuality 

most of their work is on auxiliary storage (disk). Fixed-size 
blocks (pages) or variable-size blocks (segments) of the job 
are read into main memory as needed. Questions such as 
how much actual main memory space to allocate to users 
and which page to return to disk (“swap out”) to make 
room for an incoming page must be addressed in order for 
the system to execute jobs efficiently. Some virtual memo- 
ry issues must be continually reexamined; for example, the 
optimal page size may change as main memory becomes 
larger and quicker. 

Job scheduling. The allocation of system resources to 
various tasks, known as job scheduling, is a major assign- 
ment of the operating system. The system maintains pri- 
oritized queues of jobs waiting for CPU time and must 
decide which job to take from which queue and how much 
time to allocate to it, so that all jobs are completed in a fair 
and timely manner. 

Threads 



Scripts 

Graphical user interfaces. A highly visible aspect of the 
change in operating systems in recent years is the increas- 
ingly prevalent use of graphical user interfaces (GUIs). In 

the early days of computing, punch cards, written in the 
Job Control Language (JCL), were used to specify precise- 
ly which system resources a job would need and when the 
operating system should assign them to the job. Later, 
computer consoles allowed an operator directly to type 

commands—e.g., to open files, run programs, manipulate 
data, and print results—that could be executed immedi- 
ately or at some future time. (Operating system commands 
stored for later execution are generally referred to as 
scripts; scripts are still widely used, especially for control- 
ling servers.) With the advent of personal computers and 
the desire to make them more user-friendly, the operating 
system interface has become for most users a set of icons 
and menus so that the user only needs to “point and click” 
to send a command to the operating system. 
Distributed operating systems. With the advent of com- 

puter networks, in which many computers are linked to- 
gether and are able to communicate with one another, 
distributed computing became feasible. A distributed com- 
putation is one that is carried out on more than one ma- 
chine in a cooperative manner. A group of linked 

computers working cooperatively on tasks, referred to as a 

distributed system, often requires a distributed operating 
system to manage the distributed resources. Distributed 
operating systems must handle all the usual problems of 

operating systems, such as deadlock. Distributed deadlock 
is very difficult to prevent; it is not feasible to number all 

the resources in a distributed system. Hence, deadlock 
must be detected by some scheme that incorporates sub- 
stantial communication among network sites and careful 
synchronization, lest network delays cause deadlocks to be 
falsely detected and processes aborted unnecessarily. Inter- 

process communication must be extended to processes re- 

siding on different network hosts, since the loosely coupled 
architecture of computer networks requires that all com- 
munication be done by message passing. Important sys- 
tems concerns unique to the distributed case are workload 

sharing, which attempts to take advantage of access to mul- 
tiple computers to complete jobs faster; task migration, 
which supports workload sharing by efficiently moving 
jobs among machines; and automatic task replication at 
different sites for greater reliability. These concerns, in ad- 
dition to the overall design of distributed operating systems 
and their interaction with the operating systems of the 
component computers, are subjects of current research. 

INFORMATION SYSTEMS AND. DATABASES 

File storage. Computers have been used since the 1950s 
for the storage and processing of data. An important point 
to note is that the main memory of a computer provides 
only temporary storage; any data stored in main memory 
is lost when the power is turned off. For the permanent 
storage of data, one must turn to auxiliary storage, prima- 
rily magnetic and optical media such as tapes, disks, and 
CDs. Data is stored on such media but must be read into 
main memory for processing. A major goal of information- 
system designers has been to develop software to locate 

specific data on auxiliary storage and read it efficiently into 
main memory for processing. The underlying structure of 
an information system is a set of files stored permanently 
on some secondary storage device. The software that com- 
prises a file management system supports the logical break- 
down of a file into records. Each record describes some 
thing (or entity) and consists of a number of fields, where 
each field gives the value of some property (or attribute) of 
the entity. A simple file of records is adequate for uncom- 

plicated business data, such as an inventory of a grocery 
store or a collection of customer accounts. 

Early file systems were always sequential, meaning that 
the successive records had to be processed in the order in 
which they were stored, starting from the beginning and 
proceeding down to the end. This file structure was appro- 
priate and was in fact the only one possible when files were 
stored solely on large reels of magnetic tape and skipping 
around to access random data was not feasible. Sequential 
files are generally stored in some sorted order (e.g., alpha- 
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betic) for printing of reports (e.g., a telephone directory) 
and for efficient processing of batches of transactions. 
Banking transactions (deposits and withdrawals), for in- 

stance, might be sorted in the same order as the accounts 

file, so that as each transaction is read the system need only 

scan ahead (never backward) to find the accounts record to 

which it applies. 

When so-called direct-access storage devices (primarily 

magnetic disks) were developed, it became possible to ac- 
cess a random data block on the disk. (A data block is the 

unit of transfer between main memory and auxiliary stor- 
age and usually consists of several records.) Files can then 

be indexed so that an arbitrary record can be located and 
fetched (loaded into the main memory). An index of a file 

is much like an index of a book; it consists of a listing of 
identifiers that distinguish the records (e.g., names might be 
used to identify personnel records), along with the records’ 
locations. Since indexes might be long, they are usually 
structured in some hierarchical fashion and are navigated 
by using pointers, which are identifiers that contain the ad- 
dress (location in memory) of some item. The top level of 

an index, for example, might contain locations of (point to) 
indexes to items beginning with the letters A, B, etc. The A 
index itself may contain not locations of data items but 

pointers to indexes of items beginning with the letters Ad, 
Ac, and so on. Reaching the final pointer to the desired 
record by traversing such a treelike structure is quite rapid. 

File systems making use of indexes can be either purely in- 
dexed, in which case the records need be in no particular 
order and every individual record must have an index entry 
that points to the record’s location, or they can be “in- 
dexed-sequential.” In this case a sort order of the records as 
well as of the indexes is maintained, and index entries need 
only give the location of a block of sequentially ordered 
records. Searching for a particular record in a file is aided 
by maintaining secondary indexes on arbitrary attributes as 
well as by maintaining a primary index on the same attrib- 
ute on which the file is sorted. For example, a personnel file 
might be sorted on (and maintain a primary index on) em- 
ployee identification numbers, but it might also maintain 
indexes on names and departments. An indexed-sequential 

file system supports not only file search and manipulation 
commands of both a sequential and index-based nature but 
also the automatic creation of indexes. 
Types of database models. File systems of varying de- 

grees of sophistication satisfied the need for information 
storage and processing for several years. However, large en- 
terprises tended to build many independent files contain- 
ing related and even overlapping data, and data-processing 
activities frequently required the linking of data from sev- 
eral files. It was natural, then, to design data structures and 
database management systems that supported the auto- 
matic linkage of files. Three database models were devel- 
oped to support the linkage of records of different types. 
These are: (1) the hierarchical model, in which record types 
are linked in a treelike structure (e.g., employee records 
might be grouped under a record describing the depart- 
ments in which employees work); (2) the network model, 
in which arbitrary linkages of record types may be created 
(e.g., employee records might be linked both to employees’ 
departments and to their supervisors—that is, other em- 

ployees); and (3) the relational model, in which all data are 
represented in simple tabular form. 
In the relational model, the description of a particular en- 

tity is provided by the set of its attribute values, stored as 
one row of the table, or relation. This linkage of n attribute 
values to provide a meaningful description of a real-world 
entity or a relationship among such entities forms a math- 
ematical n-tuple; in database terminology, it is simply 
called a tuple. The relational approach also supports queries 
that involve several tables, providing automatic linkage 
across tables by means of a “join” operation that combines 
records with identical values of common attributes. Payroll 
data, for example, could be stored in one table and person- 

nel benefits data in another; complete information on an . 
employee could be obtained by joining the tables on the 
employee’s identification number. To support any of these 
database structures, a large piece of software known as a 
database management system (DBMS) is required to han- 
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dle the storage and retrieval of data (via the file manage- 
ment system, since the data are stored as files on magnetic 
disk) and to provide the user with commands to query and 

update the database. The relational approach is currently 

the most popular, as older hierarchical data management 

systems, such as IMS, the information management system 
produced by IBM, are replaced by relational database man- 

agement systems such as IBM’s large mainframe system 

DB2 or the Oracle Corporation’s DBMS, which runs on 
large servers. Relational DBMS software is also available 

for workstations and personal computers. 

The need for more powerful and flexible data models to 

support scientific and engineering applications has led to 
extended relational data models in which table entries need 
not be simple values but can be programs, text, unstruc- 

tured data in the form of binary large objects, or any other 
format the user requires. Another development has been 

the incorporation of the object concept that has become 
significant in programming languages. In object-oriented 
databases, all data are objects. Objects may be linked to- 
gether by an “is-part-of” relationship to represent larger, 
composite objects. Data describing a truck, for instance, 
may be stored as a composite of a particular engine, chas- 

sis, drive train, and so forth. Classes of objects may form a 
hierarchy in which individual objects may inherit proper- 
ties from objects farther up in the hierarchy. For example, 

objects of the class “motorized vehicle” all have an engine; 
members of subclasses such as “truck” or “airplane” will 
then also have an engine. Furthermore, engines are also 
data objects, and the engine attribute of a particular vehi- 
cle will be a link to a specific engine object. Multimedia 
databases, in which voice, music, and video are stored 
along with the traditional textual information, are becom- 
ing increasingly important and also are providing an im- 
petus toward viewing data as objects, as are databases of 
pictorial images such as photographs or maps. The future 
of database technology is generally perceived to be a merg- 
ing of the relational and object-oriented views. 
Data integrity. Integrity is a major database issue. In 

general, integrity refers to maintaining the correctness and 
consistency of the data. Some integrity checking is made 
possible by specifying the data type of an item. For exam- 
ple, if an identification number is specified to be nine dig- 
its, the DBMS may reject an update attempting to assign a 
value with more or fewer digits or one including an alpha- 
betic character. Another type of integrity, known as refer- 
ential integrity, requires that an entity referenced by the 
data for some other entity must itself exist in the database. 
For example, if an airline reservation is requested for a par- 
ticular flight number, then the flight referenced by that 
number must actually exist. Although one could imagine 
integrity constraints that limit the values of data items to 
specified ranges (to prevent the famous “computer errors” 
of the type in which a $10 check is accidentally issued as 
$10,000), most database management systems do not sup- 
port such constraints but leave them to the domain of the 
application program. 
Access to a database by multiple simultaneous users re- 

quires that the DBMS include a concurrency control 
mechanism to maintain the consistency of the data. For 
example, two travel agents may try to book the last seat on 
a plane at more or less the same time. Without concurren- 
cy control, both may think they have succeeded, while only 
one booking is actually entered into the database. A key 
concept in concurrency control is the transaction, defined 
as a sequence of operations on the data that transform the 
database from one consistent state into another. Consider 
the simple example of an electronic transfer of funds (say, 
$5) from bank account A to account B. Deducting $5 from 
account A leaves the database inconsistent in that the total 
over all accounts is $5 short. Similarly, adding $5 to ac- 
count B in itself makes the total $5 too much. Combining 
these two operations, however, yields a valid transaction. 
The key to maintaining a correct database is to ensure that 
only complete transactions are applied to the data and that 
multiple concurrent transactions are executed (under a 
concurrency control mechanism) in such a way that a se- 
rial order can be defined that would produce the same re- 
sults. A transaction-oriented control mechanism for 

database access becomes difficult in the case of so-called 
long transactions—for example, when several engineers are 
working, perhaps over the course of several days, on a 
product design that may not reach a consistent state until 
the project is complete. The best approach to handling 
long transactions is a current area of database research. 
As discussed above, databases may be distributed, in the 

sense that data reside at different host computers on a net- 

work. Distributed data may or may not be replicated, but 
in any case the concurrency-control problem is magnified. 
Distributed databases must have a distributed database 
management system to provide overall control of queries 
and updates, ideally without requiring that the user know 
the location of the data. The attainment of the ideal situa- 
tion, in which various databases fall under the unified con- 
trol of a distributed DBMS, has been slowed both by 
technical problems and by such practical problems as het- 
erogeneous hardware and software and database owners 
who desire local autonomy. Increasing mention is being 
made of more loosely linked collections of data, known by 

such names as multidatabases or federated databases. A 
closely related concept is interoperability, the ability of the 
user of one member of a group of disparate systems (all 
with the same functionality) to work with any of the sys- 

tems of the group with equal ease and via the same inter- 
face. In the case of database management systems, 

interoperability means the ability of users to formulate 

queries to any one of a group of independent, autonomous 
database management systems using the same language, to 
be provided with a unified view of the contents of all the 
individual databases, to formulate queries that may require 
fetching data via more than one of the systems, and to be 
able to update data stored under any member of the group. 
Many of the problems of distributed databases are the 
problems of distributed systems in general. Thus distrib- 
uted databases may be designed as client-server systems, 
with middleware easing the heterogeneity problems. 
Database security. Security is another important data- 

base issue. Data residing on a computer is under threat of 
being stolen, destroyed, or modified maliciously. This is 
true whenever the computer is accessible to multiple users 
but is particularly significant when the computer is acces- 
sible over a network. The first line of defense is to allow ac- 
cess to a computer only to authorized users and to 
authenticate those users by a password or similar mecha- 
nism, But clever programmers have learned how to evade 
such mechanisms, designing, for example, so-called com- 
puter viruses—programs that replicate themselves and 
spread among the computers in a network, “infecting” sys- 
tems and potentially destroying files. Data can be stolen by 
devices such as “Trojan horses”—programs that carry out 
some useful task but contain hidden malicious code—or 
by simply eavesdropping on network communications. 
The need to protect sensitive data has led to extensive re- 
search in cryptography and the development of encryption 
standards for providing a high level of confidence that the 
data is safe from decoding by even the most powerful com- 
puter attacks. The term computer theft, however, usually 
refers not to theft of information from a computer but 
rather to theft by use of a computer, typically by modify- 
ing data. If a bank’s records are not adequately secure, for 
example, someone could set up a false account and trans- 
fer money into it from valid accounts for later withdrawal. 

ARTIFICIAL INTELLIGENCE 

Artificial intelligence (AI) is an area of research that goes 
back to the very beginnings of computer science. The idea 
of building a machine that can perform tasks perceived as 
requiring human intelligence is an attractive one. The tasks 
that have been studied from this point of view include 
game playing, language translation, natural-language un- 
derstanding, fault diagnosis, robotics, and supplying expert 
advice. For a detailed discussion of the successes—and fail- 
ures—of AI over the years, see ARTIFICIAL INTELLIGENCE. 

COMPUTER GRAPHICS 

Computer graphics is the field that deals with display and 
control of images on the computer screen. Applications 
may be broken down into four major categories: (1) design 
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CAD (computer-aided design [CAD] systems), in which the 
computer is used as a tool in designing objects ranging 
from automobiles to bridges to computer chips by provid- 
ing an interactive drawing tool and an interface to simula- 
tion and analysis tools for the engineer; (2) fine arts, in 
which artists use the computer screen as a medium to cre- 

ate images of impressive beauty, cinematographic special 
effects, animated cartoons, and television commercials; (3) 

scientific visualization, in which simulations of scientific 
events—such as the birth of a star or the development of a 
tornado—are exhibited pictorially and in motion so as to 
provide far more insight into the phenomena than would 
tables of numbers; and (4) human-computer interfaces. 
Graphics-based computer interfaces, which enable users 

to communicate with the computer by such simple means 
as pointing to an icon with a handheld device known as a 
mouse, have allowed millions of ordinary people to control 
application programs like spreadsheets and word proces- 
sors. Graphics technology also supports windows (display 
boxes) environments on the workstation or personal com- 

puter screen, which allow users to work with different ap- 

plications simultaneously, one in each window. Graphics 
also provide realistic interfacing to video games, flight sim- 
ulators, and other simulations of reality or fantasy. The 
term virtual reality has been coined to refer to interaction 
with a computer-simulated world. 

A challenge for computer science has been to develop al- 
gorithms for manipulating the myriad lines, triangles, and 
polygons that make up a computer image. In order for re- 
alistic on-screen images to be generated, the problems in- 
troduced in approximating objects as a set of planar units 
must be addressed. Edges of objects are smoothed so that 
the underlying construction from polygons is not visible, 
and representations of surfaces are textured. In many ap- 
plications, still pictures are inadequate, and rapid display 
of real-time images is required. Both extremely efficient al- 
gorithms and state-of-the-art hardware are needed to ac- 
complish such real-time animation. 

Theory 

COMPUTATIONAL METHODS AND NUMERICAL ANALYSIS 

The mathematical methods needed for computations in 

engineering and the sciences must be transformed from the 
continuous to the discrete in order to be carried out on a 
computer. For example, the computer integration of a 
function over an interval is accomplished not by applying 
integral calculus to the function expressed as a formula but 
rather by approximating the area under the function graph 
with a sum of geometric areas obtained from evaluating 
the function at discrete points. Similarly, the solution of a 
differential equation is obtained as a sequence of discrete 
points determined, in simplistic terms, by approximating 
the true solution curve by a sequence of tangential line seg- 
ments. When broken into discrete pieces in this way, many 
problems can be recast in the form of an equation involv- 
ing a matrix (a rectangular array of numbers) that is solv- 
able with techniques from linear algebra. Numerical 
analysis is the study of such computational methods. Sev- 
eral factors must be considered when applying numerical 
methods: (1) the conditions under which the method yields 
a solution, (2) the accuracy of the solution, and, since 
many methods are iterative, (3) whether the iteration is sta- 
ble (in the sense of not exhibiting eventual error growth), 
and (4) how long (in terms of the number of steps) it will 
generally take to obtain a solution of the desired accuracy. 
The need to study ever-larger systems of equations, com- 

bined with the development of supercomputers that allow 
many operations to proceed in parallel by assigning them 
to separate processing elements, has sparked much interest 
in the design and analysis of parallel computational meth- 
ods. (See NUMERICAL ANALYSIS.) 

DATA STRUCTURES AND ALGORITHMS 

A major area of study in computer science has been the 
storage of data for efficient search and retrieval. The main 
memory of a computer is linear, consisting of a sequence 
of memory cells that are numbered 0, 1, 2, .. . in order. 
Similarly, the simplest data structure is the one-dimen- 
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sional, or linear, array, in which array elements are num- 

bered with consecutive integers and array contents may be 
accessed by the element numbers. Data items (a list of 

names, for example) are often stored in arrays, and effi- 

cient methods are sought to handle the array data. Search 
techniques must address, for example, how a particular 

name is to be found. One possibility is to examine the con- 
tents of each element in turn. If the list is long, it is im- 
portant to sort the data first—in the case of names, to 

alphabetize them. Just as the alphabetizing of names in a 
telephone book greatly facilitates their retrieval by a user, 
the sorting of list elements significantly reduces the search 
time required by a computer algorithm as compared to a 

search on an unsorted list. Many algorithms have been de- 
veloped for sorting data efficiently. These algorithms have 
application not only to data structures residing in main 
memory but, even more important, to the files that con- 
stitute information systems and databases. 
Although data items are stored consecutively in memory, 

they may be linked together by pointers (essentially, mem- 
ory addresses stored with an item to indicate where the 

“next” item or items in the structure are found) so that the 

items appear to be stored differently than they actually are. 

An example of such a structure is the linked list, in which 
noncontiguously stored items may be accessed in a pre- 

specified order by following the pointers from one item in 
the list to the next. The list may be circular, with the last 
item pointing to the first, or may have pointers in both di- 
rections to form a doubly linked list. Algorithms have been 
developed for efficiently manipulating such lists—search- 
ing for, inserting, and removing items. 
Pointers provide the ability to link data in other ways. 

Graphs, for example, consist of a set of nodes (items) and 
linkages between them (known as edges). Such a graph 
might represent a set of cities and the highways joining 
them or the layout of circuit elements and connecting 
wires on a VLSI chip. Typical graph algorithms include so- 
lutions to traversal problems, such as how to follow the 
links from node to node (perhaps searching for a node with 
a particular property) in such a way that each node is vis- 
ited only once. A related problem is the determination of 
the shortest path between two given nodes. A problem of 
practical interest in designing any network is to determine 
how many “broken” links can be tolerated before commu- 
nications begin to fail. Similarly, in VLSI chip design it is 
important to know whether the graph representing a cir- 
cuit is planar—that is, whether it can be drawn in two di- 
mensions without any links crossing each other. 
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Computers 
computer might be described with deceptive sim- 

A plicity as “an apparatus that performs routine cal- 

culations automatically.” Such a definition would 
owe its deceptiveness to a naive and narrow view of calcu- 

lation as a strictly mathematical process. In fact, calcula- 

tion underlies many activities that are not normally 
thought of as mathematical. Walking across a room, for in- 

stance, requires many complex, albeit subconscious, calcu- 

lations. Computers, too, have proved capable of solving a 
vast array of problems, from balancing a checkbook to 

even—in the form of guidance systems for robots—walk- 
ing across a room. 

Before the true power of computing could be realized, 

therefore, the naive view of calculation had to be over- 

come. The inventors who laboured to bring the computer 
into the world had to learn that the thing they were in- 
venting was not just a number cruncher, not merely a cal- 

culator. For example, they had to learn that it was not nec- 
essary to invent a new computer for every new calculation 
and that a computer could be designed to solve numerous 

problems, even problems not yet imagined when the com- 
puter was built. They also had to learn how to tell such a 
general problem-solving computer what problem to solve. 
In other words, they had to invent programming. 
They had to solve all the heady problems of developing 

such a device, of implementing the design, of actually 
building the thing. The history of the solving of these prob- 
lems is the history of the computer. That history is covered 
in this article. 

For coverage of the design and operation of computers, 
see COMPUTER SCIENCE. For coverage of related topics in 
the Macropedia and Micropedia, see the Propedia, sec- 
tions 735 and 10/23, and the Index. 
The article is divided into the following sections: 
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Early history 

COMPUTER PRECURSORS 

The abacus. The earliest known calculating device is 
probably the abacus, which dates back at least to 1100 Bc. 
It typically consisted of a rectangular frame with thin par- 
allel rods strung with beads. Long before any systematic 
positional notation was adopted for the writing of num- 
bers, the abacus assigned different units, or weights, to each 
rod. This scheme allowed a wide range of numbers to be 
represented by just a few beads and, together with the in- 
vention of zero in India, may have inspired the invention 
of the Hindu-Arabic number system. In any case, abacus 
beads can be readily manipulated to perform the common 
arithmetical operations—addition, subtraction, multiplica- 
tion, and division—that are useful for commercial trans- 
actions and in bookkeeping. 

The abacus is a digital device; that is, it represents values 
discretely. A bead is either in one predefined position or 
another, representing unambiguously, say, one or zero. 
From Napier’s logarithms to the first slide rule. Calcu- 

lating devices took a different turn when John Napier, a 
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Scottish mathematician, published his discovery of loga- 
rithms in 1614. Adding two 10-digit numbers is much 
simpler than multiplying them together, and the transfor- 
mation of a multiplication problem into an addition prob- 
lem is exactly what logarithms enable. This simplification 
is possible because of the following logarithmic property: 
the logarithm of the product of two numbers is equal to 

the sum of the logarithms of the numbers. By 1624, tables 
with 14 significant digits were available for the logarithms 
of numbers from 1 to 20,000, and scientists quickly adopt- 
ed the new labour-saving tool for tedious astronomical cal- 
culations. 

Most significant for the development of computing, the 
transformation of multiplication into addition greatly sim- 
plified the possibility of mechanization. Analog calculating 
devices based on Napier’s logarithms—representing digital 
values with analogous physical lengths—soon appeared. In 
1620 Edmund Gunter, an English mathematician who 
coined the terms cosine and cotangent, built a device for 
performing navigational calculations: the Gunter Scale or, 

as navigators simply called it, the gunter. Around 1632 an 
English clergyman and mathematician named William 
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Oughtred built the first slide rule, drawing on Napier’s 
ideas. That first slide rule was circular, but Oughtred also 

built the first rectangular one in 1633. 
The analog devices of Gunter and Oughtred had various 

advantages and disadvantages compared with digital de- 
vices. What is important is that the consequences of these 

design decisions were being tested in the real world. 
From the Calculating Clock to the Arithmometer. In 
1623 the German astronomer and mathematician Wil- 
helm Schickard built the first calculator. He described it in 
a letter to his friend the astronomer Johannes Kepler, and 

in 1624 he wrote again to explain that a machine that he 
had commissioned to be built for Kepler was, apparently 

along with the prototype, destroyed in a fire. He called it a 

Calculating Clock, and modern engineers have been able 

to reproduce it from details in his letters. 
The first calculator or adding machine to be produced in 

any quantity and actually used was the Pascaline, or Arith- 
metic Machine, designed and built by the French mathe- 
matician-philosopher Blaise Pascal in 1642. It could do 
only addition and subtraction, with numbers being entered 

by manipulating its dials. Pascal invented the machine for 
his father, a tax collector, so it was the first business ma- 
chine, too (if one does not count the abacus). He built 50 

of them over the next 10 years. 
In 1671 the German mathematician-philosopher Gott- 

fried Wilhelm von Leibniz designed a calculating machine, 

the Step Reckoner, that expanded on Pascal’s ideas and did 
multiplication by repeated addition and shifting. Leibniz 
was a strong advocate of the binary system. Binary num- 

bers are ideal for machines because they require only two 
digits, which can easily be represented by the on and off 
states of a switch. When computers became electronic, the 

binary system was particularly appropriate because an elec- 

trical circuit is either on or off. This meant that on could 
represent true, off could represent false, and the flow of 
current would directly represent the flow of logic. Leibniz 
was prescient in seeing the appropriateness of the binary 

system in calculating machines. Nevertheless, the Step 

Reckoner represented numbers in decimal form, as posi- 

tions on 10-position dials. 
These devices were curiosities, but with the Industrial 
Revolution of the 18th century came a widespread need to 
perform repetitive operations efficiently. With other activ- 

ities being mechanized, why not calculation? In 1820 
Charles Xavier Thomas de Colmar of France effectively 

met this challenge when he built his Arithmometer, the 
first commercial mass-produced calculating device. It 
could perform addition, subtraction, multiplication, and, 
with some more elaborate user involvement, division. 
Based on. Leibniz’s technology, it was extremely popular 
and sold for 90 years. In contrast to the modern calcula- 
tor’s credit-card size, the Arithmometer was large enough 

to cover a desktop. 
The Jacquard loom. Calculators remained a fascination 

after 1820, and their potential for commercial use was well 
understood. Many other mechanical devices built during 
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The Arithmetic Machine, or Pascaline, a French monetary (non- 
decimal) calculator designed by Blaise Pascal c. 1642. Numbers 
could be added by turning the wheels (located along the bottom of 
the machine) clockwise and subtracted by turning the wheels 
counterclockwise. Each digit in the answer was displayed in a 
separate window, visible at the top of the photograph. 
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the 19th century also performed repetitive functions more 
or less automatically, but few had any application to com- 

puting. There was one major exception: the Jacquard 

loom, invented in 1804-05 by a French weaver, Joseph- 

Marie Jacquard. 
The Jacquard loom wove textiles; it could also be called 

the first practical information-processing device. The loom 
worked by tugging various-coloured threads into patterns 
by means of an array of rods. By inserting a card punched 
with holes, an operator could control the motion of the 

rods and thereby alter the pattern of the weave. Moreover, 
the loom was equipped with a card-reading device that 

slipped a new card from a prepunched deck into place 

every time the shuttle was thrown so that complex weav- 

ing patterns could be automated. 
What was extraordinary about the device was that it 

transferred the design process from a labour-intensive 
weaving stage to a card-punching stage. Once the cards had 
been punched and assembled, the design was complete, 
and the loom implemented the design automatically. The 
Jacquard loom, therefore, could be said to be programmed 

for different patterns by these decks of punched cards. 
For those intent on mechanizing calculations, the 

Jacquard loom provided important lessons: the sequence 
of operations that a machine performs could be controlled 
to make the machine do something quite different; a 

punched card could be used as a medium for directing the 
machine; and, most important, it was possible to direct a 
device to perform different tasks by feeding it instructions 
in a sort of language—i.e., the machine could be made pro- 
grammable. It is not too great a stretch to say that, in the 
Jacquard loom, programming was invented before the 
computer. The close relationship between the device and 
the program became apparent some 20 years later, with 

Charles Babbage’s invention of the first computer. 

THE FIRST COMPUTER 

By the second decade of the 19th century, a number of 
ideas necessary for the invention of the computer were in 
the air. First, the potential benefits to science and industry 
of being able to automate routine calculations was appre- 
ciated, as it had not been a century earlier. Specific meth- 
ods to make automated calculation more practical, such as 
doing multiplication by adding logarithms or by repeating 
addition, had been invented, and experience with both 
analog and digital devices had shown some of the benefits 
of each approach. Finally, the Jacquard loom had shown 

the benefits of directing a multipurpose device through 
coded instructions, and it had demonstrated how punched 
cards could be used to modify those instructions quickly 
and flexibly. It was a mathematical genius in England who 
began to put all of these pieces together. 
The Difference Engine. As a founding member of the 

Royal Astronomical Society, Charles Babbage had seen a 
clear need to design and build a mechanical device that 
could automate long, tedious astronomical calculations. 
He began by writing a letter in 1822 to Sir Humphry Davy, 
president of the Royal Society, about the possibility of au- 
tomating the construction of mathematical tables—specif- 
ically, logarithm tables for use in navigation. Tables then 
in use often contained errors, which could be a life-and- 
death matter for sailors at sea, and Babbage argued that by 
automating the production of the tables he could assure 
their accuracy. Having gained support in the society for his 
Difference Engine, as he called it, Babbage next turned to 
the British government to fund development, obtaining 
one of the first government grants for research and tech- 
nological development anywhere in the world. 
Babbage approached the project very seriously: he hired a 

master machinist, set up a fireproof workshop, and built a 
dust-proof environment for testing the device. Up until 
then calculations were rarely carried out to more than 6 
digits; Babbage planned routinely to produce 20- or 30- 
digit results. 
The Difference Engine was a digital device: it operated on 

discrete digits rather than smooth quantities, and the dig- 
its were decimal (0-9), represented by positions on toothed 
wheels. When one of the toothed wheels turned from 9 to 
0, it caused the next wheel to advance one position, carry- 
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ing the digit just as Leibniz’s Step Reckoner calculator had 
operated. The Difference Engine was more than a simple 

calculator, however; it mechanized not just a single calcu- 
lation but a whole series of calculations on a number of 
variables to solve a complex problem. It went far beyond 

calculators in other ways as well. Like modern computers, 

the Difference Engine had storage—that is, a place where 
data could be held temporarily for later processing—and it 
was designed to stamp its output into soft metal, which 
could later be used to produce a printing plate. 
Nevertheless, the Difference Engine performed only one 

operation. After all of its data registers had been loaded 
with the original data, the single operation would be re- 

peatedly applied to all of the registers, ultimately produc- 
ing a solution. Still, in complexity and audacity of design 
it dwarfed any calculating device then in existence. 
The full engine, designed to be room-sized, was never 

built, at least not by Babbage. Although he sporadically re- 
ceived several government grants—governments changed, 
funding often ran out, and he had to personally bear some 

of the financial costs—he was working at or near the tol- 
erances of the construction methods of the day, and he ran 
into numerous construction difficulties. All design and 
construction ceased in 1833, when Joseph Clement, the 
machinist responsible for actually building the machine, 
refused to continue unless he was prepaid. 
The Analytical Engine. While working on the Difference 

Engine, Babbage began to imagine ways to improve it. 
Chiefly he thought about generalizing its operation so that 
it could perform other kinds of calculations. By the time 
the funding had run out in 1833, he had conceived of 
something far more revolutionary: a general-purpose com- 
puting machine called the Analytical Engine. 
The Analytical Engine was to be a general-purpose, fully 

program-controlled, automatic mechanical digital comput- 
er. It would be able to perform any calculation set before 
it. Before Babbage there is no evidence that anyone had 
ever conceived of such a device, let alone attempted to 
build one. The machine was designed to consist of four 
components: the mill, the store, the reader, and the print- 
er. These components are the essential components of 
every computer today. The mill was the calculating unit, 
analogous to the central processing unit (CPU) in a mod- 
ern computer; the store was where data were held prior to 
processing, exactly analogous to memory and storage in 
today’s computers; and the reader and printer were the 
input and output devices. 
As with the Difference Engine, the project was far more 
complex than anything theretofore built. The store was to 
be large enough to hold 1,000 50-digit numbers; this was 
larger than the storage capacity of any computer built be- 
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A portion of Charles Babbage’s Analytical Engine, completed in 
1910. Only partially built at the time of Babbage’s death in 
1871, this portion contains the “mill” (functionally analogous to 
a modern computer's central processing unit) and a printing 
mechanism. 

fore 1960. The machine was to be steam-driven and run by 
one attendant. The printing capability was also ambitious, 
as it had been for the Difference Engine: Babbage wanted 
to automate the process as much as possible, right up to 
producing printed tables of numbers. 
The reader was another new feature of the Analytical En- 

gine. Data (numbers) were to be entered on punched cards, 

using the card-reading technology of the Jacquard loom. 
Instructions were also to be entered on cards, another idea 
taken directly from Jacquard. The use of instruction cards 
would make it a programmable device and far more flexi- 
ble than any machine then in existence. Another element 
of programmability was to be its ability to execute instruc- 
tions in other than sequential order. It was to have a kind 
of decision-making ability in its conditional control trans- 
fer, also known as conditional branching, whereby it would 
be able to jump to a different instruction depending on the 
value of some data. 
By most definitions, the Analytical Engine was a real 
computer—or would have been, had not Babbage run into 
implementation problems again. Actually building his am- 
bitious design was judged infeasible, given the current tech- 
nology, and Babbage’s failure to generate the promised 
mathematical tables with his Difference Engine had damp- 
ened enthusiasm for further government funding. Indeed, 
it was apparent to the British government that Babbage 
was more interested in innovation than in constructing ta- 
bles. All the same, Babbage’s Analytical Engine was some- 
thing completely new. Its most revolutionary feature was 
the ability to change its operation by changing the instruc- 
tions on punched cards. Until this breakthrough, all of the 
mechanical aids to calculation were merely calculators. 

EARLY BUSINESS MACHINES 

Throughout the 19th century, business machines were be- 
coming more common. Calculators became available as a 
tool of commerce in 1820, and in 1874 the Remington 
Arms Company, Inc., sold the first commercially viable 
typewriter. Other machines were invented for other specif- 

ic business tasks. None of these machines was a computer, 
but they did advance the state of practical mechanical 
knowledge—knowledge that would be ysed in computers 
later. One of these machines was invented in response to a 
sort of constitutional crisis in the United States: the census 
tabulator. 

Herman Hollerith’s census tabulator. The U.S. Consti- 
tution mandates that a census of the population be per- 
formed every 10 years. The first attempt at any 
mechanization of the census was in 1870, when statistical 
data were transcribed onto a rolling paper tape displayed 
through a small slotted window. As the U.S. population ex- 
ploded in the 19th century and the number of census ques- 
tions expanded, the urgency of further mechanization 
became increasingly clear. 
Herman Hollerith first saw the pressing need for au- 

tomating the tabulation of statistical data from the 1880 
census while employed by the Census Office. Over the next 
10 years Hollerith refined his ideas, obtaining his first 
patent in 1884 for a machine to punch and count cards. 
He then organized the health records for Baltimore, Mary- 
land, for New York City, and for the state of New Jersey— 
all in preparation for winning the contract to tabulate the 
1890 U.S. Census. The success of the U.S. census opened 
European governments to Hollerith’s machines. Most no- 
tably, a contract with the Russian government may have 
induced him to incorporate as the Tabulating Machine 
Company in 1896. 
Other early business machine companies. Improvements 

in calculators continued: by the 1880s, they could add in 
the accumulation of partial results and store past results as 
well as print. Then, in 1892, William Seward Burroughs, 
who along with two other St. Louis, Missouri, businessmen 
had started the American Arithmometer Company in 1886 
in order to build adding machines, obtained a patent for 
one of the first truly practical, and commercially success- 
ful, calculators. Burroughs died in 1898, and his company 
was reorganized as the Burroughs Adding Machine Com- 
pany in Detroit, Michigan, in 1905. 
All the calculators sold at this time were designed for 
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commercial purposes, not scientific research. By the turn 
of the century, commercial calculating devices were in 
common use. As a result, many of the business machine 
companies in the United States were doing well, including 
Hollerith’s Tabulating Machine Company. 
In 1911 several of these companies combined to form the 

Computing-Tabulating-Recording Company, or CTR. In 
1914 Thomas Watson became president of CTR, and 10 
years later CTR changed its name to International Busi- 
ness Machines Corporation (IBM). In the second half of 
the 20th century IBM would become the giant of the world 
computer industry, but such commercial gains did not take 
place until enormous progress had been made in the theo- 
retical understanding of the modern computer during the 
remarkable decades of the 1930s and ’40s. 

Invention of the modern computer 

EARLY EXPERIMENTS 

As the technology for realizing a computer was being 
honed by the business machine companies in the early 
20th century, the theoretical foundations were being laid in 
academia. During the 1930s, two important strains of 
computer-related research were being pursued at two uni- 
versities in Cambridge, Massachusetts. One strain pro- 

duced the Differential Analyzer, the other a series of 
devices ending with the Harvard Mark IV. 
Vannevar Bush’s Differential Analyzer, In 1930 Van- 

nevar Bush at the Massachusetts Institute of Technology 

(MIT) developed the first modern analog computer. The 
Differential Analyzer, as he called it, could be used to solve 
certain classes of differential equations, a type of problem 
common in physics and engineering applications that is 
often very tedious to solve. Variables were represented by 
shaft motion, and addition and multiplication were ac- 
complished by feeding the values into a set of gears. Inte- 
gration was carried out by means of a knife-edged wheel 
rotating at a variable radius on a circular table. The indi- 
vidual mechanical integrators were then interconnected to 
solve a set of differential equations. 
The Differential Analyzer proved highly useful, and a 
number of them were built and used at various universi- 
ties. Still, the device was limited to solving this one class of 
problem, and, as is the case for all analog devices, it pro- 
duced approximate, albeit practical, solutions. Neverthe- 
less, important applications for analog computers still 
exist, particularly for simulating complicated dynamical 
systems such as aircraft flight, nuclear power plant opera- 
tions, and chemical reactions. 
Howard Aiken’s digital calculators. While Bush was 

working on analog computing at MIT, across town Har- 
vard professor Howard Aiken was working with digital de- 
vices for calculation. He had begun to realize in hardware 
something like Babbage’s Analytical Engine. Starting in 
1937, he laid out detailed plans for a series of four calcu- 
lating machines of increasing sophistication, based on dif- 
ferent technologies, from the largely mechanical Mark I to 
the electronic Mark IV. 

IBM Archives 

The Harvard Mark |, an electromechanical computer designed by 
Howard Aiken, was more than 50 feet (15 metres) long and 
contained some 750,000 components; it was used to make ballistics 
calculations during World War Il. 
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Aiken was methodically exploring the technological ad- 
vances made since the mechanical assembly and steam 

power available to Babbage. Electromagnetic relay circuits 
were already being used in business machines, and the vac- 
uum tube—a switch with no moving parts, very high speed 
action, and greater reliability than electromechanical re- 
lays—was quickly put to use in the early experimental ma- 
chines. The business machines of the time used plugboards 
(something like telephone switchboards) to route data 

manually, and Aiken chose not to use them for the speci- 
fication of instructions. This turned out to make his ma- 
chine much easier to program than the more famous 
ENIAC, designed somewhat later, which had to be manu- 
ally rewired for each program. 
From 1939 to 1944 Aiken, in collaboration with IBM, de- 

veloped his first fully functional computer, known as the 
Harvard Mark I. The machine, like Babbage’s, was huge: 
more than 50 feet (15 metres) long, weighing five tons, and 
consisting of about 750,000 separate parts, it was mostly 
mechanical. For input and output it used three paper tape 

readers, two card readers, a card punch, and two typewrit- 
ers. Aiken developed three more such machines (Mark 

II-IV) over the next few years and is credited with devel- 
oping the first fully automatic large-scale calculator. 

THE TURING MACHINE 

Alan Turing, while a student at University of Cambridge 
in the 1930s, was inspired by German mathematician 
David Hilbert’s formalist program, which sought to 
demonstrate that any mathematical problem can poten- 
tially be solved by an algorithm—that is, by a purely me- 
chanical process. Turing interpreted this to mean a 
computing machine and, in order to design such a ma- 
chine (known to posterity as the “Turing machine”), he 
needed to develop an unambiguous definition of the 
essence of a computer. In doing so, Turing worked out in 
great detail the basic concepts of a universal computing 
machine (1936)—that is, a computing machine that could, 
at least in theory, do anything that a special-purpose com- 
puting device could do. In particular, it would not be lim- 
ited to doing arithmetic. The internal states of the machine 
could represent numbers, but they could equally well rep- 
resent logic values or letters. In fact, Turing believed that 
everything could be represented symbolically, even ab- 
stract mental states, and he was one of the first advocates 
of the artificial-intelligence position that computers can 
potentially “think.” 
Turing’s work up to this point was entirely abstract, en- 

tirely a theoretical demonstration. But he made it clear 
from the start that his results implied the possibility of 
building a machine of the sort he described. His work char- 
acterized the abstract essence of any computing device so 
well that it was in effect a challenge to actually build one. 

PIONEERING WORK 

The Atanasoff-Berry Computer. The first special-pur- 
pose electronic computer was built by John Vincent 
Atanasoff, a physicist and mathematician at lowa State 
College (now Iowa State University), during 1937-42. To- 
gether with his graduate assistant Clifford E. Berry, Atana- 
soff built a successful small prototype in 1939 for the 
purpose of testing two ideas central to his design: capaci- 
tors to store data in binary form and electronic logic cir- 
cuits to perform addition and subtraction. They then 
began the design and construction of a larger, more gener- 
al-purpose computer, known as the Atanasoff-Berry Com- 

puter, or ABC. 
Various components of the ABC were designed and built 

from 1939 to 1942, but development was discontinued 
with the onset of World War II. The ABC featured about 
300 vacuum tubes for control and arithmetic calculations, 
use of binary numbers, logic operations, memory capaci- 
tors, and punched cards as input/output units. 
The first computer network. Between 1940 and 1946 

George Stibitz and his team at Bell Laboratories built a se- . 
ries of machines with telephone technologies—i.e., em- 
ploying electromechanical relays. These were the first 
machines to serve more than one user and the first to work 
remotely over telephone lines. Based on slow mechanical 
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relays rather than electronic switches, they became obso- 

lete almost as soon as they were constructed. 

DEVELOPMENTS DURING WORLD WAR II 

England and Colossus. The exigencies of war gave im- 

petus and funding to computer research. For example, in 

Britain the impetus was code-breaking. The Ultra project 

was funded with much secrecy to develop the technology 

necessary to crack ciphers and codes produced by German 

electromechanical devices. The first code-breaking ma- 

chine, Colossus, also known as the Mark I, was built at 
Bletchley Park, a government research centre north of 

London, and was operational, cracking German codes, by 

December 1943. It employed approximately 1,800 vacu- 

um tubes for computations. Successively larger and more 

elaborate versions were built over the next two years. 
The Ultra project had a gifted mathematician associated 

with the Bletchley Park effort, and one familiar with codes. 

Alan Turing, who had earlier articulated the concept of a 
universal computing device, may have taken the project 
farther in the direction of a general-purpose device than his 
government originally had in mind. 
Germany and 74. Meanwhile in Germany, engineer 

Konrad Zuse began building calculating machines in 1936, 
all of which used binary representation in order to simpli- 

fy construction. This had the added advantage of making 

the connection with logic clearer, and Zuse worked out the 
details of how the operations of logic (e.g., AND, OR, and 

NOT) could be mapped onto the design of the computer’s 
circuits. Zuse also spent more time than his predecessors 
and contemporaries developing software for his computer, 

the language in which it was to be programmed. Although 

all of his early prewar machines were really calculators— 

not computers—his Z3, completed in December 1941, was 

the first program-controlled processor. 

Zuse began construction of the Z4 in 1943 with funding 
from the Air Ministry. Like his Z3, the Z4 used electro- 
mechanical relays, in part because of the difficulty of ac- 
quiring the roughly 2,000 necessary vacuum tubes in 
wartime Germany. 

Zuse’s use of floating-point representation for numbers— 
the significant digits, known as the mantissa, are stored 

separately from a pointer to the decimal point, known as 
the exponent, allowing a very large range of numbers to be 
handled—was far ahead of its time. The Z4’s program was 
punched on used movie film and was separate from the 

mechanical memory for data (in other words, there was no 
stored program). The machine was relatively reliable, but 
it had no decision-making ability. 
The United States and ENIAC. In the United States, 
government funding went to a project led by John Mauch- 
ly, J. Presper Eckert, Jr., and their colleagues at the Moore 
School of Electrical Engineering at the University of Penn- 
sylvania; their objective was an all-electronic computer. 
Under contract to the army, and under the direction of 
Herman Goldstine, work began in early 1943 on the Elec- 
tronic Numerical Integrator and Computer (ENIAC). The 
next year, mathematician John von Neumann, already on 
full-time leave from the Institute for Advanced Studies 
(IAS), Princeton, New Jersey, for various government re- 
search projects (including the Manhattan Project), began 
frequent consultations with the group. 
ENIAC was something less than the dream of a universal 

computer. Designed for the specific purpose of computing 
values for artillery range tables, it lacked some features that 
would have made it a more generally useful machine. Un- 
like Aiken’s machine, it used plugboards for communicat- 
ing instructions to the machine; this had the advantage 
that, once the instructions were thus “programmed,” the 
machine ran at electronic speed. Instructions read from a 
card reader or other slow mechanical device would not 
have been able to keep up with the all-electronic ENIAC. 
The disadvantage was that it took days to rewire the ma- 
chine for each new problem. This was such a liability that 
only with some generosity could it be called programma- 
ble. 

Nevertheless, ENIAC was the most powerful calculating 
device built to date. It was the first programmable general- 
purpose electronic digital computer. Like Babbage’s Ana- 

lytical Engine and the Colossus, but unlike Aiken’s Mark 
I, Zuse’s Z4, and Stibitz’s telephone-savvy machine, it did 
have conditional branching—that is, it had the ability to 

execute different instructions or to alter the order of exe- 
cution of instructions, based on the value of some data. 

This gave ENIAC a lot of flexibility and meant that, while 
it was built for a specific purpose, it could be used for a 

wider range of problems. 
Smithsonian Institution 
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The ENIAC computer, installed at the Moore School of Electri- 
cal Engineering, University of Pennsylvania, 1945. Containing 
more than 100,000 components and weighing approximately 
30 tons, it was the first programmable general-purpose elec- 
tronic digital computer. 

ENIAC was enormous. It occupied the 50-by-30-foot 

basement of the Moore School, where its 40 panels were 
arranged, U-shaped, along three walls. Each of the units 
was about 2 feet wide by 2 feet deep by 8 feet high. With ap- 
proximately 18,000 vacuum tubes, 70,000 resistors, 10,000 
capacitors, 6,000 switches, and 1,500 relays, it was easily the 
most complex electronic system theretofore built. ENIAC 

ran continuously (in part to extend tube life), generating 
150 kilowatts of heat, and could execute up to 5,000 addi- 

tions per second, several orders of magnitude faster than its 
electromechanical predecessors. It and subsequent com- 
puters employing vacuum tubes are known as first-genera- 
tion computers. (With 1,500 mechanical relays, ENIAC 
was still transitional to later, fully electronic computers.) 
Completed by 1946, ENIAC had cost the government 

$400,000, and the war it was designed to help win was 
over. Its first task was doing calculations for the construc- 
tion of a hydrogen bomb. A portion of the machine is on 
exhibit at the Smithsonian Institution in Washington, D.C. 

TOWARD THE CLASSICAL COMPUTER 

Bigger brains. The computers built during the war were 
built under unusual constraints. The British work was 
largely focused on code breaking, the American work on 
computing projectile trajectories and calculations for the 
atomic bomb. The computers were built as special-purpose 
devices, although they often embodied more general-pur- 
pose computing capabilities than their specifications called 
for. The vacuum tubes in these machines were not entire- 
ly reliable, but with no moving parts they were more reli- 
able than the electromechanical switches they replaced, 
and they were much faster. Reliability was an issue, since 
Colossus used some 1,500 tubes and ENIAC on the order 
of 18,000. But ENIAC was, by virtue of its electronic real- 
ization, 1,000 times faster than the Harvard Mark I. Such 
speed meant that the machine could perform calculations 
that were theretofore beyond human ability. Although 
tubes were a great advance over the electromechanical re- 
alization of Aiken or the steam-and-mechanical model of 
Babbage, the basic architecture of the machines (that is, the 
functions they were able to perform) was not much ad- 
vanced beyond Babbage’s designs. 

After the war, efforts focused on fulfilling the idea of a 
general-purpose computing device. In 1945, before ENIAC 
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was even finished, planning began at the Moore School for 
ENIAC’s successor, the Electronic Discrete Variable Auto- 

matic Computer, or EDVAC. ENIAC was hampered, as all 

previous electronic computers had been, by the need to use 
one vacuum tube to store each bit, or binary digit. The fea- 

sible number of vacuum tubes in a computer also posed a 
practical limit on storage capacity—beyond a certain 

point, vacuum tubes are bound to burn out as fast as they 
can be changed. For EDVAC, Eckert had a new idea for 

storage. 

In 1880 the French physicists Pierre and Jacques Curie 
had discovered that applying an electric current to a quartz 
crystal would produce a characteristic vibration and vice 
versa. During the 1930s at Bell Laboratories, William 
Shockley, later coinventor of the transistor, had demon- 
strated a device—a tube, called a delay line, containing 

water and ethylene glycol—for effecting a predictable delay 
in information transmission. Eckert had already built and 
experimented in 1943 with such a delay line (using mer- 
cury) in conjunction with radar research, and sometime in 
1944 he hit upon the new idea of placing a quartz crystal 
at each end of the mercury delay line in order to sustain 
and modify the resulting pattern. In effect, he had invent- 
ed a new storage device. Whereas ENIAC had required one 
tube per bit, EDVAC could use a delay line and 10 vacu- 
um tubes to store 1,000 bits. Before the invention of the 

magnetic core memory and the transistor, which would 
eliminate the need for vacuum tubes altogether, the mer- 
cury delay line was instrumental in increasing computer 
storage and reliability. 
Von Neumann machines. The design of the modern, or 

classical, computer did not fully crystallize until the publi- 
cation of a 1946 paper by Arthur Burks, Herman Golds- 
tine, and John von Neumann. Although many researchers 
contributed ideas directly or indirectly to the paper, von 
Neumann was the principal author, and it is frequently 

cited as the birth certificate of computer science. 
Among the principles enunciated in the paper were that 

data and instructions should be kept in a single store and 
that instructions should be encoded so as to be modifiable 
by other instructions. This was an extremely critical deci- 
sion, because it meant that one program could be treated 
as data by another program; its inclusion by von Neu- 
mann’s group made possible high-level programming lan- 
guages and most of the advances in software of the 
following 50 years. Subsequently, computers with stored 
programs became known as von Neumann machines. 
One problem that the stored-program idea solved was the 

need for rapid access to instructions. ENIAC had used 
plugboards, which had the advantage of enabling the in- 
structions to be read in electronically, rather than by much 
slower mechanical card readers, but it also had the disad- 
vantage of making ENIAC very hard to program. But if 
the instructions could be stored in the same electronic 
memory that held the data, they could be accessed as 
quickly as needed. One immediately obvious consequence 
was that EDVAC would need a lot more memory than 

ENIAC. 
The first stored-program machines. Engineers in Britain 

beat the Americans to the goal of building the first stored- 
program digital computer. At the University of Manches- 
ter, Frederic C. Williams and Tom Kilburn built a simple 
stored-program computer, known as the Baby, in 1948. 
This was built to test their invention of a way to store in- 
formation on a cathode-ray tube that enabled direct access 
(in contrast to the mercury delay line’s sequential access) 
to stored information. Although faster than Eckert’s stor- 
age method, it proved somewhat unreliable. Nevertheless, 
it became the preferred storage method for most of the 
early computers worldwide that were not already commit- 

ted to mercury delay lines. 
By 1949 Williams and Kilburn had extended the Baby to 

a full-size computer, the Manchester Mark I. This had two 
major new features that were to become computer stan- 
dards, a two-level store and instruction modification regis- 
ters (which soon evolved into index registers). A magnetic 
drum was added to provide a random-access secondary 
storage device. Until machines were fitted with index reg- 
isters, every instruction that referred to an address that var- 
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Mark | computer, c. 1950. 
Reprinted with permission of the Department of Computer Science, University of Manchester 

ied as the program ran—e.g., an array element—had to be 
preceded by instructions to alter its address to the current 
required value. Four months after the Baby first worked, 

the British government contracted the electronics firm of 
Ferranti to build a production computer based on the 
prospective Manchester Mark I. This became the Ferranti 

Mark I—the first commercial machine—of which nine 

were sold. 
At the University of Cambridge, meanwhile, Maurice 

Wilkes and others built what is recognized as the first full- 
size stored-program computer to provide a formal com- 
puting service for users. The Electronic Delay Storage 
Automatic Calculator (EDSAC) was built on von Neu- 
mann’s principles and, like the Manchester Mark I, be- 
came operational in 1949. Wilkes built the machine chiefly 
to study programming issues, which he realized would be- 
come as important as the hardware details. 
Whirlwind. New hardware continued to be invented, 

though. In the United States, Jay Forrester of MIT and Jan 
Aleksander Rajchman of the Radio Corporation of Amer- 
ica came up with a new kind of memory based on mag- 
netic cores that was fast enough to enable MIT to build the 
first real-time computer, Whirlwind. A real-time comput- 

er is one that can respond seemingly instantly to basic in- 
structions, thus allowing an operator to interact with a 
“running” computer. 

UNIVAC 

After leaving the Moore School, Eckert and Mauchly 
struggled to obtain capital to build their latest design, a 
computer they called the Universal Automatic Computer, 
or UNIVAC. The partners delivered the first UNIVAC to 
the U.S. Bureau of the Census in March 1951, although 
their company, their patents, and their talents had been ac- 
quired by Remington Rand, Inc., in 1950. Although it 
owed something to experience with ENIAC, UNIVAC was 
built from the start as a stored-program computer, so it was 

really different architecturally. It used an operator key- 
board and console typewriter for input and magnetic tape 
for all other input and output. Printed output was record- 

ed on tape and then printed by a separate tape printer. 
The UNIVAC I was designed as a commercial data-pro- 

cessing computer, intended to replace the punched-card 
accounting machines of the day. It could read 7,200 deci- 
mal digits per second (it did not use binary numbers), mak- 
ing it by far the fastest business machine yet built. Its use 
of Eckert’s mercury delay lines greatly reduced the number 
of vacuum tubes needed (to 5,000), thus enabling the main 
processor to occupy a “mere” 14.5 feet by 7.5 feet by 9 feet. 
It was a true business machine, signaling the convergence 
of academic computational research with the office au- 
tomation trend of the late 19th and early 20th centuries. 
As such, it ushered in the era of “Big Iron,” or large, mass- 

produced computing equipment. 
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A snapshot of computer development in the early 1950s 
would show a number of companies and laboratories in 

competition—technological competition and increasingly 
earnest business competition—to produce the few comput- 

ers then demanded for scientific research. Several comput- 

er-building projects had been launched immediately after 
the end of World War IJ, primarily in the United States and 
Britain. These projects were inspired chiefly by a 1946 doc- 

ument produced by a group working under the direction of 
mathematician John von Neumann of the Institute for Ad- 
vanced Study at Princeton University. The IAS paper, as 

von Neumann’s document became known, articulated the 
concept of the stored program—perhaps the single largest 

innovation in the history of the computer. Most computers 

built in the years following the paper’s distribution were de- 
signed according to its plan, yet by 1950 there were still 

only a handful of working stored-program computers. 

Business use at this time was marginal because the ma- 
chines were so hard to use. Although computer makers 

such as Remington Rand, Burroughs, and IBM had begun 
building machines to the IAS specifications, it was not 

until 1954 that a real market for business computers began 
to emerge. The IBM 650, delivered at the end of 1954 for 

colleges and businesses, was a decimal implementation of 

the IAS design. With this low-cost magnetic drum com- 
puter, which sold for about $200,000 apiece (compared 
with about $1,000,000 for the scientific model, the IBM 
701), IBM had a hit, eventually selling about 1,800 of 

them. In addition, by offering universities that taught 
computer science courses around the IBM 650 an aca- 
demic discount program, IBM established a cadre of engi- 
neers and programmers for their machines. 
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An IBM 650 computer system, c. 1954. Relatively inexpensive, 
compact, and easy to operate, the IBM 650 quickly became 
the most widely used computer for business applications. 

A snapshot of the era would also show what could be 
called the sociology of computing. The actual use of com- 
puters was restricted to a small group of trained experts, 
and there was resistance to the idea that this group should 
be expanded by making the machines easier to use. Ma- 
chine time was expensive, more expensive than the time of 
the mathematicians and scientists who needed to use the 
machines, and computers could process only one problem 

at a time. As a result, the machines were in a sense held in 
higher regard than the scientists. If a task could be done by 
a person, it was thought that the machine’s time should not 
be wasted with it. The public’s perception of computers 
was not positive either. If motion pictures of the time can 
be used as a guide, the popular image was of a room-filling 
brain attended by white-coated technicians, mysterious 
and somewhat frightening—about to eliminate jobs 
through automation. 

Yet the machines of the early 1950s were not much more 
capable than Babbage’s designs, of the 1830s. Although in 
principle these were general-purpose computers, they were 

still largely restricted to doing math problems. They often 

lacked the means to perform logical operations, and they 

had little text-handling capability—for example, lower- 
case letters were not even representable in the machines, 

even if there had been devices capable of printing them. 
These machines could be operated only by experts, and 

preparing a problem for computation took a long time. 

With only one person at a time able to use a machine, 
major bottlenecks were created. 

In sum, the machines were expensive and the market was 

still small. To be useful in a broader business market, or 

even in a broader scientific market, computers would need 
application programs: word processors, database programs, 

and so on. These applications in turn would require pro- 
gramming languages in which to write them and operating 
systems to manage them. 

PROGRAMMING LANGUAGES 

Early computer language development. Machine lan- 
guage. One implication of the stored-program model was 
that programs could read and operate on other programs 

as data; that is, they would be capable of self-modification. 

One of the very first employments of self-modification was 
for computer language translation, “language” here refer- 
ring to the instructions that make the machine work. Al- 
though the earliest machines worked by flipping switches, 
the stored-program machines were driven by stored coded 
instructions, and the conventions for encoding these in- 
structions were referred to as the machine’s language. 
The vocabulary and rules of syntax of machine language 

tend to be highly detailed and very far from the natural or 
mathematical language in which problems are normally 
formulated. The desirability of automating the translation 
of problems into machine language was immediately evi- 
dent to users, who either had to become computer experts 
and programmers themselves in order to use the machines 
or had to rely on experts and programmers who might not 
fully understand the problems they were translating. Auto- 
matic translation from pure mathematics, or some other 
“high-level language,” to machine language was therefore 
necessary before computers would be useful to a broader 
class of users. 
The IAS model guaranteed that the stored-program com- 

puter would have the power to serve as its own coding ma- 

chine. The translator program, written in machine 
language and running on the computer, would be fed the 
target program as data, and it would output machine-lan- 
guage instructions. This plan was altogether feasible, but 
the cost of the machines was so great that it was not seen 

as cost-effective to use them for anything that a human 
could do—including program translation. 
Two forces, in fact, argued against the early development 

of high-level computer languages. One was skepticism that 
anyone outside the “priesthood” of computer operators 

could or would use computers directly. Consequently, 
early computer-makers saw no need to make them more 
accessible to people who would not use them anyway. A 
second reason was efficiency. Any translation process 
would necessarily add to the computing time necessary to 
solve a problem, and mathematicians and operators were 
far cheaper by the hour than computers. 
Interpreters. High-level languages (HLL) for writing 
computer code were attempted right from the start of the 
stored-program era in the late 1940s. Shortcode was the 
first such language. Suggested by John Mauchly in 1949, it 
was implemented by William Schmitt for the BINAC com- 
puter in that year and for UNIVAC in 1950. Shortcode 
went through multiple steps: first it converted the alpha- 
betic statements of the language to numeric codes, and 
then it translated these numeric codes into machine lan- 
guage. It was an interpreter, meaning that it translated 
HLL statements and executed, or performed, them one at 
a time—a slow process. Because of their slow execution, 
interpreters are now rarely used outside of program devel- 
opment, where they may help a programmer to locate er- 
rors quickly. 
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Compilers. An alternative to this approach is what is 
now known as compilation. In compilation, the entire 

HLL program is converted to machine language and stored 
for later execution. Although translation may take many 
hours, or even days, once the translated program is stored 

it can be recalled anytime in the form of a fast-executing 
machine-language program. 

In 1952 Heinz Rutishauser wrote an influential paper in 
which he laid down the foundations of compiler construc- 

tion and described two proposed compilers. Rutishauser 

was later involved in creating one of the most carefully de- 
fined programming languages of this early era, ALGOL. 
Then, in September 1952, Alick Glennie, a student at the 

University of Manchester, England, created the first of sev- 
eral programs called Autocode for the Manchester Mark I. 

Autocode was the first compiler. Glennie’s compiler had 
little influence, however. When J. Halcombe Laning creat- 

ed a compiler for the Whirlwind computer at MIT two 

years later, he met with similar lack of interest. Both com- 
pilers had the fatal drawback of producing code that ran 

slower (10 times slower, in the case of Laning’s) than code 

handwritten in machine language. 
FORTRAN, COBOL, and ALGOL. Grace Murray 

Hopper. While the high cost of computer resources placed 
a premium on fast hand-coded machine-language pro- 
grams, one individual worked tirelessly to promote high- 
level programming languages and their associated 
compilers. Grace Murray Hopper programmed the Mark I 
under the direction of Aiken. After World War II she 
joined Eckert and Mauchly at their new company and, 
among other things, wrote compiler software for BINAC 
and the UNIVAC systems. Throughout the 1950s Hopper 
campaigned earnestly for high-level languages across the 

United States. Such urging found a receptive audience at 
IBM, where the management wanted to add computers to 
the company’s successful line of business machines. 

Smithsonian Institution 
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Grace Murray Hopper at the UNIVAC keyboard, c. 1960. 

IBM develops FORTRAN. In the early 1950s John 
Backus convinced his managers at IBM to let him put to- 
gether a team to design a language and write a compiler for 
it. He had a machine in mind: the IBM 704, which had 

built-in floating-point math operations. That the 704 used 
floating-point representation made it especially useful for 
scientific work, and Backus believed that a scientifically 
oriented programming language would make the machine 
even more attractive. Still, he understood the resistance to 
anything that slowed a machine down, and he set out to 
produce a language and a compiler that would produce 
code that ran virtually as fast as hand-coded machine lan- 
guage—and at the same time made the program-writing 
process a lot easier. By 1954 Backus and a team of pro- 
grammers had designed the language, which they called 
FORTRAN. Programs written in FORTRAN looked a lot 
more like mathematics than machine instructions. The 
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compiler was written, and the language was released with 

a professional-looking typeset manual in 1957. 

FORTRAN took another step toward making program- 
ming more accessible by allowing comments in the pro- 

grams. The ability to insert annotations, marked to be 
ignored by the translator program but readable by a 

human, meant that a well-annotated program could be 

read in a certain sense by people with no programming 

knowledge at all. For the first time a nonprogrammer 

could get an idea what a program did—or at least what it 

was intended to do—by reading the code. It was an obvi- 

ous but powerful step in opening up computers to a wider 

audience. FORTRAN has continued to evolve, and it re- 
tains a large user base in academia and among scientists. 

COBOL. Around the time that Backus and his team in- 
vented FORTRAN, Hopper’s group at UNIVAC were de- 
veloping Flow-matic, which used a more English-like 

syntax and vocabulary. Flow-matic led to COBOL (Com- 

mon Business-Oriented Language) in 1959. COBOL was 

explicitly a business programming language with a very 

verbose English-like style. It became central to the wide ac- 
ceptance of computers by business after 1959. 

ALGOL. During the late 1950s a multitude of program- 
ming languages appeared. This proliferation of incompati- 

ble specialized languages spurred an interest in North 
America and Europe to create a single “second-generation” 
language. A transatlantic committee soon formed to deter- 
mine specifications for ALGOL, as the new language 
would be called. Backus, on the American side, and Heinz 
Rutishauser, on the European side, were among the most 

influential committee members. 
Although ALGOL introduced some important language 

ideas, it was not a commercial success. Customers pre- 

ferred a known specialized language, such as FORTRAN 
or COBOL, to an unknown general-programming lan- 
guage. Only Pascal, a scientific programming-language off- 

shoot of ALGOL, survives. 

OPERATING SYSTEMS 

Control programs. In order to make the early computers 

truly useful and efficient, two major innovations in soft- 
ware were needed. One was high-level programming lan- 
guages. The other was control. Today the system-wide 
control functions of a computer are generally subsumed 
under the term operating system, or OS. An operating sys- 
tem handles the behind-the-scenes activities of a comput- 
er, such as orchestrating the transitions from one program 
to another and managing access to disk storage and pe- 
ripheral devices. 
The need for a supervisor program was quickly recog- 

nized, but the design requirements for such a program 
were daunting. The supervisor program would have to run 
in parallel with an application program somehow, monitor 
its actions in some way, and seize control when necessary. 
Moreover, the essential—and difficult—feature of even a 
rudimentary supervisor program was the interrupt facility. 
It had to be able to stop a running program when neces- 
sary but save the state of the program and all registers so 
that after the interruption was over the program could be 
restarted from where it left off. The first computer with a 

true interrupt system was the UNIVAC 1103A, which had 
a single interrupt triggered by one fixed condition. 
However, it was IBM that created, and dominated, a mar- 

ket for business computers. IBM established its primacy 
primarily through one invention: the IBM 360 operating 
system. 
The IBM 360. IBM had been selling business machines 

since early in the century and had built Aiken’s computer 
to his architectural specifications. But the company had 
been slow to implement the stored-program digital com- 
puter architecture of the early 1950s. It did develop the 

IBM 650, a decimal implementation of the IAS plan—and 
the first computer to sell more than 1,000 units. 
The invention of the transistor in 1947 led IBM, in the 

late 1950s, to reengineer its early machines from electro- 
mechanical or vacuum tube to transistor technology. 
These transistorized machines are commonly referred to as 

second-generation computers. Two IBM inventions, the 
magnetic disk and the high-speed chain printer, led to an 
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expansion of the market and to the unprecedented sale of 

12,000 computers of one model: the IBM 1401. The chain 

printer required a lot of magnetic core memory, and IBM 

engineers packaged up the printer support, core memory, 

and disk support into the 1401, one of the first computers 

to use this solid-state technology. 

IBM had several lines of computers developed by inde- 

pendent groups of engineers within the company: a scien- 
tific-technical line, a commercial data-processing line, an 

accounting line, a decimal machine line, and a line of su- 

percomputers. Each line had a distinct hardware-depend- 

ent operating system, and each required separate 
development and maintenance of its associated application 

software. In the early 1960s IBM began designing a ma- 

chine that would take the best of all these disparate lines, 
add some new technology and new ideas, and replace all of 
the company’s computers with one single line, the 360. At 

an estimated development cost of $5 billion, IBM literally 

bet the company’s future on this new architecture. 
Smithsonian Institution 

An IBM 360 computer, c. 1965. All machines in IBM’s 360 line 
employed the same operating system, contributing to a flexibili- 
ty that made it the definitive business computer of the 1960s. 

The 360 was in fact an architecture, not a single machine. 
Designers G.M. Amdahl, F.P. Brooks, and G.A. Blaauw 
explicitly separated the 360 architecture from its imple- 
mentation details. The 360 architecture was intended to 
span a wide range of machine implementations and multi- 
ple generations of machines. The first 360 models were hy- 
brid transistor-integrated circuit machines. Integrated 
circuit computers are commonly referred to as third-gen- 
eration computers. Key to the architecture was the operat- 

ing system. OS/360 ran on all machines built to the 360 
architecture—initially six machines spanning a wide range 
of performance characteristics and later many more ma- 
chines. It had a shielded supervisory system, and it re- 

served certain operations as privileged in that they could be 
performed only by the supervisor program. 
The first IBM 360 computers were delivered in 1965. The 

360 architecture represented a continental divide in the rel- 
ative importance of hardware and software. After the 360, 
computers were defined by their operating systems. The 
market, on the other hand, was defined by IBM. In the late 
1950s and into the 1960s, it was common to refer to the 
computer industry as “IBM and the Seven Dwarfs,” a ref- 
erence to the relatively diminutive market share of its near- 
est rivals, Sperry Rand (UNIVAC), Control Data 
Corporation (CDC), Honeywell, Burroughs, General Elec- 
tric (GE), RCA, and National Cash Register (NCR). Dur- 
ing this time, IBM had some 60-70 percent of all computer 
sales. The 360 did nothing to lessen the giant’s dominance, 
and, when the market did open up somewhat, it was not 
due to the efforts of, nor was it in favour of, the dwarfs. 

TIME-SHARING AND MINICOMPUTERS 

Time-sharing from Project MAC to UNIX. In 1959 
Christopher Strachey in Britain and John McCarthy in the 

United States independently described something they 
called time-sharing. Meanwhile, computer pioneer J.C.R. 

Licklider at MIT began to promote the idea of interactive 
computing as an alternative to batch processing. Batch 
processing was the normal mode of operating computers at 

the time: a user handed a deck of punched cards to an op- 

erator, who fed them to the machine, and an hour or more 

later the printed output would be made available for pick- 
up. Licklider’s notion of interactive programming involved 
typing on a teletype or other keyboard and getting more or 

less immediate feedback from the computer on the tele- 

type’s printer mechanism or some other output device. 

This was how the Whirlwind computer had been operated 

at MIT in 1950, and it was essentially what Strachey and 
McCarthy had in mind at the end of the decade. 
By November 1961 a prototype time-sharing system had 

been produced and tested. It was built by Fernando Cor- 
bato and Robert Jano at MIT, and it connected an IBM 
709 computer with three users typing away at IBM Flex- 

owriters. This was only a prototype for a more elaborate 
time-sharing system that Corbato was working on called 

Compatible Time-Sharing System, or CTSS. Still, Corbato 
was waiting for the appropriate technology to build that 

system. It was clear that electromechanical and vacuum 

tube technologies would not be adequate for the computa- 
tional demands that time-sharing would place on the ma- 
chines. Fast transistor-based computers were needed. 

In the meantime, Licklider had been placed in charge of 
a U.S. government program called the Advanced Research 
Projects Agency (ARPA), created in response to the launch 

of the Sputnik satellite by the Soviet Union in 1957. ARPA 
researched interesting technological areas, and under Lick- 
lider’s leadership it focused on time-sharing and interactive 
computing. With ARPA support, CTSS evolved into Pro- 
ject MAC, which went online in 1963. Project MAC was 
only the beginning. Other similar time-sharing projects fol- 
lowed rapidly at various research institutions, and some 
commercial products began to be released that also were 
called interactive or time-sharing. 
Time-sharing represented a different interaction model, 

and it needed a new programming language to support it. 
Researchers created several such languages, most notably 
BASIC (Beginner’s All-Purpose Symbolic Instruction 

Code), which was invented in 1964 at Dartmouth College, 
Hanover, New Hampshire, by John Kemeny and Thomas 
Kurtz. BASIC had features that made it ideal for time- 
sharing, and it was easy enough to be used by its target au- 
dience: college students. Kemeny and Kurtz wanted to 
open computers to a broader group of users and deliber- 
ately designed BASIC with that goal in mind. 
Time-sharing also called for a new kind of operating sys- 

tem. Researchers at AT&T and GE tackled the problem 

with funding from ARPA via Project MAC and an ambi- 
tious plan to implement time-sharing on a new computer 
with a new time-sharing-oriented operating system. AT&T 
dropped out after the project was well under way, but GE 
went ahead, and the result was the Multics operating sys- 
tem running on the GE 645 computer. GE 645 exempli- 
fied the time-shared computer in 1965, and Multics was 
the model of a time-sharing operating system, built to run 
continuously. When AT&T dropped out of the project and 
removed the GE machines from its laboratories, re- 
searchers at AT&T’s high-tech research arm, Bell Labora- 
tories, were upset. They felt they needed time-sharing for 
their work, and so two Bell Labs workers, Ken Thompson 
and Dennis Ritchie, wrote their own operating system. 
Since the operating system was inspired by Multics but 
would initially be somewhat simpler, they called it UNIX. 
UNIX embodied, among other innovations, the notion of 

pipes. Pipes allowed a user to pass the results of one pro- 
gram to another program for use as input. This led to a 
style of programming in which small, targeted, single-func- 
tion programs were joined together to achieve a more com- 
plicated goal. Perhaps the most influential aspect of UNIX, 
though, was that Bell Labs distributed the source code (the 
uncompiled, human-readable form of the code that made 
up the operating system) freely to colleges and universi- 
ties—but made no offer to support it. The freely distrib- 
uted source code led to a rapid, and somewhat divergent, 
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evolution of UNIX. Whereas initial support was attracted 

by its free availability, its robust multitasking and well- 
developed network security features have continued to 
make it the most common operating system for academic 
institutions and World Wide Web servers. 
Minicomputers. Around 1965, roughly coterminous 

with the development of time-sharing, a new kind of com- 
puter came on the scene. Small and relatively cheap (typi- 
cally Yio the cost of the Big Iron machines), the new 
machines were stored-program computers with all the gen- 
erality of the computers then in use but stripped down. 

The new machines were called minicomputers. (About the 
same time, the larger traditional computers began to be 
called mainframes.) Minicomputers were designed for easy 

connection to scientific instruments and other input/out- 
put devices, had a simplified architecture, were imple- 
mented using fast transistors, and were typically 
programmed in assembly language with little support for 

high-level languages. 
The market for minicomputers evolved over time, but it 

was scientific laboratories that created the category. It was 
an essentially untapped market, and those manufacturers 

who established an early foothold dominated it. Only one 
of the mainframe manufacturers, Honeywell, was able to 

break into the minicomputer market in any significant 
way. The other main minicomputer players, such as Digi- 
tal Equipment Corp. (DEC), Data General Corp., Hewlett- 
Packard Company, and Texas Instruments Incorporated, 
all came from fields outside mainframe computing, fre- 
quently from the field of electronic test equipment. The 
failure of the mainframe companies to gain a foothold in 
the field may have stemmed from their failure to recognize 
that minis were distinct in important ways from their 

smaller computers. 

The first minicomputer, although it was not recognized as 
such at the time, may have been the MIT Whirlwind in 
1950. It was designed for instrument control and had 
many, although not all, of the features of later minis. DEC, 
founded in 1957 by Kenneth Olsen and Harlan Anderson, 
produced one of the first minicomputers, the Programmed 
Data Processor, or PDP-1, in 1959. At a price of $120,000, 
the PDP-1 sold for a fraction of the cost of mainframe 
computers, albeit with vastly more limited capabilities. But 
it was the PDP-8, using the recently invented integrated 
circuit (a set of interconnected transistors and resistors on 

a single silicon wafer, or chip) and selling for around 

$20,000 (falling to $3,000 by the late 1970s), that was the 
first true mass-market minicomputer. The PDP-8 was re- 
leased in 1965, the same year as IBM’s first 360 machines. 
The PDP-8 was the prototypical mini. It was designed to 

be programmed in assembly language; it was easy, physi- 
cally, logically, and electrically, to attach a wide variety of 
input/output devices and scientific instruments to it; and 

it was architecturally stripped down with little support for 
programming—it even lacked multiplication and division 
operations in its initial release. 
Although the minis’ early growth was due to their use as 

scientific instrument controllers and data loggers, their 
compelling feature turned out to be their approachability. 

After years of standing in line to use machines through in- 
termediaries, scientists and researchers could now buy 
their own computer and run it themselves in their own 

laboratories. 
The minicomputer revolution lasted about a decade. By 
1975 it was coming to a close, but not because minis were 
becoming less attractive. The mini was about to be eclipsed 
by another technology: the new integrated circuits, which 
would soon be used to build the smallest, most affordable 
computers to date. 

The personal computer revolution 

Before 1970, computers were big machines requiring thou- 
sands of separate transistors. They were operated by spe- 
cialized technicians, who were often dressed in white lab 
coats and commonly referred to as a computer priesthood. 
The machines were expensive and difficult to use. Few 
people came in direct contact with them, not even their 
programmers. The typical interaction was as follows: a pro- 
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grammer coded instructions and data on preformatted 
paper, a keypunch operator transferred the data onto 

punch cards, a computer operator fed the cards into a card 
reader, and, finally, the computer executed the instructions 

or stored the cards’ information for later processing. Ad- 
vanced installations might allow users limited interaction 
with the computer more directly, but still remotely, via 
time-sharing through the use of cathode-ray tube terminals 
or teletype machines. 
At the beginning of the 1970s there were essentially two 

types of computers. There were room-sized mainframes, 
costing hundreds of thousands of dollars, that were built 
one at a time by companies such as IBM and CDC. There 
also were smaller, cheaper, mass-produced minicomputers, 

costing tens of thousands of dollars, that were built by a 
handful of companies, such as DEC and Hewlett-Packard, 

for scientific laboratories and businesses. 
Still, most people had no direct contact with either type 

of computer, and the machines were popularly viewed as 

impersonal giant brains that threatened to eliminate jobs 
through automation. The idea that anyone would have his 
or her own desktop computer was generally regarded as 
far-fetched. Nevertheless, with advances in integrated cir- 
cuit technology, the necessary building blocks for desktop 
computing began to emerge in the early 1970s. 

THE MICROPROCESSOR 

Integrated circuits. William Shockley, a coinventor of 
the transistor, started Shockley Semiconductor Laborato- 
ries in 1955 in his hometown of Palo Alto, California. In 

1957 his eight top researchers left to form Fairchild Semi- 
conductor Company, funded by Fairchild Camera and In- 
strument Company. Along with Hewlett-Packard, another 
Palo Alto firm, Fairchild Semiconductor was the seed of 
what would become known as “Silicon Valley.” Histori- 

cally, Fairchild will always deserve recognition as one of 
the most important semiconductor companies, having 
served as the training ground for most of the entrepreneurs 
who went on to start their own computer companies in the 

1960s and early 1970s. 
From the mid-1960s into the early ’70s, Fairchild and 

Texas Instruments Corporation were the leading manufac- 
turers of integrated circuits (ICs) and were continually in- 
creasing the number of electronic components embedded 
in a single silicon wafer, or chip. As the number of com- 
ponents escalated into the thousands, these chips began to 
be referred to as large-scale integration chips, and comput- 

ers using them are sometimes called fourth-generation 
computers. The invention of the microprocessor was the 
culmination of this trend. 
Although computers were still rare, calculators were 
common and accepted in offices. With advances in semi- 

conductor technology, a market was emerging for sophis- 
ticated electronic desktop calculators. It was, in fact, a 

calculator project that turned into a milestone in the his- 
tory of computer technology. 
The Intel 4004. Intel Corporation was one of several 
semiconductor companies to emerge in Silicon Valley, 
having spun off from Fairchild Semiconductor. Intel’s 
president, Robert Noyce, while at Fairchild, had invented 
planar integrated circuits, a process in which the wiring 
was directly embedded in the silicon along with the elec- 
tronic components at the manufacturing stage. Intel had 
planned on focusing its business on memory chips, but a 
1969 request from a Japanese company, Busicom, to de- 
sign a custom chip for a calculator turned out to be a most 
valuable diversion. While specialized chips were effective 
at their given task, their small market made them expen- 
sive. Three Intel engineers—Federico Faggin, Marcian 
(“Ted”) Hoff, and Stan Mazor—considered the request 
and proposed a more versatile design. 
Hoff had experience with minicomputers, which could do 

anything the calculator could do and more. He rebelled at 
building a special-purpose device when the technology ex- 
isted to build a general-purpose one. The general-purpose 
device he had in mind, however, would be a lot like a 
computer, and at that time computers intimidated people 
while calculators did not. Moreover, there was a clear and 
large market for calculators and a limited one for comput- 
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ers—and, after all, the customer had commissioned a cal- 

culator chip. Nevertheless, Hoff prevailed, and Intel pro- 

posed a design that was functionally very similar to a 

minicomputer. In addition to performing the input/output 

functions that most ICs carried out, the design would form 
the instructions for the IC and would help to control, send, 

and receive signals from other chips and devices. A set of 

instructions was stored in memory, and the chip could 

read them and respond to them. The device would thus do 

everything that Busicom wanted, but it would do a lot 
more: it was the essence of a general-purpose computer. 
There was little obvious demand for such a device, but the 

Intel team, understanding the drawbacks of special-pur- 

pose ICs, sensed that it was an economical device that 
would, somehow, find a market. 

Intel decided to go forward with the design and named 
the chip the 4004, which referred to the number of features 
and transistors that it contained. These included memory, 

input/output, control, and arithmetical/logical capacities. 

It came to be called a microprocessor or microcomputer. 

It is this chip that is referred to as the brain of the person- 
al, desktop computer—the central processing unit, or 

CPU. Busicom eventually sold over 100,000 calculators 

powered by the 4004. Busicom later also accepted a one- 

time payment of $60,000 that gave Intel exclusive rights to 
the 4004 design, and Intel began marketing the chip to 
other manufacturers in 1971. 

The 4004 had significant limitations. As a 4-bit processor 
it was only capable of 24, or 16, distinct combinations, or 
“words.” To distinguish the 26 letters of the alphabet and 
up to six punctuation symbols, the computer had to com- 
bine two four-bit words. Nevertheless, the 4004 achieved a 
level of fame when Intel found a high-profile customer for 

it: it was used on the Pioneer 10 space probe, launched on 
March 2, 1972. 

It became a little easier to see the potential of micro- 

processors when Intel introduced an 8-bit processor, the 
8008, in November 1972. In 1972 Intel was still a small 

company, albeit with two new and revolutionary products. 
But no one—certainly not their inventors—had figured 
out exactly what to do with Intel’s microprocessors. 

THE MICROCOMPUTER 

The Altair. The advent of the microprocessor did not in- 
spire IBM or any other large company to begin producing 
personal computers. Instead, the new generation of micro- 
computers, or personal computers, emerged from the minds 
and passions of electronics hobbyists and entrepreneurs. 
The frustration felt by engineers and electronics hobbyists 
who wanted easier access to computers was expressed in ar- 
ticles in the electronics magazines in the early 1970s. 
Micro Instrumentation Telemetry Systems (MITS) had 

started out selling radio transmitters for model airplanes in 
1968 and expanded into the kit calculator business in the 
early 1970s. By 1974, in need of a new product, MITS 
came up with the idea of selling a computer kit. The kit, 
containing all of the components necessary to build an Al- 
tair computer, sold for $397, barely more than the list cost 
of the Intel 8080 microprocessor that it used. A January 
1975 cover article in Popular Electronics generated hun- 
dreds of orders for the kit. The machines, especially the 
early ones, had only limited reliability. To make them 
work required many hours of assembly by an electronics 
expert. When assembled, Altairs were blue, box-shaped 
machines that measured 17 inches by 18 inches by 7 inch- 
es. The only way to input programs was by setting switch- 
es on the front panel for each instruction, step-by-step. A 
pattern of flashing lights on the front panel indicated the 
results of a program. Just getting the Altair to blink its 
lights represented an accomplishment. 
The Altair hardly represented a singular revolutionary in- 

vention, along the lines of the transistor, but it did en- 
courage sweeping change, giving hobbyists the confidence 
to take the next step. 
The hobby market expands. Some entrepreneurs, partic- 

ularly in the San Francisco Bay area, saw opportunities to 
build add-on devices, or peripherals, for the Altair; others 
decided to design competitive hardware products. Because 
different machines might use different data paths, or buses, 

peripherals built for one computer might not work with 

another computer. This led the emerging industry to peti- 
tion the Institute for Electrical and Electronics Engineers 
to select a standard bus. The resulting standard, the S-100 

bus, was open for all to use and became ubiquitous among 

early personal computers. Standardizing on a common bus 
helped to expand the market for early peripheral manu- 

facturers, spurred the development of new devices, and re- 

lieved computer manufacturers of the onerous need to 
develop their own proprietary peripherals. 

These early microcomputer companies took the first steps 
toward building a personal computer industry, but most of 
them eventually collapsed, unable to build enough reliable 
machines or to offer sufficient customer support. In gener- 
al, most of the early companies lacked the proper balance 
of engineers, entrepreneurs, capital, and marketing experi- 

ence. But perhaps even more significant was a dearth of 
software that could make personal computers useful to a 
larger, non-hobbyist market. 

Early microcomputer software. The first programs de- 

veloped for the hobbyists’ microcomputers were games. 
Most of these were text-based adventure or role-playing 

games. One company created the game Micro Chess and 
used the profits to fund the development of an important 

program called VisiCalc, the industry’s first spreadsheet 
software. These games, in addition to demonstrating some 
of the microcomputer’s capabilities, helped to convince or- 
dinary individuals, in particular small-business owners, 
that they could operate a computer. 

As was the case with large computers, the creation of ap- 

plication software for the machines waited for the devel- 

opment of programming languages and operating systems. 
Gary Kildall developed the first operating system for a mi- 
crocomputer as part of a project he contracted with Intel 
several years before the release of the Altair. Kildall real- 
ized that a computer had to be able to handle storage de- 
vices such as disk drives, and for this purpose he developed 
an operating system called CP/M. Kildall’s company, Dig- 
ital Research, became one of the first software giants as 
most early microcomputer companies choose CP/M. 
High-level languages were also needed in order for pro- 

grammers to develop applications. Childhood friends 
William (“Bill”) Gates and Paul Allen realized this almost 
immediately. When the Altair came out, Allen quit his job, 
and Gates dropped out of Harvard University in order to 
create a version of the programming language BASIC that 
could run on the new computer. They licensed their ver- 
sion of BASIC to MITS and started calling their partner- 
ship Microsoft. The Microsoft Corporation went on to 
develop versions of BASIC for nearly every computer that 
was released. 

THE PERSONAL COMPUTER 

Commodore and Tandy enter the field. In late 1976 
Commodore Business Machines, an established electronics 
firm that had been active in producing electronic calcula- 
tors, bought a small hobby-computer company named 
MOS Technology. For the first time, an established com- 
pany with extensive distribution channels would be selling 
a microcomputer. 
The next year, another established company entered the 
microcomputer market. Tandy Corporation, best known 
for its chain of Radio Shack stores, had followed the de- 
velopment of MITS and decided to enter the market with 
its own TRS-80 microcomputer, which came with 4 kilo- 
bytes of memory, a Z80 microprocessor, a BASIC pro- 
gramming language, and cassettes for data storage. To cut 
costs, the machine was built without the ability to type 
lower-case letters. Thanks to Tandy’s chain of stores and 
the breakthrough price ($399 fully assembled and tested), 
the machine was successful enough to convince the com- 
pany to introduce a more powerful computer two years 
later, the TRS-80 Model II, which could reasonably be 
marketed as a small-business computer. Tandy started sell- 
ing its computers in greater volumes than most of the mi- 
crocomputer start-ups, except for one. 
Apple Computer. Like the founding of the early chip 

companies and the invention of the microprocessor, the 
story of Apple Computer is a key part of Silicon Valley 
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folklore. Two whiz kids, Stephen G. Wozniak and Steven 

P. Jobs, shared an interest in electronics. Wozniak was an 

early and regular participant at Homebrew Computer Club 

meetings, which Jobs also occasionally attended. Wozniak 

purchased one of the early microprocessors, the Mostek 
6502 (made by MOS Technology), and used it to design a 
computer. When Hewlett-Packard, where he had an in- 
ternship, declined to build his design, he shared his 
progress at a Homebrew meeting, where Jobs suggested 

that they could sell it together. Their initial plans were 
modest. Jobs figured that they could sell it for $50, twice 
what the parts cost them, and that they could sell hundreds 

of them to hobbyists. The product was actually only a 
printed circuit board. It lacked a case, a keyboard, and a 
power supply. Jobs got an order for 50 of the machines 
from Paul Terrell, owner of one of the industry’s first com- 
puter retail stores and a frequent Homebrew attendee. To 

raise the capital to buy the parts they needed, Jobs sold his 
minibus and Wozniak his calculator. They met their 30- 
day deadline and continued production in Jobs’s parents’ 

garage. 

The Apple |. Steven Jobs (right) and Stephen Wozniak hold an 
Apple | board, c. 1976. 

After their initial success, Jobs sought out the kind of help 

that other industry pioneers had shunned. While he and 
Wozniak began work on the Apple IJ, he consulted with a 
venture capitalist and enlisted an advertising company to 
aid him in marketing. As a result, in late 1976 A.C. 
(“Mike”) Markkula, a retired semiconductor company ex- 
ecutive, helped write a business plan for Apple. lined up 
credit from a bank, and hired a serious businessman to run 
the venture. Apple was clearly taking a different path from 
its competitors. For instance, while Altair and the other 
microcomputer start-ups ran advertisements in technical 
journals, Apple ran an early colour ad in Playboy maga- 
zine. Its executive team lined up nationwide distributors. 
Apple made sure each of its subsequent products featured 
an elegant, consumer-style design. It also published well- 
written and carefully designed manuals to instruct con- 
sumers on the use of the machines. Other manuals 
explained all the technical details any third-party hardware 
or software company would have to know to build periph- 
erals. In addition, Apple quickly built well-engineered 

products that made the Apple II far more useful: a printer 
card, a serial card, a communications card, a memory 
card, and a floppy disk. This distinctive approach resonat- 
ed well in the marketplace. 
In 1980 the Apple III was introduced. For this new com- 

puter Apple designed a new operating system, though it 
also offered a capability known as emulation that allowed 
the machine to run the same software, albeit much slower, 
as the Apple II. After several months on the market the 
Apple III was recalled so that certain defects could be re- 
paired, but upon reintroduction to the marketplace it 
never achieved the success of its predecessor. Nevertheless, 
the flagship Apple II and successors in that line—the Apple 
II+, the Apple Ile, and the Apple Ilc—made Apple into the 
leading personal computer company in the world. In 1980 
it announced its first public stock offering, and its young 
founders became instant millionaires. 
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The graphical user interface. In 1982 Apple introduced 

its Lisa computer, a much more powerful computer with 

many innovations. The Lisa used a more advanced micro- 

processor, the Motorola 68000. It also had a different way 
of interacting with the user, called a graphical user inter- 
face (GUI). The GUI replaced the typed command lines 
common on previous computers with graphical icons on 
the screen that invoked actions when pointed to by a hand- 

held pointing device called the mouse. The Lisa was not 
successful, but Apple was already preparing a scaled-down, 
lower-cost version called the Macintosh. Introduced in 
1984, the Macintosh became wildly successful and, by 
making desktop computers easier to use, further popular- 
ized personal computers. 
The Lisa and the Macintosh popularized several ideas 

that originated at other research laboratories in Silicon 
Valley and elsewhere. These underlying intellectual ideas, 
centred around the potential impact that computers could 

have on people, had been nurtured first by Vannevar Bush 
in the 1940s and then by Douglas Engelbart. Like Bush, 
who inspired him, Engelbart was a visionary. As early as 
1963 he was predicting that the computer would eventual- 
ly become a tool to augment human intellect, and he 
specifically described many of the uses computers would 
have, such as word processing. In 1968, as a researcher at 
the Stanford Research Institute (SRI), Engelbart gave a re- 
markable demonstration of the “NLS” (oNLine System), 
which featured a keyboard and a mouse, a device he had 
invented that was used to select commands from a menu 
of choices shown on a display screen. The screen was di- 

vided into multiple windows, each able to display text—a 
single line or an entire document—or an image. Today, al- 
most every popular computer comes with a mouse and fea- 
tures a system that utilizes windows on the display. 
In the 1970s some of Engelbart’s colleagues left SRI for 

Xerox Corporation’s Palo Alto (California) Research Cen- 

ter (PARC). In the coming years, scientists at PARC pio- 
neered many new computer technologies. Xerox built a 
prototype computer with a GUI operating system called the 
Alto and eventually introduced a commercial version 
called the Xerox Star in 1981. Xerox’s efforts to market this 
computer were a failure, and the company withdrew from 
the market. Apple with its Lisa and Macintosh computers 

and then Microsoft with its Windows operating system im- 
itated the design of the Alto and Star systems in many ways. 
Two computer scientists at PARC, Alan Kay and Adele 

Goldberg, published a paper in the early 1970s describing 
a vision of a powerful and portable computer they dubbed 
the Dynabook. The prototypes of this machine were ex- 
pensive and resembled sewing machines, but the vision of 
the two researchers greatly influenced the evolution of 
products that today are dubbed notebook or laptop com- 
puters. 

Another researcher at PARC, Robert Metcalfe, developed 
a network system in 1973 that could transmit and receive 
data at three million bits a second, much faster than was 
generally thought possible at the time. Xerox did not see 
this as related to its core business of copiers, and it allowed 
Metcalfe to start his own company based on the system, 
called Ethernet. Ethernet eventually became the technical 
standard for connecting digital computers together in an 
office environment. PARC researchers used Ethernet to 
connect their Altos together and to share another inven- 
tion of theirs, the laser printer. PARC researchers came up 
with numerous innovations but left it to others to com- 
mercialize them. Today they are viewed as commonplace. 
IBM’s Personal Computer. The entry of IBM did more 

to legitimize personal computers than any event in the in- 
dustry’s history. By 1980 the personal computer field was 
starting to interest the large computer companies. Hewlett- 
Packard, which had earlier turned down Wozniak’s pro- 
posal to enter the personal computer field, was now ready, 

and in January 1980 it brought out its HP-85. Hewlett- 
Packard’s machine was more expensive ($3,250) than 
those of most competitors, and it used a cassette tape drive 
for storage while most companies were already using disk 
drives. Another problem was its closed architecture, which 
made it difficult for third parties to develop applications or 
software for it. 

Macintosh 

PARC 
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Open 

architec- 

ture 

Throughout its history IBM had shown a willingness to 

place bets on new technologies, such as the 360 architec- 
ture. Its long-term success was due largely to its ability to 
innovate and to adapt its business to technological change. 

IBM had also innovated new marketing techniques such as 

the unbundling of hardware, software, and computer serv- 
ices. So it was not a surprise that IBM would enter the 

fledgling but promising personal computer business. 

In fact, right from project conception, IBM took an intel- 
ligent approach to the personal computer field. It noticed 
that the market for personal computers was spreading rap- 

idly among both businesses and individuals. To move 
more rapidly than usual, IBM recruited a team of 12 engi- 

neers to build a prototype computer. Once the project was 

approved, IBM picked another small team of engineers to 

work on the project. Philip Estridge, manager of the proj- 
ect, owned an Apple II and appreciated its open architec- 

ture, which allowed for the easy development of add-on 
products. IBM contracted with other companies to pro- 

duce components for its computer and to base it on an 

open architecture that could be built with commercially 
available materials. With this plan, IBM avoided corporate 

bottlenecks and brought its computer to market in a year, 
more rapidly than competitors. Intel Corporation’s 16-bit 
8088 microprocessor was selected for the computer, and 

for software IBM turned to Microsoft Corporation. Until 

then the small software company had concentrated mostly 
on computer languages, but Gates and Allen found it im- 
possible to turn down this opportunity. They purchased a 
small operating system from another company and turned 

it into PC-DOS (or MS-DOS, or sometimes just DOS, for 
disk operating system), which quickly became the standard 

operating system for the IBM Personal Computer. IBM 
had first approached Digital Research to inquire about its 
CP/M operating system, but Digital’s executives balked at 
signing IBM’s nondisclosure agreement. Later IBM also of- 
fered a version of CP/M but priced it higher than DOS, 

sealing the fate of the operating system. In reality, DOS re- 
sembled CP/M in both function and appearance, and users 

of CP/M found it easy to convert to the new IBM ma- 
chines. 

IBM had the benefit of its own experience to know that 
software was needed to make a computer useful. In prepa- 
ration for the release of its computer, IBM contracted with 
several software companies to develop important applica- 
tions. From day one it made available a word processor, a 
spreadsheet program, and a series of business programs. 
IBM named its product the IBM Personal Computer, 

which quickly was shortened to the IBM PC. It was an im- 
mediate success, selling more than 500,000 units in its first 
two years. More powerful than other desktop computers at 
the time, it came with 16 kilobytes of memory (expandable 
to 256 kilobytes), one or two floppy disk drives, and an op- 
tional colour monitor. The giant company also took an un- 
likely but wise marketing approach by selling the IBM PC 
through computer dealers and in department stores, some- 
thing it had never done before. 

IBM’s entry into personal computers broadened the mar- 
ket and energized the industry. Software developers, aware 
of IBM’s immense resources and anticipating that the PC 
would be successful, set out to write programs for the com- 
puter. Even competitors benefited from the attention that 
IBM brought to the field, and, when they realized that they 
could build machines compatible with the IBM PC, the in- 
dustry rapidly changed. 

The market expands. PC clones. In 1982 a well-funded 
start-up firm called Compaq Computer Corporation came 
out with a portable computer that was compatible with the 
IBM PC. These first portables resembled sewing machines 
when they were closed and weighed about 28 pounds—at 
the time a true lightweight. Compatibility with the IBM PC 
meant that any software or peripherals, such as printers, 
developed for use with the IBM PC would also work on the 
Compaq portable. The machine caught IBM by surprise 
and was an immediate success. Compaq was not only suc- 
cessful but showed other firms how to compete with IBM. 
Quickly thereafter, many computer firms began offering 
“PC clones.” IBM’s decision to use off-the-shelf parts, 
which once seemed brilliant, had altered the company’s 

ability to control the computer industry as it always had 
with previous generations of technology. 
The change also hurt Apple, which found itself isolated as 

the only company not sharing in the standard PC design. 
Apple’s Macintosh was successful, but it could never hope 
to attract the customer base of all the companies building 

IBM PC compatibles. Eventually, software companies 
began to favour the PC makers with more of their devel- 
opment efforts, and Apple’s market share began to drop. 

Microsoft's Windows. In 1985 Microsoft came out with 

its Windows operating system, which gave PC compatibles 

some of the same capabilities as the Macintosh. Year after 

year, Microsoft refined and improved Windows so that 
Apple, which failed to come up with a significant new ad- 

vantage, lost its edge. IBM tried to establish yet another op- 
erating system, OS/2, but lost the battle to Gates’s 
company. In fact, Microsoft also had established itself as 

the leading provider of application software for the Mac- 
intosh. Thus Microsoft dominated not only the operating 
system and application software business for PC-compati- 
bles but also the application software business for the only 
nonstandard system with any sizable share of the desktop 
computer market. 

Workstation computers. While the personal computer 

market grew and matured, a variation on its theme grew 
out of university labs and began to threaten the minicom- 
puters for their market. The new machines were called 
workstations. They looked like personal computers, and 
they sat on a single desktop and were used by a single in- 
dividual just like personal computers, but they were dis- 
tinguished by being more powerful and expensive, by 
having more complex architectures that spread the com- 

putational load over more than one CPU chip, by usually 
running the UNIX operating system, and by being target- 
ed to scientists and engineers, software and chip designers, 
graphic artists, moviemakers, and others needing high per- 
formance. Workstations existed in a narrow niche be- 
tween the cheapest minicomputers and the most powerful 

personal computers, and each year they had to become 
more powerful, pushing at the minicomputers even as 
they were pushed at by the high-end personal computers. 
The most successful of the workstation manufacturers 
were Sun Microsystems, started by people involved in en- 
hancing the UNIX operating system, and, for a time, Sil- 
icon Graphics, which marketed machines for video and 
audio editing. 

The microcomputer market now included personal com- 
puters, software, peripheral devices, and workstations. 
Within two decades this market had surpassed the market 
for mainframes and minicomputers in sales and every 
other measure. As if to underscore such growth, in 1996, 

Silicon Graphics, a workstation manufacturer, bought the 
star of the supercomputer manufacturers, Cray Research, 
and began to develop supercomputers as a sideline. More- 
over, Compaq Computer Corporation—which had par- 

layed its success with portable PCs into a perennial 
position during the 1990s as the leading seller of micro- 
computers—bought the reigning king of the minicomput- 
er manufacturers, Digital Equipment Corporation (DEC). 
Compag announced that it intended to fold DEC technol- 
ogy into its own expanding product line and that the DEC 

brand name would be gradually phased out. Microcom- 
puters were not only outselling mainframes and minis, 
they were blotting them out. 

Living in cyberspace 

EMBEDDED SYSTEMS 

One can look at the development of the electronic com- 
puter as occurring in waves. The first large wave was the 
mainframe era, when many people had to share single ma- 
chines. In this view, the minicomputer era can be seen as 
a mere eddy in the larger wave, a development that al- 
lowed a favoured few to have greater contact with the big 
machines. Overall, the age of mainframes could be char- 
acterized by the expression “Many persons, one comput- 
ene 
The second wave of computing history was brought on by 

the personal computer, which in turn was made possible 

Sun 

Micro- 
systems 



PDAs 

by the invention of the microprocessor. The impact of per- 
sonal computers has been far greater than that of main- 
frames and minicomputers: their processing power has 
overtaken that of the minicomputers, and networks of per- 
sonal computers working together to solve problems can 

be the equal of the fastest supercomputers. The era of the 
personal computer can be described as the age of “One per- 

son, one computer.” 
Since the introduction of the first personal computer, the 

semiconductor business has grown into a $120 billion 
worldwide industry. However, this phenomenon is only 

partly ascribable to the general-purpose microprocessor, 
which accounts for about $23 billion in annual sales. The 
greatest growth in the semiconductor industry has oc- 
curred in the manufacture of special-purpose processors, 
controllers, and digital signal processors. These computer 
chips are increasingly being included, or embedded, in a 
vast array of consumer devices, including pagers, mobile 
telephones, automobiles, televisions, digital cameras, 
kitchen appliances, video games, and toys. This ongoing 
third wave may be characterized as “One person, many 

computers.” 

HANDHELD COMPUTERS 

The popularity of the personal computer and the ongoing 
miniaturization of the semiconductor circuitry and other 
devices first led to the development of somewhat smaller, 
portable—or, as they were sometimes called, luggable— 
computer systems. The first of these, the Osborne 1, de- 

signed by Lee Felsenstein, an electronics engineer active in 
the Homebrew Computer Club in San Francisco, was sold 
in 1981. Soon, most PC manufacturers had portable mod- 
els. At first these “portables” looked like sewing machines 
and weighed in excess of 20 pounds. Gradually they be- 
came smaller laptop-, notebook-, and then sub-notebook- 
sized and came with more powerful processors. These 

devices allowed people to use computers not only in the of- 
fice or at home but while they were traveling—on air- 
planes, in waiting rooms, or even at the beach. 
As the size of computers continued to shrink and micro- 

processors became more and more powerful, researchers 
and entrepreneurs explored new possibilities in mobile 
computing. In the late 1980s and early *90s, several com- 
panies came out with handheld computers, called personal 
digital assistants. PDAs typically replaced the cathode-ray 
tube screen with a more compact liquid-crystal display, 
and they either had a miniature keyboard or replaced the 
keyboard with a stylus and handwriting-recognition soft- 
ware that allowed the user to write directly on the screen. 
Like the first personal computers, PDAs were built with- 

out a clear idea of what people would do with them. In 
fact, people did not do much at all with the early models. 
To some extent, the early PDAs, made by Go Corporation 
and Apple Computer, Inc., were technologically prema- 
ture; with their unreliable handwriting recognition, they 
offered little advantage over paper-and-pencil planning 

books. 
The potential of this new kind of device was finally real- 

ized with the release in March 1997 of Palm Computing, 
Inc.’s Palm Pilot, which was about the size of a deck of 
playing cards and sold for around $400—approximately 
the same price as the MITS Altair, the first personal com- 
puter sold as a kit in 1974. The Pilot did not try to replace 
the computer but made it possible to organize and carry in- 
formation with an electronic calendar, telephone number 
and address list, memo pad, and expense-tracking software 
and to synchronize that data with a PC. The device in- 
cluded an electronic cradle to connect to a PC and pass in- 
formation back and forth. It also featured a data-entry 
system, called “graffiti,” which involved writing with a sty- 
lus using a slightly altered alphabet that the device recog- 
nized. Its success encouraged numerous software 
companies to develop applications for it. In 1998 this mar- 
ket heated up further with the entry of several established 
consumer electronics firms using Microsoft’s Windows CE 
operating system (a stripped-down version of the Windows 
system) to sell handheld computer devices and wireless 
telephones that could connect to PCs. These small devices 
also often possessed a communications component and 
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The Palm Pilot personal digital assistant (PDA). Intro- 
duced in March 1997, this PDA model was equipped 
with enough processing power to store and manipulate 
personal information, as well as handle the most com- 
mon scheduling tasks. 
© 2000 Palm, Inc 

benefited from the sudden popularization of the Internet 

and the World Wide Web. 

THE INTERNET 

The Internet grew out of funding by the U.S. Advanced 
Research Projects Agency (ARPA), later renamed the De- 
fense Advanced Research Projects Agency (DARPA), to 
develop a communication system among government and 
academic computer-research laboratories. The first net- 

work component, ARPANET, became operational in Oc- 
tober 1969. With only 15 nongovernment (university) sites 
included in ARPANET, the U.S. National Science Foun- 
dation decided to fund the construction and initial main- 
tainance cost of a supplementary network, the Computer 

Science Network (CSNET). Built in 1980, CSNET was 
made available, on a subscription basis, to a wide array of 

academic, government, and industry research labs. As the 
1980s wore on, further networks were added. In North 
America there were (among others): BITNET (Because It’s 

Time Network) from IBM, UUCP (Unix-to-Unix Copy 
Protocol) from Bell Telephone, USENET (initially a con- 
nection between Duke University, Durham, N.C., and the 
University of North Carolina and still the home system for 
the Internet’s many newsgroups), NSFNET (a high-speed 
National Science Foundation network connecting super- 
computers), and CDNet (in Canada). In Europe several 

small academic networks were linked to the growing North 

American network. 
All of these various networks were able to communicate 

with one another because of two shared protocols: the 
Transmission-Control Protocol (TCP), which split large 

files into numerous small files, or packets, assigned se- 
quencing and address information to each packet, and re- 
assembled the packets into the original file after arrival at 
their final destination; and the Internet Protocol (IP), a hi- 
erarchical addressing system that controlled the routing of 
packets (which might take widely divergent paths before 
being reassembled). In 1990 Tim Berners-Lee and others at 
CERN (European Organization for Nuclear Research) de- 
veloped a protocol based on hypertext to make informa- 

tion distribution easier. In 1991 this protocol enabled the 
creation of the World Wide Web and its system of links 
among user-created pages. A team of programmers at the 
U.S. National Center for Supercomputing Applications, 
Urbana, Ill., developed a program called a browser that 

ARPANET 

TCP/IP 
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made it easier to use the Web, and a spin-off company 

named Netscape Communications Corporation was 
founded to commercialize that technology. 

Netscape was an enormous success. The Web grew expo- 
nentially, doubling the number of users and the number of 
sites every few months. URLs (uniform resource locators) 

became part of daily life, and the use of electronic mail (e- 
mail) became commonplace. Increasingly, business took 

advantage of the Internet and adopted new forms of buy- 
ing and selling in “cyberspace.” (Science fiction author 
William Gibson popularized this term in the early 1980s.) 
With Netscape so successful, Microsoft and other firms de- 
veloped alternative Web browsers. 
Originally created as a closed network for researchers, the 

Internet was suddenly a new public medium for informa- 
tion. It became the home of virtual shopping malls, book- 
stores, stockbrokers, newspapers, and entertainment. 
Schools were “getting connected” to the Internet, and chil- 
dren were learning to do research in novel ways. 
Some researchers call the trend of embedding micro- 

processors in a wide range of interconnected devices ubig- 
uitous computing. Ubiquitous computing would extend 
the increasingly networked world and the powerful capa- 
bilities of distributed computing—i.e., the sharing of com- 
putations among microprocessors connected over a 
network. Thanks to the increasing power and declining 
cost of microprocessors, researchers suggest giving com- 
puting capabilities to common office tools such as Post-it 
Notes, ID badges that monitor one’s location, and wall- 
boards (shared electronic “blackboards”) in a manner that 
would render conventional forms of PCs obsolete. This vi- 
sion foresees a day when it would be possible to scribble a 
note on a pad and have it automatically sent to appropri- 
ate recipients. Instead of a dream machine that everyone 
desired, microprocessors would be found wherever hu- 
mans went. The technology would be invisible and natural 
and would respond to normal patterns of behaviour. Com- 
puters would disappear, or rather become a transparent 
part of the physical environment, thus truly bringing about 
an era of “One person, many computers.” 

BIBLIOGRAPHY 

Early history and overviews?) MARTIN CAMPBELL-KELLY and 
WILLIAM ASPRAY, Computer: A History of the Information Ma- 
chine (1996), is a comprehensive history that begins with early 
computational devices and proceeds through the creation of the 
first computers. CHARLES EAMES and RAY EAMES, A Computer 
Perspective, ed. by GLEN FLECK (1973, reprinted 1990), is a pic- 
torial record of the authors’ creation of a computer exhibition for 
IBM that covered developments from the 1890 U.S. Census up 
to the stored-program computers of 1950. 

Invention of the modern computer. N. METROPOLIS, J. 
HOWLETT, and GIAN-CARLO ROTA (eds.), A History of Comput- 
ing in the Twentieth Century (1980), collects essays by partici- 
pants in the events described, with hard-to-find details on 
wartime computer work in England, early computer develop- 
ment in Europe and Japan, and ENIAC. WILLIAM AspRAY, John 
von Neumann and the Origins of Modern Computing (1990), de- 
scribes von Neumann’s accomplishments in computing, mathe- 
matics, and economics, including the design of his computer 
systems. ANDREW HODGES, Alan Turing (1983), is a clearly writ- 
ten biographical account that covers some of the crucial work on 
the foundations of computer science. 
The age of Big Iron. JOEL SHURKIN, Engines of the Mind: The 

Evolution of the Computer from Mainframes to M icroproceSssors, 
updated ed. (1996), is a readable overview of the history of com- 
puters with anecdotes and personalities. ROBERT SOBEL, JBM: 
Colossus in Transition (1981), explores the history, growth, and 
evolution of IBM up to the early microcomputer days. RICHARD 
L. WEXELBLAT (ed.), History of Programming Languages (1981), 
presents an academic and anecdotal history of 10 significant early 
programming languages, including FORTRAN, COBOL, and 
BASIC. THOMAS J. BERGIN, JR., and RICHARD G. GIBSON, JR. 
(eds.), History of Programming Languages II (1 996), gives a mix- 
ture of academic research and anecdotal accounts from partici- 
pants, covering the history of ALGOL, Pascal, and more modern 
languages through C and Smalltalk. 
The personal computer revolution. PAUL FREIBERGER and 
MICHAEL SWAINE, Fire in the Valley: The Making of the Person- 
al Computer, 2nd ed. (2000), describes the nascent years of the 
personal computer industry and the growth that took place in Sil- 
icon Valley. MICHAEL S. MALONE, The Big Score: The Billion- 
Dollar Story of Silicon Valley (1985), explains how the invention 
of the semiconductor transformed Silicon Valley. 

(P.A.F./M.R.S.) 



Confucianism 653 

Confucius and Confucianism 

part in Chinese, is a world view, a social ethic, a 
political ideology, a scholarly tradition, and a way 

of life. Sometimes viewed as a philosophy and sometimes 
as a religion, Confucianism may be understood as an all- 
encompassing humanism that neither denies nor slights 
Heaven. East Asians may profess themselves to be Shin- 
tOists, Taoists, Buddhists, Muslims, or Christians, but, by 
announcing their religious affiliations, seldom do they 
cease to be Confucians. 
Although often grouped with the major historical reli- 

gions, Confucianism differs from them by not being an 
organized religion. Nonetheless, it spread to all East Asian 
countries under the influence of Chinese literate culture 

(Conc a Western term that has no counter- 
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Confucius 

THE LIFE AND THOUGHT OF CONFUCIUS 

The story of Confucianism does not begin with Confu- 
cius (Latinized form of K’ung-fu-tzu, Master K’ung; 551- 
479 sc). Nor was Confucius the founder of Confucianism 
in the sense that Buddha was the founder of Buddhism 
and Christ the founder of Christianity. Rather Confucius 
considered himself a transmitter who consciously tried to 
reanimate the old in order to attain the new. He proposed 
retrieving the meaning of the past by breathing vitality 
into seemingly outmoded rituals. Confucius’ love of an- 
tiquity was motivated by his strong desire to understand 
why certain rituals, such as the ancestral cult, reverence 
for Heaven, and mourning ceremonies, had survived for 
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Confucius, screen painting by Kano Tanyi, 17th 
century. In the Museum of Fine Arts, Boston. 

and exerted a profound influence on East Asian spiritual 
life as well as on East Asian political culture. Both the the- 
ory and practice of Confucianism have indelibly marked 
the patterns of government, society, education, and family 
of East Asia. It is an exaggeration to characterize tradi- 
tional Chinese life and culture as Confucian, but Confu- 
cian ethical values have for well over 2,000 years served 
as the source of inspiration as well as the court of appeal 
for human interaction between individuals, communities, 
and nations in the Sinitic world. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, section 825. 
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centuries. His journey into the past was a search for roots, 
which he perceived as grounded in humanity’s deepest 
needs for belonging and communicating. He had faith in 
the cumulative power of culture. The fact that traditional 
ways had lost vitality did not, for him, diminish their 
potential for regeneration in the future. In fact, Confu- 
cius’ sense of history was so strong that he saw himself 
as a conservationist responsible for the continuity of the 
cultural values and the social norms that had worked so 
well for the civilization of the Chou dynasty. 
The historical context. The scholarly tradition envi- 

sioned by Confucius can be traced to the sage-kings of 
antiquity. Although the earliest dynasty confirmed by ar- 
chaeology is the Shang dynasty (18th—-12th century Bc), 
the historical period that Confucius claimed as relevant 
was much earlier. Confucius may have initiated a cultural 
process known in the West as Confucianism, but he and 

those who followed him considered themselves part of a 
tradition, later identified by Chinese historians as the ju- 
chia, “scholarly tradition,” that had its origins two millen- 
nia previously, when the legendary Yao and Shun created 
a civilized world through moral persuasion. 
Confucius’ hero was Chou Kung, or the Duke of Chou 

(d. 1094 Bc), who was said to have helped consolidate and 
refine the “feudal” ritual system. This system was based 
on blood ties, marriage alliances, and old covenants as 
well as on newly negotiated contracts and was an elaborate 
system of mutual dependence. The appeal to cultural val- 
ues and social norms.for the maintenance of interstate as 
well as domestic order was predicated on a shared political 
vision, namely, that authority lies in universal kingship, 
heavily invested with ethical and religious power by the 
mandate of Heaven, and that social solidarity is achieved 

not by legal constraint but by ritual observance. Its imple- 
mentation enabled the Chou dynasty to survive in relative 
peace and prosperity for more than five centuries. 
Inspired by the statesmanship of Chou Kung, Confucius 

harboured a lifelong dream to be in a position to emulate 
the duke by putting into practice the political ideas that 
he had learned from the ancient sages and worthies. Al- 
though Confucius never realized his political dream, his 
conception of politics as moral persuasion became more 
and more influential. 
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The idea of Heaven, unique in Chou cosmology, was 
compatible with the concept of the Lord-on-High in the 

Shang dynasty. The Lord-on-High may have referred to 

the progenitor of the Shang royal lineage so that the Shang 
kings could claim their position as divine descendants, as 
the emperors of Japan later did, but Heaven to the Chou 
kings was a much more generalized anthropomorphic 
God. They believed that the mandate of Heaven (the func- 

tional equivalent of the will of the Lord-on-High) was not 
constant and that there was no guarantee that the descen- 

dants of the Chou royal house would be entrusted with 
kingship, for “Heaven sees as the people see and Heaven 
hears as the people hear”; thus the virtues of the kings 
were essential for the maintenance of their power and au- 
thority. This emphasis on benevolent rulership, expressed 
in numerous bronze inscriptions, was both a reaction to 
the collapse of the Shang dynasty and an affirmation of a 
deep-rooted world view. 
Partly because of the vitality of the feudal ritual system 

and partly because of the strength of the royal household 
itself, the Chou kings were able to control their kingdom 
for several centuries. In 771 Bc, however, they were forced 
to move their capital eastward to present-day Lo-yang to 
avoid barbarian attacks from Central Asia. Real power 
thereafter passed into the hands of feudal lords. Since the 
surviving line of the Chou kings continued to be recognized 
in name, they still managed to exercise some measure of 
symbolic control. By Confucius’ time, however, the feudal 
ritual system had been so fundamentally undermined that 
the political crises also precipitated a profound sense of 
moral decline: the centre of symbolic control could no 
longer hold the kingdom from total disintegration. 
Confucius’ response was to address himself to the issue 

of learning to be human. In so doing he attempted to 
redefine and revitalize the institutions that for centuries 
had been vital to political stability and social order: the 
family, the school, the local community, the state, and the 
kingdom. Confucius did not accept the status quo, which 
held that wealth and power spoke the loudest. He felt that 
virtue, both as a personal quality and as a requirement for 
leadership, was essential for individual dignity, communal 
solidarity, and political order. 
The life of Confucius. Confucius’ life, in contrast to his 

tremendous importance, seems starkly undramatic, or, as 
a Chinese expression has it, it seems “plain and real.” 
The plainness and reality of Confucius’ life, however, 
underlines that his humanity was not revealed truth but 
an expression of self-cultivation, of the ability of human 
effort to shape its own destiny. The faith in the possibility 
of ordinary human beings to become awe-inspiring sages 
and worthies is deeply rooted in the Confucian heritage, 
and the insistence that human beings are teachable, im- 
provable, and perfectible through personal and communal 
endeavour is typically Confucian. 
Although the facts about Confucius’ life are scanty, they 

do establish a precise time frame and historical context. 
Confucius was born in the 22nd year of the reign of Duke 
Hsiang of Lu (551 Bc). The traditional claim that he was 
born on the 27th day of the eighth lunar month has been 
questioned by historians, but September 28 is still widely 
observed in East Asia as Confucius’ birthday. It is an 
official holiday, ““Teachers’ Day,” in Taiwan. 
Confucius was born in Ch’ii-fu in the small feudal state 

of Lu in what is now Shantung Province, which was noted 
for its preservation of the traditions of ritual and music of 
the Chou civilization. His family name was K’ung and his 
personal name Ch’iu, but he is referred to as either K’ung- 
tzu or K°ung-fu-tzu (Master K’ung) throughout Chinese 
history. The adjectival “Confucian,” derived from the Lat- 
inized Confucius, is not a meaningful term in Chinese, nor 
is the term Confucianism, which was coined in Europe as 
recently as the 18th century. 
Confucius’ ancestors were probably members of the aris- 

tocracy who had become virtual poverty-stricken com- 
moners by the time of his birth. His father died when 
Confucius was only three years old. Instructed first by 
his mother, Confucius then distinguished himself as an 
indefatigable learner in his teens. He recalled toward the 
end of his life that at age 15 his heart was set upon learn- 

ing. A historical account notes that, even though he was 
already known as an informed young scholar, he felt it 
appropriate to inquire about everything while visiting the 
Grand Temple. 

Confucius had served in minor government posts man- 
aging stables and keeping books for granaries before he 
married a woman of similar background when he was 19. 
It is not known who Confucius’ teachers were, but he 

made a conscientious effort to find the right masters to 
teach him, among other things, ritual and music. Confu- 
cius’ mastery of the six arts—ritual, music, archery, char- 
ioteering, calligraphy, and arithmetic—and his familiarity 
with the classical traditions, notably poetry and history, 
enabled him to start a brilliant teaching career in his 30s. 
Confucius is known as the first teacher in China who 

wanted to make education available to all men and who 
was instrumental in establishing the art of teaching as 
a vocation, indeed as a way of life. Before Confucius, 
aristocratic families had hired tutors to educate their sons 
in specific arts, and government officials had instructed 
their subordinates in the necessary techniques, but he was 
the first person to devote his whole life to learning and 
teaching for the purpose of transforming and improving 
society. He believed that all human beings could benefit 
from self-cultivation. He inaugurated a humanities pro- 
gram for potential leaders, opened the doors of education 
to all, and defined learning not merely as the acquisition 
of knowledge but also as character building. 
For Confucius the primary function of education was to 

provide the proper way of training noblemen (chtin-tzu), 
a process that involved constant self-improvement and 
continuous social interaction. Although he emphatically 
noted that learning was “for the sake of the self” (the end 
of which was self-knowledge and self-realization), he found 
public service a natural consequence of true education. 
Confucius confronted learned hermits who challenged the 
validity of his desire to serve the world: he resisted the 
temptation to “herd with birds and animals,” to live apart 
from the human community, and opted to try to trans- 
form the world from within. For decades Confucius was 
actively involved in politics, wishing to put his humanist 
ideas into practice through governmental channels. 
In his late 40s and early 50s Confucius served first as a 

magistrate, then as an assistant minister of public works, 
and eventually as minister of justice in the state of Lu. It 
is likely that he accompanied King Lu as his chief minis- 
ter on one of the diplomatic missions. Confucius’ political 
career was, however, short-lived. His loyalty to the King 
alienated him from the power holders of the time, the 
large Chi families, and his moral rectitude did not sit well 
with the King’s inner circle, who enraptured the King 
with sensuous delight. At 56, when he realized that his 
superiors were uninterested in his policies, Confucius left 
the country in an attempt to find another feudal state to 
which he could render his service. Despite his political 
frustration he was accompanied by an expanding circle of 
students during this self-imposed exile of almost 12 years. 
His reputation as a man of vision and mission spread. A 
guardian of a border post once characterized him as the 
“wooden tongue for a bell” of the age, sounding Heav- 
en’s prophetic note to awaken the people (Analects, 3:24). 
Indeed, Confucius was perceived as the heroic conscience 
who knew realistically that he might not succeed but, 
fired by a righteous passion, continuously did the best he 
could. At the age of 67 he returned home to teach and to 
preserve his cherished classical traditions by writing and 
editing. He died in 479 sc at the age of 73. According to 
the Records of the Historian 72 of his students mastered 
the “six arts,” and those who claimed to be his followers 
numbered 3,000. 
The Analects as the embodiment of Confucian ideas. The 

Lun-yti (Analects), the most revered sacred scripture in 
the Confucian tradition, was probably compiled by the 
second generation of Confucius’ disciples. Based primarily 
on the Master’s sayings, preserved in both oral and writ- 
ten transmissions, it captures the Confucian spirit in form 
and content in the same way that the Platonic dialogues 
embody Socratic pedagogy. 
The Analects has often been viewed by the critical mod- 
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ern reader as a collection of unrelated conversations ran- 
domly put together. This impression may have resulted 
from the mistaken conception of Confucius as a mere 
commonsense moralizer who gave practical advice to stu- 
dents in everyday situations. If a person approaches the 
Analects as a communal memory, a literary device on the 
part of those who considered themselves beneficiaries of 
the Confucian Way to continue the Master’s memory and 
to transmit his form of life as a living tradition, he comes 
close to what it has been revered for in China for cen- 
turies. Dialogues are used to show Confucius in thought 
and action, not as an isolated individual but as the centre 
of relationships. Actually the sayings of the Analects reveal 
Confucius’ personality—his ambitions, his fears, his joys, 
his commitments, and above all his self-knowledge. 
The purpose, then, in compiling these distilled statements 

centring on Confucius seems not to have been to present 
an argument or to record an event but to offer an invi- 
tation to readers to take part in an ongoing conversation. 
Through the Analects Confucians for centuries learned to 
reenact the awe-inspiring ritual of participating in a con- 
versation with Confucius. 
One of Confucius’ most significant personal descriptions 

is the short autobiographical account of his spiritual de- 
velopment found in the Analects: 

At 15 I set my heart on learning; at 30 I firmly took my 
stand; at 40 I had no delusions; at 50 I knew the Mandate of 
Heaven; at 60 my ear was attuned; at 70 I followed my heart’s 
desire without overstepping the boundaries of right. (2:4) 

Confucius’ life as a student and teacher exemplified his 
idea that education was a ceaseless process of self-realiza- 
tion. When one of his students reportedly had difficulty 
describing him, Confucius came to his aid: 
Why did you not simply say something to this effect: he is 
the sort of man who forgets to eat when he engages himself 
in vigorous pursuit of learning, who is so full of joy that he 
forgets his worries, and who does not notice that old age is 
coming on? (7:18) 

Confucius was deeply concerned that the culture (wen) he 
cherished was not being transmitted and that the learning 
(hstieh) he propounded was not being taught. His strong 
sense of mission, however, never interfered with his ability 
to remember what had been imparted to him, to learn 
without flagging, and to teach without growing weary. 
What he demanded of himself was strenuous: 

It is these things that cause me concern: failure to cultivate 
virtue, failure to go deeply into what I have learned, inability 
to move up to what I have heard to be right, and inability to 
reform myself when I have defects. (7:3) 

What he demanded of his students was the willingness 
to learn: “I do not enlighten anyone who is not eager to 
learn, nor encourage anyone who is not anxious to put his 
ideas into words (7:8). 
The community that Confucius created was a scholarly 

fellowship of like-minded men of different ages and differ- 
ent backgrounds from different states. They were attracted 
to Confucius because they shared his vision and to varying 
degrees took part in his mission to bring moral order to an 
increasingly fragmented polity. This mission was difficult 
and even dangerous. Confucius himself suffered from job- 
lessness, homelessness, starvation, and occasionally life- 

threatening violence. Yet his faith in the survivability of 
the culture that he cherished and the workability of the 
approach to teaching that he propounded was so stead- 
fast that he convinced his followers as well as himself 
that Heaven was on their side. When Confucius’ life was 
threatened in K’uang, he said: 

Since the death of King Wen [founder of the Chou dynasty] 
does not the mission of culture (wen) rest here in me? If 
Heaven intends this culture to be destroyed, those who come 
after me will not be able to have any part of it. If Heaven 
does not intend this culture to be destroyed, then what can 
the men of K’uang do to me? (9:5) 

This expression of self-confidence informed by a power- 
ful sense of mission may give the impression that there 
was presumptuousness in Confucius’ self-image. Confu- 
cius, however, made it explicit that he was far from attain- 
ing sagehood and that all he really excelled in was “love 
of learning” (5:27). To him, learning not only broadened 
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his knowledge and deepened his self-awareness but also 

defined who he was. He frankly admitted that he was not 
born endowed with knowledge, nor did he belong to the 
class of men who could transform society without knowl- 
edge. Rather, he reported that he used his ears widely and 
followed what was good in what he had heard and used 
his eyes widely and retained in his mind what he had 
seen. His learning constituted “a lower level of knowl- 
edge” (7:27), a level that was presumably accessible to the 
majority of human beings. In this sense Confucius was 
neither a prophet with privileged access to the divine nor a 
philosopher who had already seen the truth but a teacher 
of humanity who was also an advanced fellow traveler on 
the way to self-realization. 
As a teacher of humanity Confucius stated his ambition 

in terms of concern for human beings: “To bring comfort 
to the old, to have trust in friends, and to cherish the 
young” (5:25). Confucius’ vision of the way to develop a 
moral community began with a holistic reflection on the 
human condition. Instead of dwelling on abstract spec- 

ulations such as man’s condition in the state of nature, 
Confucius sought to understand the actual situation of a 
given time and to use that as his point of departure. His 
aim was to restore trust in government and to transform 
society into a moral community by cultivating a sense of 
humanity in politics and society. To achieve that aim, the 
creation of a scholarly community, the fellowship of chtin- 
tzu (noblemen), was essential. In the words of Confucius’ 
disciple Tseng-tzu, the true nobleman 

must be broad-minded and resolute, for his burden is heavy 
and his road is long. He takes humanity as his burden. Is that 
not heavy? Only with death does his road come to an end. Is 
that not long? (8:7) 

The fellowship of chtin-tzu as moral vanguards of society, 
however, did not seek to establish a radically different 
order. Its mission was to redefine and revitalize those insti- 
tutions that for centuries were believed to have maintained 
social solidarity and enabled people to live in harmony 
and prosperity. An obvious example of such an institution 
was the family. 
It is related in the Analects that Confucius, when asked 

why he did not take part in government, responded by 
citing a passage from an ancient classic, the Shu Ching 
(“Classic of History”), “Simply by being a good son and 
friendly to his brothers a man can exert an influence upon 
government!” to show that what a person does in the 
confines of his home is politically significant (2:21). This 
maxim is based on the Confucian conviction that cultiva- 
tion of the self is the root of social order and that social 
order is the basis for political stability and universal peace. 
The assertion that family ethics is politically efficacious 

must be seen in the context of the Confucian conception 
of politics as “rectification” (cheng). Rulers should begin 
by rectifying their own conduct; that is, they are to be 
examples who govern by moral leadership and exemplary 
teaching rather than by force. Government’s responsibility 
is not only to provide food and security but also to edu- 
cate the people. Law and punishment are the minimum 
requirements for order; the higher goal of social harmony, 
however, can only be attained by virtue expressed through 
ritual performance. To perform rituals, then, is to take 
part in a communal act to promote mutual understanding. 
One of the fundamental Confucian values that ensures 

the integrity of ritual performance is /siao (filial piety). 
Indeed, Confucius saw filial piety as the first step toward 
moral excellence, which he believed lay in the attainment 
of the cardinal virtue, jen (humanity). To learn to embody 
the family in the mind and heart is to become able to 
move beyond self-centredness or, to borrow from modern 

psychology, to transform the enclosed private ego into an 
open self. Filial piety, however, does not demand uncondi- 
tional submissiveness to parental authority but recognition 
of and reverence for the source of life. The purpose of 
filial piety, as the ancient Greeks expressed it, is to enable 
both parent and child to flourish. Confucians see it as an 
essential way of learning to be human. 
Confucians, moreover, are fond of applying the family 
metaphor to the community, the country, and the uni- 
verse. They prefer to address the emperor as the son of 
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Heaven, the king as ruler-father, and the magistrate as 
the “father-mother official” because to them the family- 
centred nomenclature implies a political vision. When 
Confucius said that taking care of family affairs is itself 
active participation in politics, he had already made it 
clear that family ethics is not merely a private concern; 
the public good is realized by and through it. 
Confucius defined the process of becoming human as be- 

ing able to “conquer yourself and return to ritual” (12:1). 
The dual focus on the transformation of the self (Confu- 
cius is said to have freed himself from four things: “opin- 
ionatedness, dogmatism, obstinacy, and egoism” [9:4]) 
and on social participation enabled Confucius to be loyal 
(chung) to himself and considerate (shu) of others (4:15). It 
is easy to understand why the Confucian “golden rule” is 
“Do not do unto others what you would not want others 
to do unto you!” (15:23). Confucius’ legacy, laden with 
profound ethical implications, is captured by his “plain 
and real” appreciation that learning to be human is a 
communal enterprise: 

A man of humanity, wishing to establish himself, also estab- 
lishes others, and wishing to enlarge himself, also enlarges 
others. The ability to take as analogy of what is near at hand 
can be called the method of humanity, (6:30) 
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FORMATION OF THE CLASSICAL CONFUCIAN TRADITION 

According to Han-fei-tzu (d. 233 sc), shortly after Con- 
fucius’ death his followers split into eight distinct schools, 
all claiming to be the legitimate heir to the Confucian 
legacy. Presumably each school was associated with or 
inspired by one or more of Confucius’ disciples. Yet the 
Confucians did not exert much influence in the 5th cen- 
tury Bc. Although the mystic Yen Yiian (or Yen Hui), 
the faithful Tseng-tzu, the talented Tzu Kung, the erudite 
Tzu-hsia, and others may have generated a great deal of 
enthusiasm among the second generation of Confucius’ 
students, it was not at all clear at the time that the Confu- 
cian tradition was to emerge as the most powerful one in 
Chinese history. 
Mencius (c. 371-c. 289 Bc) complained that the world 

of thought in the early Warring States period (475-221 
BC) was dominated by the collectivism of Mo-tzu and 
the individualism of Yang Chu (440-c. 360 Bc). The his- 
torical situation a century after Confucius’ death clearly 
shows that the Confucian attempt to moralize politics was 
not working; the disintegration of the Chou feudal ritual 
system and the rise of powerful hegemonic states reveal 
that wealth and power spoke the loudest. The hermits (the 
early Taoists), who left the world to create a sanctuary 
in nature in order to lead a contemplative life, and the 
realists (proto-Legalists), who played the dangerous game 
of assisting ambitious kings to gain wealth and power so 
that they could influence the political process, were actu- 
ally determining the intellectual agenda. The Confucians 
refused to be identified with the interests of the ruling 
minority because their social consciousness impelled them 
to serve as the conscience of the people. They were in a 
dilemma. Although they wanted to be actively involved 
in politics, they could not accept the status quo as the 
legitimate arena in which to exercise authority and power. 
In short, they were in the world but not of it; they could 
not leave the world, nor could they effectively change it. 
Mencius: The paradigmatic Confucian intellectual. 

Mencius is known as the self-styled transmitter of the 
Confucian Way. Educated first by his mother and then 
allegedly by a student of Confucius’ grandson, Mencius 
brilliantly performed his role as a social critic, a moral 
philosopher, and a political activist, He argued that culti- 
vating a class of scholar-officials who would not be directly 
involved in agriculture, industry, and commerce was vital 
to the well-being of the state. In his sophisticated argu- 
ment against the physiocrats (those who advocated the 
supremacy of agriculture), he intelligently employed the 
idea of the division of labour to defend those who labour 
with their minds, observing that service is as important 
as productivity. To him Confucians served the vital inter- 
ests of the state as scholars not by becoming bureaucratic 

functionaries but by assuming the responsibility of teach- 
ing the ruling minority humane government (jen-cheng) 
and the kingly way (wang-tao). In dealing with feudal 
lords, Mencius conducted himself not merely as a political 
adviser but also as a teacher of kings. Mencius made it 
explicit that a true man cannot be corrupted by wealth, 
subdued by power, or affected by poverty. 
To articulate the relationship between Confucian moral 

idealism and the concrete social and political realities of 
his time, Mencius began by exposing as impractical the 
prevailing ideologies of Mo-tzu’s collectivism and Yang 
Chu’s individualism. Mo-tzu’s collectivism rested on the 
advocacy of universal love. Mencius contended, however, 
that the result of the Mohist admonition to treat a stranger 
as intimately as one’s own father would be to treat one’s 
own father as indifferently as one would treat a stranger. 
Yang Chu, on the other hand, advocated the primacy 
of the self. Mencius contended, however, that excessive 

attention to self-interest would lead to political disor- 
der. Indeed, in Mohist collectivism fatherhood becomes a 
meaningless concept, and so does kingship in Yang Chu’s 
individualism. 

Mencius’ strategy for social reform was to change the lan- 
guage of profit, self-interest, wealth, and power by making 
it part of a moral discourse, with emphasis on rightness, 
public-spiritedness, welfare, and influence. Mencius, how- 
ever, was not arguing against profit. Rather, he instructed 
the feudal lords to look beyond the narrow horizon of 
their palaces and to cultivate a common bond with their 
ministers, officers, clerks, and the seemingly undifferenti- 
ated masses. Only then, Mencius contended, would they 
be able to preserve their profit, self-interest, wealth, and 
power. He encouraged them to extend their benevolence 
and warned them that this was crucial for the protection 
of their families. 
Mencius’ appeal to the common bond among all people 

as a mechanism of government was predicated on his 
strong “populist” sense that the people are more impor- 
tant than the state and the state more important than the 
king and that the ruler who does not act in accordance 
with the kingly way is unfit to rule. Mencius insisted that 
an unfit ruler should be criticized, rehabilitated, or, as the 
last resort, deposed. Since “Heaven sees as the people see; 
Heaven hears as the people hear,” revolution, or literally 
the change of the mandate, in severe cases is not only 
justifiable but is a moral imperative. 
Mencius’ “populist” conception of politics was predi- 

cated on his philosophical vision that human beings can 
perfect themselves through effort and that human nature 
is good. While he acknowledged the role of biological and 
environmental factors in shaping the human condition, 
he insisted that human beings become moral simply by 
willing to be so. According to Mencius, willing entails 
the transformative moral act insofar as the propensity of 
humans to be good is automatically activated whenever 
they decide to bring it to their conscious attention. 
Mencius taught that all people have the spiritual re- 

sources to deepen their self-awareness and strengthen their 
bonds with others. Biologic and environmental constraints 
notwithstanding, men always have the freedom and the 
ability to refine and enlarge their Heaven-endowed nobil- 
ity (their “great body”). The possibility of continuously 
refining and enlarging the self is vividly illustrated in 
Mencius’ description of degrees of excellence: 

He who commands our liking is called good (shan). 
He who is sincere with himself is called true (Asin). 
He who is sufficient and real is called beautiful (mei). 
He whose sufficiency and reality shine forth is called great (ta). 
He whose greatness transforms itself is called sagely (sheng). 
He whose sageliness is beyond our comprehension is called 

spiritual (shen). (VIIB:25) 

Furthermore, Mencius asserted that if men fully realize the 
potential of their hearts, they will understand their nature; 
by understanding their nature, they will know Heaven. 
Learning to be fully human, in this Mencian perspective, 
entails the cultivation of human sensitivity to embody the 
whole universe as one’s lived experience: 
All the 10,000 things are there in me. There is no greater joy 
for me than to find, on self-examination, that I am true to 
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myself. Try your best to treat others as you would wish to be 
treated yourself, and you will find that this is the shortest way 
to humanity. (VIIA:4) 

Hsiin-tzu: The transmitter of Confucian scholarship. If 
Mencius brought Confucian moral idealism to fruition, 
Hsiin-tzu (c. 300-c. 230 Bc) conscientiously transformed 
Confucianism into a realistic and systematic inquiry on 
the human condition, with special reference to ritual and 
authority. Widely acknowledged as the most eminent of 
the notable scholars who congregated in Chi-hsia, the cap- 
ital of the wealthy and powerful Ch’i state in the mid-3rd 
century Bc, Hstn-tzu distinguished himself in erudition, 
logic, empiricism, practical-mindedness, and argumenta- 
tion. His critique of the so-called 12 philosophers gave an 
overview of the intellectual life of his time. His penetrating 
insight into the shortcomings of virtually all the major cur- 
rents of thought propounded by his fellow thinkers helped 
to establish the Confucian school as a forceful political 
and social persuasion. His principal adversary, however, 
was Mencius, and he vigorously attacked Mencius’ view 
that human nature is good as naive moral optimism. 
True to the Confucian and, for that matter, Mencian 

spirit, Hsiin-tzu underscored the centrality of self-cultiva- 
tion. He defined the process of Confucian education, from 
nobleman to sage, as a ceaseless endeavour to accumu- 
late knowledge, skills, insight, and wisdom. In contrast to 
Mencius, Hstin-tzu stressed that human nature is evil. Be- 

cause he saw human beings as prone by nature to pursue 
the gratification of their passions, he firmly believed in 
the need for clearly articulated social constraints. Without 
constraints, social solidarity, the precondition for human 
well-being, would be undermined. The most serious flaw 
he perceived in the Mencian commitment to the goodness 
of human nature was the practical consequence of ne- 
glecting the necessity of ritual and authority for the well- 
being of society. 
Hsiin-tzu singled out the cognitive function of the mind 
(human rationality) as the basis for morality. Men become 
moral by voluntarily harnessing their desires and passions 
to act in accordance with society’s norms. Although this 
is alien to human nature, it is perceived by the mind as 
necessary for both survival and well-being. Like Mencius, 
Hsiin-tzu believed in the perfectibility of all human be- 
ings through self-cultivation, in humanity and rightness 
as cardinal virtues, in humane government as the kingly 
way, in social harmony, and in education. But his view 
of how these could actually be achieved was diametrically 
opposed to that of Mencius. The Confucian project, as 
shaped by Hsiin-tzu, defines learning as socialization. The 
authority of ancient sages and worthies, the classical tra- 
dition, conventional norms, teachers, governmental rules 
and regulations, and political officers are all important for 
this process. A cultured person is by definition a fully 
socialized member of the human community, who has 
successfully sublimated his instinctual demands for the 
public good. 
Hsiin-tzu’s tough-minded stance on law, order, author- 

ity, and ritual seems precariously close to that of the 
Legalists, whose policy of social conformism was designed 
exclusively for the benefit of the ruler. His insistence on 
objective standards of behaviour may have ideologically 
contributed to the rise of authoritarianism, which resulted 

in the dictatorship of the Ch’in (221-206 Bc). As a matter 
of fact, two of the most influential Legalists, the theoreti- 
cian Han-fei-tzu from the state of Han and the Ch’in min- 
ister Li Ssu (c. 280-208 Bc), were his pupils. Yet Hsin- 
tzu was instrumental in the continuation of Confucianism 
as a scholarly enterprise. His naturalistic interpretation of 
Heaven, his sophisticated understanding of culture, his in- 
sightful observations on the epistemological aspect of the 
mind and social function of language, his emphasis on 
moral reasoning and the art of argumentation, his belief 
in progress, and his interest in political institutions so 
significantly enriched the Confucian heritage that he was 
revered by the Confucians as the paradigmatic scholar for 
more than three centuries. 
The Confucianization of politics. The short-lived dicta- 

torship of the Ch’in marked a brief triumph of Legalism. 
In the early years of the Western Han (206 Bc-ap 25), 
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however, the Legalist practice of absolute power of the 
emperor, complete subjugation of the peripheral states to 

the central government, total uniformity of thought, and 
ruthless enforcement of law were replaced by the Taoist 
practice of reconciliation and noninterference. This prac- 
tice is commonly known in history as the Huang-Lao 
method, referring to the art of rulership attributed to the 
Yellow Emperor (Huang-ti) and the mysterious founder 
of Taoism, Lao-tzu. Although a few Confucian thinkers, 
such as Lu Chia and Chia I, made important policy 
recommendations, Confucianism before the emergence of 
Tung Chung-shu (c. 179-c. 104 Bc) was not particularly 
influential. Nonetheless, the gradual Confucianization of 
Han politics began soon after the founding of the dynasty. 
By the reign of Wu Ti (the Martial Emperor, 141-87 

BC), who was by temperament a Legalist despot, Confu- 
cianism was deeply entrenched in the central bureaucracy. 
It was manifest in such practices as the clear separation of 
the court and the government, often under the leadership 

of a scholarly prime minister, the process of recruiting 
officials through the dual mechanism of recommenda- 
tion and selection, the family-centred social structure, the 

agriculture-based economy, and the educational network. 
Confucian ideas were also firmly established in the legal 
system as ritual became increasingly important in govern- 
ing behaviour, defining social relationships, and adjudicat- 
ing civil disputes. Yet it was not until the prime minister 
Kung-sun Hung (d. 121 Bc) had persuaded Wu Ti to 
announce formally that the jw school alone would receive 
state sponsorship that Confucianism became an officially 
recognized Imperial ideology and state cult. 
As a result Confucian Classics became the core curricu- 

lum for all levels of education. In 136 Bc Wu Ti set up at 
court five Erudites of the Five Classics (see below The Five 
Classics) and in 124 Bc assigned 50 official students to 
study with them, thus creating a de facto Imperial univer- 
sity. By 50 Bc enrollment at the university had grown to an 
impressive 3,000, and by AD 1 a hundred men a year were 
entering government service through the examinations ad- 
ministered by the state. In short, those with a Confucian 
education began to staff the bureaucracy. In the year 58 
all government schools were required to make sacrifices to 
Confucius, and in 175 the court had the approved version 
of the Classics, which had been determined by scholarly 
conferences and research groups under Imperial auspices 
for several decades, carved on large stone tablets. (These 

stelae, which were erected at the capital, are today well 
preserved in the museum of Sian.) This act of committing 
to permanence and to public display the content of the 
sacred scriptures symbolized the completion of the forma- 
tion of the classical Confucian tradition. 
The Five Classics. The compilation of the Wu Ching 

(The Five Classics) was a concrete manifestation of the 
coming of age of the Confucian tradition. The inclusion 
of both pre-Confucian texts, the Shu Ching (“Classic of 
History”) and the Shih ching (“Classic of Poetry”), and 
contemporary Ch’in-Han material, such as certain por- 
tions of the Li chi (“Record of Rites”), suggests that the 
spirit behind the establishment of the core curriculum for 
Confucian education was ecumenical. The Five Classics 
can be described in terms of five visions: metaphysical, 
political, poetic, social, and historical. 
The metaphysical vision, expressed in the J Ching (“Clas- 

sic of Changes”), combines divinatory art with numero- 
logical technique and ethical insight. According to the 
philosophy of change, the cosmos is a great transformation 
occasioned by the constant interaction of two complemen- 
tary as well as conflicting vital energies, yin and yang. The 
universe, which resulted from this great transformation, 
always exhibits both organismic unity and dynamism. The 
nobleman, inspired by the harmony and creativity of the 
universe, must emulate this pattern by aiming to realize 
the highest ideal of “unity of man and Heaven” through 
ceaseless self-exertion. 
The political vision, contained in the Shu Ching, presents 

kingship in terms of the ethical foundation for a humane 
government. The legendary Three Emperors (Yao, Shun, 
and Yi) all ruled by virtue. Their sagacity, Asiao (filial 
piety), and dedication to work enabled them to create a 
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political culture based on responsibility and trust. Their 
exemplary lives taught and encouraged the people to enter 
into a covenant with them so that social harmony could 
be achieved without punishment or coercion. Even in the 

Three Dynasties (Hsia, Shang, and Chou) moral authority, 
as expressed through ritual, was sufficient to maintain po- 
litical order. The human continuum, from the undifferen- 
tiated masses to the enlightened people, the nobility, and 
the sage-king, formed an organic unity as an integral part 
of the great cosmic transformation. Politics means moral 
persuasion, and the purpose of the government is not only 

to provide food and maintain order but also to educate. 
The poetic vision, contained in the Shih ching, under- 

scores the Confucian valuation of common human feel- 
ings. The majority of verses give voice to emotions and 
sentiments of communities and persons from all levels 
of society expressed on a variety of occasions. The basic 
theme of this poetic world is mutual responsiveness. The 
tone as a whole is honest rather than earnest and evocative 
rather than expressive. 

The social vision, contained in the Li chi, shows so- 
ciety not as an adversarial system based on contractual 
relationships but as a community of trust with emphasis 
on communication. Society organized by the four func- 
tional occupations—the scholar, farmer, artisan, and mer- 
chant—is, in the true sense of the word, a cooperation. 
As a contributing member of the cooperation each person 
is obligated to recognize the existence of others and to 
serve the public good. It is the king’s duty to act kingly 
and the father’s duty to act fatherly. If the king or father 
fails to behave properly, he cannot expect his minister or 
son to act in accordance with ritual. It is in this sense 
that a chapter in the Li chi entitled the “Great Learning” 
specifies, “From the Son of Heaven to the commoner, all 

must regard self-cultivation as the root.” This pervasive 
consciousness of duty features prominently in all Confu- 
cian literature on ritual. 
The historical vision, presented in the Ch’un-ch’iu 

(“Spring and Autumn Annals”), emphasizes the signifi- 
cance of collective memory for communal self-identifica- 
tion. Historical consciousness is a defining characteristic 
of Confucian thought. By defining himself as a lover of 
antiquity and a transmitter of its values, Confucius made 
it explicit that a sense of history is not only desirable 
but is necessary for self-knowledge. Confucius’ emphasis 
on the importance of history was in a way his reappro- 
priation of the ancient Sinitic wisdom that reanimating 
the old is the best way to attain the new. Confucius may 
not have been the author of the Ch’un-ch’iu, but it seems 
likely that he applied moral judgment to political events 
in China. proper from the 8th to the Sth century sc. In 
this unprecedented procedure he assumed a godlike role in 
evaluating politics by assigning ultimate historical praise 
and blame to the most powerful and influential political 
actors of the period. This practice inspired not only the 
innovative style of the grand historian Ssu-ma Ch’ien (c. 
145-c. 85 Bc), but it was also widely employed by others 
writing dynastic histories in Imperial China. 
Tung Chung-shu: The Confucian visionary. Like Ssu- 

ma Chien, Tung Chung-shu (c. 179-c. 104 Bc) also took 
the Ch’'un-ch’iu absolutely seriously. His own work, Ch’un- 
ch’iu fan-lu (“Luxuriant Gems of the Spring and Autumn 
Annals”), however, is far from being a book of historical 
judgment. It is a metaphysical treatise in the spirit of the J 
Ching. A man extraordinarily dedicated to learning (he is 
said to have been so absorbed in his studies that for three 
years he did not even glance at the garden in front of him) 
and strongly committed to moral idealism (one of his 
often-quoted dicta is “rectifying rightness without schem- 
ing for profit; enlightening his Way without calculating 
efficaciousness”), Tung was instrumental in developing a 
characteristically Han interpretation of Confucianism. 
Despite Wu Ti’s pronouncement that Confucianism 

alone would receive Imperial sponsorship, Taoists, yin- 
yang cosmologists, Mohists, Legalists, shamanists, prac- 
titioners of seances, healers, magicians, geomancers, and 
others all contributed to the cosmological thinking of the 
Han cultural elite. Indeed, Tung himself was a beneficiary 
of this intellectual syncretism, for he freely tapped the spir- 

itual resources of his time in formulating his own world 
view: that human actions have cosmic consequences. 

Tung’s inquiries on the meaning of the five agents (metal, 
wood, water, fire, and earth), the correspondence of hu- 
man beings and the numerical categories of Heaven, and 
the sympathetic activation of things of the same kind, as 
well as his studies of cardinal Confucian values such as 
humanity, rightness, ritual, wisdom, and trustworthiness, 
enabled him to develop an elaborate world view integrat- 
ing Confucian ethics with naturalistic cosmology. What 

Tung accomplished was not merely a theological justifi- 
cation for the emperor as the “Son of Heaven”; rather, 
his theory of mutual responsiveness between Heaven and 
man provided the Confucian scholars with a higher law 
by which to judge the conduct of the ruler. 
Despite Tung’s immense popularity, his world view was 

not universally accepted by Han Confucian scholars. A 
reaction in favour of a more rational and moralistic ap- 
proach to the Confucian Classics, known as the “Old 
Text” school, had already set in before the fall of the 
Western Han. Yang Hsiung (c. 53 Bc—AD 18) in the Fa- 
yen (“Model Sayings”), a collection of moralistic apho- 
risms in the style of the Analects, and the T’ai-hstian 
ching (“Classic of the Supremely Profound Principle”), a 
cosmological speculation in the style of the J Ching, pre- 
sented an alternative world view. This school, claiming its 
own recensions of authentic classical texts allegedly redis- 
covered during the Han period and written in an “old” 
script before the Ch’in unification, was widely accepted in 
the Eastern Han (AD 25-220). As the institutions of the 
Erudites and the Imperial university expanded in the East- 
ern Han, the study of the Classics became more refined 
and elaborate. Confucian scholasticism, however, like its 
counterparts in Talmudic and biblical studies, became too 
professionalized to remain a vital intellectual force. 
Yet Confucian ethics exerted great influence on govern- 

ment, schools, and society at large. Toward the end of the 
Han as many as 30,000 students attended the Imperial 
university. All public schools throughout the land offered 
regular sacrifices to Confucius, and he virtually became 
the patron saint of education. Many Confucian temples 
were also built. The Imperial courts continued to honour 
Confucius from age to age; a Confucian temple eventually 
stood in every one of the 2,000 counties. As a result, the 

teacher, together with Heaven, Earth, the emperor, and 

parents, became one of the most respected authorities in 
traditional China. 
Confucian ethics in the Taoist and Buddhist context. 

Incompetent rulership, faction-ridden bureaucracy, a mis- 
managed tax structure, and domination by eunuchs toward 
the end of the Eastern Han first prompted widespread 
protests by the Imperial university students. The high- 
handed policy of the court to imprison and kill thousands 
of them and their official sympathizers in aD 169 may 
have put a temporary stop to the intellectual revolt, but 
the downward economic spiral made the life of the peas- 
antry unbearable. The peasant rebellion led by Confucian 
scholars as well as Taoist religious leaders of faith-healing 
sects, combined with open insurrections of the military, 
brought down the Han dynasty and thus put an end to 
the first Chinese empire. As the Imperial Han system 
disintegrated, barbarians invaded from the north. The 
plains of northern China were fought over, despoiled, and 
controlled by rival groups, and a succession of states was 
established in the south. This period of disunity, from the 
early 3rd to the late 6th century, marked the decline of 
Confucianism, the upsurge of Neo-Taoism, and the spread 
of Buddhism. 
The prominence of Taoism and Buddhism among the 

cultural elite and the populace in general, however, did 
not mean that the Confucian tradition had disappeared. 
In fact, Confucian ethics was by then virtually insepara- 
ble from the moral fabric of Chinese society. Confucius 
continued to be universally honoured as the paradigmatic 
sage. The outstanding Taoist thinker Wang Pi (226-249) 
argued that Confucius, by not speculating on the nature of 
the Tao, had an experiential understanding of it superior 
to Lao-tzu’s. The Confucian Classics remained the foun- 
dation of all literate culture, and sophisticated commen- 
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taries were being produced throughout the age. Confucian 
values continued to dominate in such political institutions 
as the central bureaucracy, the recruitment of officials, 
and local governance. The political forms of life also were 
distinctively Confucian. When a barbarian state adopted a 
Sinicization policy, notably the case of the Northern Wei 
(386-535), it was by and large Confucian in character. 
In the south systematic attempts were made to strengthen 
family ties by establishing clan rules, genealogical trees, 
and ancestral rituals based on Confucian ethics. 
The reunification of China by the Sui (581-618) and the 

restoration of lasting peace and prosperity by the T’ang 
(618-907) gave a powerful stimulus to the revival of Con- 
fucian learning. The publication of a definitive, official 
edition of the Wu Ching with elaborate commentaries and 
subcommentaries and the implementation of Confucian 
rituals at all levels of governmental practice, including 
the compilation of the famous T’ang legal code, were 
two outstanding examples of Confucianism in practice. 
An examination system was established based on literary 
competence. This system made the mastery of Confu- 
cian Classics a prerequisite for political success and was, 
therefore, perhaps the single most important institutional 
innovation in defining elite culture in Confucian terms. 
The T’ang dynasty, nevertheless, was dominated by Bud- 

dhism and, to a lesser degree, by Taoism. The philosoph- 
ical originality of the dynasty was mainly represented by 
monk-scholars such as Chi-tsang (549-623), Hstian-tsang 
(602-664), and Chih-i (538-597). An unintended conse- 
quence in the development of Confucian thought in this 
context was the prominent rise of the metaphysically sig- 
nificant Confucian texts, notably Chung yung (“Doctrine 
of the Mean”) and J-chuan (“The Great Commentary of 
the Classic of Changes”), which appealed to some Buddhist 
and Taoist thinkers. A sign of a possible Confucian turn 
in the T’ang was Li Ao’s (d. c. 844) essay on “Returning 
to Nature” that foreshadowed features of Sung (960-1279) 
Confucian thought. The most influential precursor of a 
Confucian revival, however, was Han Yt (768-824). He 
attacked Buddhism from the perspectives of social ethics 
and cultural identity and provoked interest in the question 
of what actually constitutes the Confucian Way. The issue 
of Tao-t’ung, the transmission of the Way or the authentic 
method to repossess the Way, has stimulated much dis- 
cussion in the Confucian tradition since the 11th century. 

THE CONFUCIAN REVIVAL 

The Buddhist conquest of China and the Chinese transfor- 
mation of Buddhism, a process entailing the introduction, 
domestication, growth, and appropriation of a distinctly 
Indian form of spirituality, lasted for at least six centuries. 
Since Buddhist ideas were introduced to China via Taoist 
categories and since the development of the Taoist religion 
benefited from having Buddhist institutions and practices 
as models, the spiritual dynamics in medieval China was 
characterized by Buddhist and Taoist values. The reemer- 
gence of Confucianism as the leading intellectual force 
thus involved both a creative response to the Buddhist 

and Taoist challenge and an imaginative reappropriation 
of classical Confucian insights. Furthermore, after the 
collapse of the T’ang dynasty, the grave threats to the 
survival of Chinese culture from the Khitan, the Juchen 

(Chin), and later the Mongols prompted the literati to pro- 
tect their common heritage by deepening their communal 
critical self-awareness. To enrich their personal knowledge 
as well as to preserve China as a civilization-state, they 
explored the symbolic and spiritual resources that made 
Confucianism a living tradition. 
The Sung masters. The Sung dynasty (960-1279) was 

militarily weak and much smaller than the T’ang, but 

its cultural splendour and economic prosperity were un- 
precedented in human history. The Sung’s commercial 
revolution produced flourishing markets, densely popu- 
lated urban centres, elaborate communication networks, 
theatrical performances, literary groups, and popular re- 
ligions—developments that tended to remain unchanged 
into the 19th century. Technological advances in agricul- 
ture, textiles, lacquer, porcelain, printing, maritime trade, 
and weaponry demonstrated that China excelled in the 
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fine arts as well as in the sciences. The decline of the 

aristocracy, the widespread availability of printed books, 
the democratization of education, and the full implemen- 
tation of the examination system produced a new social 
class, the gentry, noted for its literary proficiency, social 
consciousness, and political participation. The outstand- 
ing members of this class, such as the classicists Hu Yuan 
(993-1059) and Sun Fu (992-1057), the reformers Fan 

Chung-yen (989-1052) and Wang An-shih (1021-86), the 
writer-officials Ou-yang Hsiu (1007-72) and Su Shih (pen 
name of Su Tung-p’o; 1036-1101), and the statesman- 

historian Ssu-ma Kuang (1019-86), contributed to the re- 
vival of Confucianism in education, politics, literature, and 

history and collectively to the development of a scholarly 
official style, a way of life informed by Confucian ethics. 
The Confucian revival, understood in traditional histo- 

riography as the establishment of the lineage of the 7ao- 
hsueh (“Learning of the Tao”), nevertheless can be traced 

through a line of Neo-Confucian thinkers from Chou Tun-i 
(1017-73) by way of Shao Yung (1011-77), Chang Tsai 
(1020-77), the brothers Ch’eng Hao (1032-85) and Ch’eng 
I (1033-1107), and the great synthesizer Chu Hsi (1 130- 
1200). These men developed a comprehensive humanist 
vision in which cultivation of the self was integrated with 
social ethics and moral metaphysics. In the eyes of the 
Sung literati this new philosophy faithfully restored the 
classical Confucian insights and successfully applied them 
to the concerns of their own age. 
Chou Tun-i ingeniously articulated the relationship be- 

tween the “great transformation” of the cosmos and the 
moral development of human beings. In his metaphysics, 
humanity, as the recipient of the highest excellence from 
Heaven, is itself a centre of cosmic creativity. He devel- 
oped this all-embracing humanism by a thought-provok- 
ing interpretation of the Taoist diagram of T’ai Chi 
(“Great Ultimate”). Shao Yung elaborated on the meta- 
physical basis of human affairs, insisting that a disinter- 
ested numerological mode of analysis is most appropriate 
for understanding the “supreme principles governing the 
world.” Chang Tsai, on the other hand, focused on the 

omnipresence of ch’i (“vital energy”). He also advocated 
the oneness of /i (“principle”; comparable to the idea of 
Natural Law) and the multiplicity of its manifestations, 
which is created as the principle expresses itself through 
the “vital energy.” As an article of faith he pronounced 
in the “Western Inscription”: “Heaven is my father and 
Earth is my mother, and even such a small being as I finds 

a central abode in their midst. Therefore that which fills 
the universe I regard as my body and that which directs 
the universe I consider as my nature. All people are my 
brothers and sisters, and all things are my companions.” 

This theme of mutuality between Heaven and human 
beings, consanguinity between man and man, and _har- 
mony between man and nature was brought to fruition 
in Ch’eng Hao’s definition of humanity as “forming one 
body with all things.” To him the presence of T’ien- 
li (“Heavenly Principle”) in all things as well as in hu- 
man nature enables the human mind to purify itself in a 
spirit of reverence. Ch’eng I, following his brother’s lead, 

formulated the famous dictum, “self-cultivation requires 
reverence; the extension of knowledge consists in the 
investigation of things.” By making special reference to 
ko-wu (“investigation of things”), he raised doubts about 
the appropriateness of focusing exclusively on the illumi- 
nation of the mind in self-cultivation, as his brother seems 
to have done. The learning of the mind as advocated by 
Ch’eng Hao and the learning of the principle as advocated 
by Ch’eng I became two distinct modes of thought in 
Sung Confucianism. 
Chu Hsi, clearly following Ch’eng I’s School of Principle 

and implicitly rejecting Ch’eng Hao’s School of Mind, 
developed a pattern of interpreting and transmitting the 
Confucian Way that for centuries defined Confucianism 
not only for the Chinese but for the Koreans and the 
Japanese as well. If, as quite a few scholars have advocated, 
Confucianism represents a distinct form of East Asian 
spirituality, it is the Confucianism shaped by Chu Hsi. 
Chu Hsi virtually reconstituted the Confucian tradition, 
giving it new structure, new texture, and new meaning. 
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He was more than a synthesizer; through conscientious 
appropriation and systematic interpretation he gave rise to 
a new Confucianism, known as Neo-Confucianism in the 
West but often referred to as Li Hstieh (“Learning of the 
Principle”) in modern China. 
The “Doctrine of the Mean” and the “Great Learning,” 

two chapters in the Li chi, had become independent trea- 
tises and, together with the Analects and Mencius, had 
been included in the core curriculum of Confucian edu- 
cation for centuries before Chu Hsi’s birth. But by putting 
them into a particular sequence, the “Great Learning,” 
the Analects, Mencius, and the “Doctrine of the Mean,” 
synthesizing their commentaries, interpreting them as a 
coherent humanistic vision, and calling them the Four 
Books, Chu Hsi fundamentally restructured the Confucian 
scriptural tradition. The Four Books, placed above the 
Five Classics, became the central texts for both primary 
education and civil service examinations in traditional 
China from the 14th century. Thus they have exerted far 
greater influence on Chinese life and thought in the past 
600 years than any other book. 
As an interpreter and transmitter of the Confucian Way 

Chu Hsi identified which early Sung masters belonged to 
the lineage of Confucius and Mencius. His judgment, later 
widely accepted by governments in East Asia, was based 
principally on philosophical insight. Chou Tun-i, Chang 
Tsai, and the Ch’eng brothers, the select four, were Chu 

Hsi’s cultural heroes. Shao Yung and Ssu-ma Kuang were 
originally on his list, but Chu Hsi apparently changed his 
mind, perhaps because of Shao’s excessive metaphysical 
speculation and Ssu-ma’s obsession with historical facts. 
Up until Chu Hsi’s time the Confucian thinking of the 

Sung masters was characterized by a few fruitfully ambigu- 
ous concepts, notably the Great Ultimate, principle, vital 
energy, nature, mind, and humanity. Chu Hsi defined 
the process of the investigation of things as a rigorous 
discipline of the mind to probe the principle in things. He 
recommended a twofold method of study: to cultivate a 
sense of reverence and to pursue knowledge. This com- 
bination of morality and wisdom made his pedagogy an 
inclusive approach to humanist education. Reading, sit- 
ting quietly, ritual practice, physical exercise, calligraphy, 
arithmetic, and empirical observation all had a place in 
his pedagogical program. Chu Hsi reestablished the White 
Deer Grotto in present Kiangsi Province as an academy. 
It became the intellectual centre of his age and provided 
an instructional model for all schools in East Asia for 
generations to come. 
Chu Hsi was considered the preeminent Confucian 

scholar in Sung China, but his interpretation of the Con- 
fucian Way was seriously challenged by his contemporary, 
Lu Chiu-yian (Lu Hsiang-shan, 1139-93), Claiming that 
he appropriated the true wisdom of Confucian teaching 
by reading Mencius, Lu criticized Chu Hsi’s theory of 
the investigation of things as fragmented and ineffective 
empiricism. Instead he advocated a return to Mencian 
moral idealism by insisting that establishing the “great 
body” (i.e., Heaven-endowed nobility) is the primary pre- 
condition for self-realization. To him the learning of the 
mind as a quest for self-knowledge provided the basis 
upon which the investigation of things assumed its proper 
significance. Lu’s confrontation with Chu Hsi in the fa- 
mous meeting at the Goose Lake Temple in 1175 further 
convinced him that Confucianism as Chu Hsi had shaped 
it was not Mencian. Although Lu’s challenge remained a 
minority position for some time, his learning of the mind 
later became a major intellectual force in Ming China 
(1368-1644) and Tokugawa Japan (1603-1867). 
Confucian learning in Chin, Yiian, and Ming. For about 
150 years, from the time the Sung court moved its cap- 
ital to the South and reestablished itself there in 1127, 
North China was ruled by three conquest dynasties, the 
Liao (907-1125), Hsi Hsia (1038-1227), and Chin (11 £5- 
1234). Although the bureaucracies and political cultures 
of both Liao and Hsi Hsia were under Confucian in- 
fluence, no discernible intellectual developments helped 
to further the Confucian tradition there. In the Juchen 
Chin dynasty, however, despite the paucity of information 
about the Confucian renaissance in the Southern Sung, 

the Chin scholar-officials continued the classical, artistic, 
literary, and historiographic traditions of the North and 
developed a richly textured cultural form of their own. 
Chao Ping-wen’s (1159-1232) combination of literary tal- 
ent and moral concerns and Wang Jo-hsii’s (1174-1243) 

scholarship in Classics and history, as depicted in Yuan 
Hao-wen’s (1190-1257) biographical sketches and pre- 

served in their collected works, compared well with the 
high standards set by their counterparts in the South. 
When the Mongols reunited China in 1279, the intellec- 

tual dynamism of the South profoundly affected the north- 
ern style of scholarship. Although the harsh treatment of 
scholars by the conquest Yuan (Mongol) dynasty (1206- 
1368) seriously damaged the well-being of the scholarly 
community, outstanding Confucian thinkers nevertheless 
emerged throughout the period. Some opted to purify 
themselves so that they could repossess the Way for the 
future; some decided to become engaged in politics to put 
their teaching into practice. 

Hst Heng (1209-81) took a practical approach. Ap- 
pointed by Kublai, the Great Khan in Marco Polo’s 
Description of the World, as the president of the Impe- 
rial Academy and respected as the leading scholar in the 
court, Hsii conscientiously introduced Chu Hsi’s teaching 
to the Mongols. He assumed personal responsibility for 
educating the sons of the Mongol nobility to become 
qualified teachers of Confucian Classics. His erudition and 
skills in medicine, legal affairs, irrigation, military science, 
arithmetic, and astronomy enabled him to be an informed 
adviser to the conquest dynasty. He set the tone for the 
eventual success of the Confucianization of Yuan bureau- 
cracy. In fact, it was the Yuan court that first officially 
adopted the Four Books as the basis of the civil service ex- 
amination, a practice that was to be observed until 1905. 
Thanks to Hsti Heng, Chu Hsi’s teaching prevailed in the 
Mongol period, but it was significantly simplified. 
The hermit-scholar, Liu Yin (1249-93), on the other 

hand, allegedly refused Kublai Khan’s summons in order 

to maintain the dignity of the Confucian Way. To him ed- 
ucation was for self-realization. Loyal to the Chin culture 
in which he was reared and faithful to the Confucian Way 
that he had learned from the Sung masters, Liu Yin rigor- 
ously applied philological methods to classical studies and 
strongly advocated the importance of history. Although 
true to Chu Hsi’s spirit, by taking seriously the idea of the 
investigation of things, he put a great deal of emphasis 
on the learning of the mind. Liu Yin’s contemporary, 
Wu Cheng (1249-1333), further developed the learning 
of the mind. He fully acknowledged the contribution of 
Lu Chiu-yiian to the Confucian tradition, even though as 
an admirer of Hsiti Heng he considered himself a follower 
of Chu Hsi. Wu assigned himself the challenging task of 
harmonizing the difference between Chu and Lu. As a 
result, he reoriented Chu’s balanced approach to morality 
and wisdom to accommodate Lu’s existential concern for 
self-knowledge. This prepared the way for the revival of 
Lu’s learning of the mind in the Ming (1368-1644). 
The thought of the first outstanding Ming Confucian 

scholar, Hsieh Hsiian (1389-1464), already revealed the 
turn toward moral subjectivity. Although a devoted fol- 
lower of Chu Hsi, Hstieh’s Records of Reading clearly 
shows that he considered the cultivation of “mind and na- 
ture” to be particularly important. Two other early Ming 
scholars, Wu Yu-pi (1391-1469) and Ch’en Hsien-chang 
(1428-1500), helped to define Confucian education for 
those who studied the Classics not simply in preparation 
for examinations but as learning of the “body and mind.” 
They cleared the way for Wang Yang-ming (1472-1529), 
the most influential Confucian thinker after Chu Hsi. 
As a critique of excessive attention to philological details 

characteristic of Chu Hsi’s followers, Wang Yang-ming 
allied himself with Lu Chiu-yiian’s learning of the mind. 
He advocated the precept of uniting thought and action. 
By focusing on the transformative power of the will, he 
inspired a generation of Confucian students to return to 
the moral idealism of Mencius. His own personal example 
of combining teaching with bureaucratic routine, adminis- 
trative responsibility, and leadership in military campaigns 
demonstrated that he was a man of deeds. 
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Despite his competence in practical affairs, Wang’s pri- 
mary concern was moral education, which he felt had to 
be grounded in the “original substance” of the mind. This 
he later identified as /iang-chih (“good conscience”), by 
which he meant innate knowledge or a primordial existen- 
tial awareness possessed by every human being. He further 
suggested that good conscience as the Heavenly Principle 
is inherent in all beings from the highest spiritual forms 
to grass, wood, bricks, and stone. Because the universe 
consists of vital energy informed by good conscience, it is 
a dynamic process rather than a static structure. Human 
beings can learn to regard Heaven and Earth and the myr- 
iad things as one body by extending their good conscience 
to embrace an ever-expanding network of relationships. 
Wang Yang-ming’s dynamic idealism, as Wing-tsit Chan, 

the dean of Chinese philosophy in North America, charac- 
terized it, set the Confucian agenda for several generations 
in China. His followers, such as the communitarian Wang 
Chi (1498-1583), who devoted his long life to building a 
community of the like-minded, and the radical individ- 
ualist Li Chih (1527-1602), who proposed to reduce all 
human relationships to friendship, broadened Confucian- 
ism to accommodate a variety of life-styles. 
Among Wang’s critics, Liu Tsung-chou (1578-1645) was 

perhaps the most brilliant. His Human Schemata (Jen-p’u) 
offered a rigorous phenomenological description of human 
mistakes as a corrective to Wang Yang-ming’s moral opti- 
mism. Liu’s student Huang Tsung-hsi (1610-95) compiled 
a comprehensive biographical history of Ming Confucians 
based on Liu’s writings. One of Huang’s contemporaries, 
Ku Yen-wu (1613-82), was also a critic of Wang Yang- 
ming. He excelled in his studies of political institutions, 
ancient phonology, and classical philology. While Ku was 
well-known in his time and honoured as the patron saint 
of “evidential learning” in the 18th century, his contem- 
porary Wang Fu-chih (1619-92) was discovered 200 years 
later as one of the most sophisticated original minds in 
the history of Confucian thought. His extensive writings 
on metaphysics, history, and the Classics made him a 
thorough critic of Wang Yang-ming and his followers. 
The age of Confucianism: Yi-dynasty Korea, Tokugawa 

Japan, and Ch’ing China. Among all the dynasties, Chi- 
nese and foreign, the long-lived Yi (Chosdn) in Korea 
(1392-1910) was undoubtedly the most thoroughly Con- 
fucianized. Since the 15th century, when the aristocracy 
(vangban) defined itself as the carrier of Confucian val- 
ues, the penetration of court politics and elite culture 

by Confucianism had been unprecedented. Even today, 
as manifested in political behaviour, legal practice, an- 
cestral veneration, genealogy, village schools, and student 
activism, the vitality of the Confucian tradition is widely 
felt in South Korea. 
Yi T’oegye (1501-70), the single most important Korean 

Confucian, helped shape the character of Yi Confucianism 
through his creative interpretation of Chu Hsi’s teaching. 
Critically aware of the philosophical turn engineered by 
Wang Yang-ming, T’oegye transmitted the Chu Hsi legacy 
as a response to the advocates of the learning of the mind. 
As a result, he made Yi Confucianism at least as much 
a true heir to Sung learning as Ming Confucianism was. 
Indeed, his Discourse on the Ten Sagely Diagrams, an aid 
for educating the king, offered a depiction of all the major 
concepts in Sung learning. His exchange of letters with 
Ki Taesung (1527-72) in the famous Four-Seven debate, 
which discussed the relationship between Mencius’ four 
basic human feelings—commiseration, shame, modesty, 
and right and wrong—and seven emotions, such as anger 
and joy, raised the level of Confucian dialogue to a new 
height of intellectual sophistication. 
In addition, Yi Yulgok’s (1536-84) challenge to T’oegye’s 

re-presentation of Chu Hsi’s Confucianism, from the per- 
spective of Chu’s thought itself, significantly enriched the 
repertoire of the learning of the principle. The leadership 
of the central government, supported by the numerous 
academies set up by aristocratic families and by institu- 
tions such as the community compact system and the 
village schools, made the learning of the principle not only 
a political ideology but also a common creed in Korea. 
In Japan, Chu Hsi’s teaching, as interpreted by T’oegye, 
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was introduced to Yamazaki Ansai (1618-82). A distinc- 

tive feature of Yamazaki’s thought was his recasting of 
native Shintdism in Confucian terminology. The diversity 
and vitality of Japanese Confucianism was further evident 
in the appropriation of Wang Yang-ming’s dynamic ideal- 
ism by the samurai-scholars, notably Kumazawa Banzan 

(1619-91). It is, however, in Ogyt Sorai’s (1666-1728) de- 

termination to rediscover the original basis of Confucian 
teaching by returning to its pre-Confucian sources that 
a true exemplification of the independent-mindedness of 
Japanese Confucians is found. Indeed, Ogyu’s brand of 
ancient learning with its particular emphasis on philologi- 
cal exactitude foreshadowed a similar scholarly movement 
in China by at least a generation. Although Tokugawa 
Japan was never as Confucianized as Yi Korea had been, 
virtually every educated person in Japanese society was 
exposed to the Four Books by the end of the 17th century. 
The Confucianization of Chinese society reached its apex 

during the Ch’ing (1644-1911/12) when China was again 
ruled by a conquest (Manchu) dynasty. The Ch’ing em- 

perors outshone their counterparts in the Ming in present- 
ing themselves as exemplars of Confucian kingship. They 
transformed Confucian teaching into a political ideology, 
indeed a mechanism of control. Jealously guarding their 
Imperial prerogatives as the ultimate interpreters of Con- 
fucian truth, they undermined the freedom of scholars to 
transmit the Confucian Way by imposing harsh measures, 
such as literary inquisition. It was Ku Yen-wu’s classical 
scholarship rather than his insights on political reform 
that inspired the 18th-century evidential scholars. Tai 
Chen, the most philosophically-minded philologist among 
them, couched his brilliant critique of Sung learning in his 
commentary on “The Meanings of Terms in the Book of 
Mencius.” Tai Chen was one of the scholars appointed by 
the Ch’ien-lung emperor in 1773 to compile an Imperial 
manuscript library. This massive scholarly attempt, The 
Complete Library of the Four Treasures, is symbolic of the 
grandiose intent of the Manchu court to give an account 
of all the important works of the four branches of learn- 
ing—the Classics, history, philosophy, and literature— 
in Confucian culture. The project comprised more than 
36,000 volumes with comments on about 10,230 titles, 

employed as many as 15,000 copyists, and took 20 years 
to complete. The Ch’ien-lung emperor and the scholars 
around him may have expressed their cultural heritage in 
a definitive form, but the Confucian tradition was yet to 
encounter its most serious threat. 

MODERN TRANSFORMATION 

At the time of the first Opium War (1839-42) East Asian 
societies had been Confucianized for centuries. The con- 
tinuous growth of Mahayana Buddhism throughout Asia 
and the presence of Taoism in China, shamanism in 
Korea, and Shintdism in Japan did not undermine the 
power of Confucianism in government, education, family 
rituals, and social ethics. In fact, Buddhist monks were 
often messengers of Confucian values, and the coexistence 
of Confucianism with Taoism, shamanism, and Shintdism 
actually characterized the syncretic East Asian religious 
life. The impact of the West, however, so fundamentally 
undermined the Confucian roots in East Asia that it has 
come to be widely debated whether or not Confucianism 
can remain a viable tradition in modern times. 
Beginning in the 19th century, Chinese intellectuals’ 

faith in the ability of, Confucian culture to withstand the 
impact of the West became gradually eroded. This loss 
of faith may be perceived in Lin Tse-hsii’s (1785-1850) 
moral indignation against the British, followed by Tseng 
Kuo-fan’s (1811-72) pragmatic acceptance of the superi- 
ority of Western technology, K’ang Yu-wei’s (1858-1927) 
sweeping recommendation for political reform, and Chang 
Chih-tung’s (1837-1909) desperate, eclectic attempt to 
save the essence of Confucian learning, which, however, 

eventually led to the anti-Confucian iconoclasm of the so- 
called May Fourth Movement in 1919, The triumph of 
Marxism-Leninism as the official ideology of the People’s 
Republic of China in 1949 relegated Confucian rhetoric 
to the background. The modern Chinese. intelligentsia, 
however, maintained unacknowledged, sometimes uncon- 
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scious, continuities with the Confucian tradition at every 
level of life—behaviour, attitude, belief, and commitment. 
Indeed, Confucianism remains an integral part of the 
psycho-cultural construct of the contemporary Chinese in- 

tellectual as well as of the Chinese peasant. 
The emergence of Japan and the other newly industnal- 

ized Asian countries (South Korea, Taiwan, Hong Kong, 
and Singapore) as the most dynamic region of economic 
development since World War II has generated much 
scholarly interest. Labeled the “Sinitic World in Perspec- 
tive,” “The Second Case of Industrial Capitalism,” the 
“Eastasia Edge,” or “the Challenge of the Post-Confu- 
cian States,” this phenomenon has raised questions about 
how the typical East Asian institutions, still suffused with 
Confucian values—such as a paternalistic government, an 
educational system based on competitive examinations, 
the family with emphasis on loyalty and cooperation, and 
local organizations informed by consensus—have adapted 
themselves to the imperatives of modernization. 
Some of the most creative and influential intellectuals 

in contemporary China have continued to think from 
Confucian roots. Hsiung Shih-li’s ontological reflection, 
Liang Shu-ming’s cultural analysis, Fung Yu-lan’s recon- 
struction of the learning of the principle, Ho Lin’s new 
interpretation of the learning of the mind, T’ang Chin-i’s 
philosophy of culture, Hsti Fu-kuan’s social criticism, and 
Mou Tsung-san’s moral metaphysics are noteworthy ex- 
amples. Although some of the most articulate intellectuals 
in the People’s Republic of China criticize their Confucian 
heritage as the embodiment of authoritarianism, bureau- 
cratism, nepotism, conservatism, and male chauvinism, 
others in China, Taiwan, Hong Kong, Singapore, and 
North America have imaginatively established the rele- 
vance of Confucian humanism to China’s modernization. 
The revival of Confucian studies in South Korea, Taiwan, 
Hong Kong, and Singapore has been under way for more 
than a generation, though Confucian scholarship in Japan 
remains unrivaled. Confucian thinkers in the West, in- 

spired by religious pluralism and liberal democratic ideas, 
have begun to explore the possibility of a third epoch 
of Confucian humanism. They uphold that its modern 
transformation, as a creative response to the challenge of 

the West, is a continuation of its classical formulation 

and its medieval elaboration. Scholars in mainland China 
have also begun to explore the possibility of a fruitful 
interaction between Confucian humanism and democratic 
liberalism in a socialist context. 
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as the human species, the use of the word in its 
present context is relatively recent. Over the years 

conservation has acquired many connotations: to some it 
has meant the protection of wild nature, to others the sus- 
tained production of useful materials from the resources 
of the Earth. The most widely accepted definition, pre- 
sented in 1980 in World Conservation Strategy by the 
International Union for Conservation of Nature and Nat- 
ural Resources, is that of “the management of human use 
of the biosphere so that it may yield the greatest sustain- 
able benefit while maintaining its potential to meet the 
needs and aspirations of future generations.” The docu- 
ment defines the objectives of the conservation of living 
resources as: maintenance of essential ecological processes 
and life-support systems, preservation of genetic diversity, 
and guarantee of the sustainable use of species and ecosys- 
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Concepts important to conservation 

THE NEED FOR NATURAL RESOURCES 

Like “conservation” itself, the term natural resources has 
undergone an expansion in meaning as a result of a greater 
understanding of the relationship of human beings with 
the world they inhabit. Early in the 20th century natural 
resources were viewed primarily as sources of useful com- 
modities. They were the raw materials in the environment 
that were used or capable of being used by people for some 
purpose: minerals and fuels, forest and grazing resources, 
wildlife, fisheries, and the like. In a restricted sense, the 
term is still used in this way. More recently, however, 
the concept of natural resources has been broadened to 
include the total natural environment—the entire surface 
layer of the planet—because all parts of the Earth’s surface 
are of use and of value in that they contribute to the 
production of the necessities and amenities that people 
require or demand. Thus, when considered in this respect, 
the atmosphere, oceans, deserts, and polar regions have 
all become valuable resources that must be managed with 
care to provide for the future. 
Primary and secondary needs. Humanity’s primary 

needs, or natural-resource requirements for existence, in- 
clude energy in the form of organic foods that are di- 
gestible, are capable of being assimilated, and contain 
adequate amounts of proteins, fats, carbohydrates, vita- 
mins, and minerals; water with a relatively low content of 
dissolved salts and free from toxic or injurious substances; 
air that contains an adequate quantity of oxygen but no 
harmful materials; and an external source of energy for 
heating and cooking, as well as various materials from 
which clothing and shelter can be fashioned to provide 
warmth in cold weather and coolness during excessively 
hot weather. These basic human needs were supplied to 
mankind’s earliest ancestors by wild vegetation and ani- 
mal life, by springs and streams, and by the atmosphere 
and the Sun. Later, the discovery of fire made possible the 
heating of shelters and also made available a greater choice 
of foods—those that could be rendered more palatable by 
being heated. 
The primary needs of people are the same today; however, 

tems. More generally, conservation involves practices that 
perpetuate the resources of the Earth on which human 
beings depend and that maintain the diversity of living or- 
ganisms that share the planet. This includes such activities 
as the protection and restoration of endangered species, 
the careful use or recycling of scarce mineral resources, 
the rational use of energy resources, and the sustainable 
use of soils and living resources. 
Conservation is necessarily based on a knowledge of ecol- 

ogy, the science concerned with the relationship between 
life and the environment, but ecology itself is based on 
a wide variety of disciplines, and conservation involves 
human feelings, beliefs, and attitudes as well as science 
and technology. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, section 355. 
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with increased populations and depleted supplies of wild 
resources, a secondary category of needs has developed. 
These include those materials or energy sources needed to 
maintain an urban civilization. In addition to such needs, 
there is also a wide range of natural-resource “wants.” 
These include the materials, experiences, or space needed 
to make existence more enjoyable. 
Agricultural and urban development. The development 

of agriculture enabled people to produce greater amounts 
of food on a more reliable basis and from smaller areas of 
land than previously had been possible. The direct depen- 
dence on the availability of wild food materials was lost. 
Greater supplies of food made it possible to provide for 
greater numbers of people in the agricultural regions, and 
these numbers soon exceeded the capacity of the original 
or still-existing natural environment to supply their pri- 
mary needs. Thus, the first secondary needs developed— 
farming tools and, later, domestic animals to help use 
the tools more effectively and, for the latter, the food 
supplies necessary to keep them alive. In time, to keep 
the agricultural soils productive, the need for fertilizers 

of various kinds developed. Increasing dependence upon 
foods that could not be eaten raw generated the need for 
materials from which cooking and eating utensils could 
be fashioned. Thus, requirements for a wide variety of 
nonliving natural resources developed along with the rise 
of agricultural lands and settled villages. 
With the growth of. civilization and the concentration of 

people into cities, natural-resource requirements increased 
as secondary needs expanded. It became essential to orga- 
nize and direct agriculture over large areas in order to pro- 
vide for urban inhabitants. Effective transportation from 
farmlands to cities became essential, as did metals and all 
kinds of other minerals, stones, and timber suitable for the 

construction of buildings, ships, and vehicles; in addition, 
greater numbers of domestic animals (cows, hogs, sheep, 
etc.) were required. Human wants were further increased 
as the greater leisure of civilized life enabled part of the 
population to look beyond the problem of mere survival. 
Thus, a desire for contact with wild nature developed as 
the urban population became increasingly separated from 
it through city life. 
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Industrial and technological growth. The greatest ex- 

pansion of human requirements for natural resources fol- 

lowed the Industrial Revolution during the latter half of 
the 18th and first half of the 19th centuries and the sci- 
entific and technological revolutions that succeeded it in 
the 20th. Resources that were of no value only a relatively 
few decades ago are now used—for example, beryllium for 
rockets and uranium for nuclear fuel. Coal, natural gas, 
and petroleum—resources that were scarcely used only a 
century ago—are now consumed in enormous quantities. 
The amount of food now demanded has involved an 
enormous input into the agricultural economy of chemical 
materials and sophisticated farming implements as well as 
an input of fuel energy that often exceeds the energy value 
of the food raised. Moreover, because both the demand 

for luxuries and the degree of wastefulness are excessive, 
not all consumption of resources is related to the supply- 
ing of needs. 
In the confusion of needs, wants, and waste related to 

the current use of natural resources, it is notable that the 

primary human requirements are the same as they were in 
primitive times. It would be possible for mankind to sur- 

vive, although in greatly reduced numbers, by using only 
wild vegetation and animal life to meet resource needs. 
This is because the living resources of the Earth contain 
all the basic requirements for human survival. The need 
for other resources is the result of the desire to live in 
greater numbers and at a standard of living considerably 
higher than that previously enjoyed. By reducing popula- 
tion growth in the future, it would be possible to enjoy a 
highly developed technology, a high material standard of 
living, and a wide range of wants and luxuries while still 
placing little strain upon the Earth’s available resources. 
But, with the growing human population, with an expand- 
ing technology that becomes ever more demanding, and 
with the growing demands for material goods, the pres- 
sure on the Earth’s natural resources increases steadily. 
Whether or not available quantities of these resources are 
sufficient to meet humanity’s growing wants and needs 
is uncertain. 
Rational use of resources. In its present usage, the con- 

servation of natural resources includes a wide range of sub- 
sidiary concepts. One such concept is that of the rational 
use of the environment, which includes the preservation 
of certain areas or resources in an essentially undisturbed 
condition because they either are of scientific interest, 
have aesthetic appeal, or have recreational value. Preser- 

vation also serves an ecological purpose by maintaining 
the function of the total environment, such as the pro- 
tection of forests to assure a sustained yield of water into 
urban reservoirs or the protection of estuaries in order to 
perpetuate an ocean fishery. But the preservation or the 
protection of natural resources is not the only concern 
of conservation; rational use also implies the direct use 
of resources for their commodity or recreational values. 
Thus, the harvesting of forest crops, the grazing of grass- 
lands by livestock, the catching of fish, and the hunting 
of wild animals can be considered a legitimate part of the 
rational use of natural resources when they are carried out 
in such a way that the resource is perpetuated and not 
endangered. Such activities involve another concept, that 
of sustained yield. Sustained yield is the understanding 
that, for example, hunting and fishing should take only 
the annual surplus of individuals so as not to endanger the 
breeding stock of game animals and fishes. For another 
example, the cutting of trees and the grazing of grasses 
should remove only the annual increment or that por- 
tion realistically capable of being replaced over a period 
of years through the operation of natural processes with 
human assistance when needed. 
Multiple use and restoration. Also important to the 

concept of conservation is the recognition that natural 
resources have multiple values. In addition to its value as 
livestock forage, grass, for example, also supports wild an- 
imal life, holds soil in place, maintains the productivity of 
soil, keeps soil and water relationships in proper balance, 
and helps guarantee streamflow or yields of water to un- 
derground channels. Grasslands, moreover, have aesthetic, 
recreational, and scientific values. All of the many values 

of grassland must be considered before a decision is made 
to use a grassland for a particular purpose. Ideally, an 
area of land can serve many purposes simultaneously or 
sequentially; i.e., can have multiple uses. 
Another of the more hopeful aspects of conservation is 

the concept of restoration. A forest that has been cut or 
burned can, with care, regenerate itself. Areas that have 
been mined and left barren often can be revegetated with 
reasonable expenditures of money and effort. Depleted 
animal or plant populations recover their original abun- 
dance if suitably protected in an adequate habitat. The 
restoration of natural vegetation depends upon the eco- 
logical process of succession, in which plants with varying 
degrees of tolerance to extreme conditions in an envi- 
ronment invade a disturbed or barren area and replace 
one another until a stable, self-perpetuating community 
is achieved. Restoration is possible, however, only as long 
as species are protected and the genetic diversity of life is 
maintained. When species become extinct the restoration 
of past conditions becomes impossible. 

THE IMPORTANCE OF CONSERVATION 

Values to mankind. Conservation is essential to human 
survival. Because life depends upon the proper functioning 
of the biosphere—the relatively narrow zone of air, water, 
soil, and rock in which all life on Earth exists—the ulti- 
mate purpose of conservation is to maintain the biosphere 
in a healthy operating condition. Although it is known 
that green plants supply oxygen to the atmosphere, that 
plants and animals recycle nutrients, and that plants and 
animals help maintain the fertility of soils, many of the 
elements that contribute to the proper functioning of the 
biosphere have not yet been identified. Because mankind 
lives with such environmental uncertainties, an attitude 
of care and protection toward the Earth’s living resources 
is necessary. 

Certain aspects of conservation, however, such as the 
prevention of pollution, have a more narrow and im- 
mediate importance. There are numerous illustrations of 
the serious effect of pollutants in air, water, or soil on 
human health and survival; for example, the accumula- 
tion of sulfur dioxide in the air of London during the 
1950s led to many deaths that probably would not have 
otherwise occurred. The dumping of mercury-containing 
wastes in waters around Japan caused the death of many 
people and destroyed the health of others, and continuing 
accumulations of such toxic metals as lead, cadmium, and 

arsenic in air and water threaten widespread damage to 
human health. 

Economic value. Unless viewed in terms of human sur- 
vival, the economic value of conservation is sometimes 
difficult to demonstrate. Although the floating plants of 
the ocean, the microscopic phytoplankton, are of little 
direct economic value to people, for example, their elim- 
ination from the food chain would quickly destroy the 
world’s marine fisheries, which are a major source of hu- 
man food; in time, even the world’s oxygen supply would 
be severely depleted. 

As explained below, much of the apparent conflict in the 
economics of conservation results from the difference be- 
tween short-term or individual interests and the long-term 
interests of groups or of all mankind. The long-term eco- 
nomic community benefits to be derived from stable and 
productive farmlands and forests are considerable when 
compared with farms that are exploited, eroded, and aban- 
doned or with forests that are cut, burned, and allowed 
to deteriorate. Short-term economic considerations, how- 
ever, may lead individuals or communities to exploit their 
farms and forests for maximum profit at minimum cost 
and then move on, leaving the deteriorated lands behind. 
Aesthetic and recreational value. Appreciation of wild 

nature as a source of aesthetic pleasure and the use of 
wildlands and wild-animal resources for recreational en- 
joyment have long been recognized as among the more im- 
portant values of conservation. Outdoor-based recreational 
activities, such as fishing, hunting, boating, swimming, 
picnicking, sunbathing, hiking, and skiing, are related to 
the continued existence of natural or near-natural envi- 
ronments as the sites for these activities. Although it is 
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almost impossible to evaluate aesthetic and recreational 
values in terms of their psychological or sociological im- 
portance, because they may vary from one culture to 
another, evidence indicates that, as personal affluence and 
the freedom from the sheer struggle for survival increase, 
the demand for outdoor recreation and outdoor space also 
increases. Even in the absence of government activity, it 
has become financially attractive for private investors to 
provide facilities and opportunities that exploit outdoor 
recreational resources. 
Scientific value. Conservation is also of great scientific 

value. Because relatively little is known about the past, 
present, and possible future of the biosphere, natural 
outdoor laboratories, including areas of undisturbed na- 
ture, must be maintained in order to conduct the studies 

needed to acquire knowledge. Moreover, there are many 

natural resources with undiscovered scientific and tech- 
nological values. If, for example, all apparently worthless 
rosy periwinkle plants had been destroyed, an important 
drug used in treating leukemia would not have been dis- 
covered. Because each wild plant and animal contains a 
storehouse of genetic and biochemical information, the 
loss of a single species might result in the loss of informa- 
tion that could ultimately have great value for mankind’s 
welfare or survival. 
Conflicting attitudes and issues. Although the impor- 

tance of conservation may seem obvious, most of the 
world’s people live too close to the margin of existence to 
exercise concern for anything more than their immediate 
survival and well-being. Planning for the future becomes 
difficult when the present itself is in doubt, and activities 

that could help tomorrow’s generations may seem quixotic 
to those for whom survival is at stake. Thus, while conser- 
vation has made great strides in some areas of the world, 
it is still too soon for people to have any feeling of security 
about the future of the environment. 
Short-term versus long-term views. It is often regarded 

as essential to the survival or the enrichment of an individ- 
ual or a group to use resources in such a way as to realize 
immediate gains or profits. Such activities, however, may 
impair the future productivity of an area of land, extermi- 
nate a species, or destroy the usefulness of a site for any 
other purpose. In such a situation the short-term, private 
view conflicts with the long-term, public view. Though 
many would argue that the public view should be more 
conservation oriented, emphasizing proper safeguards to 
prevent deterioration of the environment, there are, never- 

theless, times when governments take the short-term view 
in the face of real or imagined economic or political crises; 
they may, for example, authorize widespread destruction 
of resources as a temporary expedient to achieve a mili- 
tary goal or to strengthen the public treasury. But crises 
will tend to become self-perpetuating if the destruction of 
resources weakens the country ecologically and economi- 
cally. Thus, continued, unrestricted population growth in 
a country poorly equipped to manage its natural resources 
creates a continuing sense of crisis, because ever-expand- 
ing immediate needs are commonly met at the cost of 
future productivity and environmental stability. 
As long as human populations were small and the 

pressures upon the environment were limited, conflicts 
between long-term and short-term interests made little dif- 
ference. Deteriorated lands could be abandoned and new 
lands found because there was sufficient time to permit 
natural repair of environmental damage. Presently, how- 
ever, with great and increasing numbers of people on a 
planet of limited capacity, conservationists are insisting 
that the difference between short- and long-term points of 
view be resolved in favour of actions that guarantee the 
survival of mankind. 
Technological issues. Technological progress is another 

important reason for many conflicts in matters pertaining 
to conservation. Although technology can be a boon, it can 
also be poorly related to environmental realities. Through 
the use of technology great environmental changes can 
quickly be brought about. Although these changes are 
usually intended to be beneficial, they frequently occur in 
natural environments in which all things are ecologically 
related to one another. As a consequence, the changes may 
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produce side effects that were not anticipated or that were 
discounted as being of little importance, thereby disrupt- 
ing other human activities or the environment as a whole. 
Examples of such situations include the polluting effects 
of certain industries or the spread of waterborne diseases 
following the construction of major irrigation projects. 
Use of global resources. A further area of conflict lies 

in attitudes toward resources that are held in common, 
such as the atmosphere and oceans. In instances in which 
the use of such resources is essentially free to the user, and 
the power to control use does not rest with any recognized 
authority, the resource often deteriorates. Although each 
fisherman may feel that his individual activities have very 
little effect on the resources of the ocean, the effect of 
the activities of all fishermen may threaten the existence 
of those resources. Similarly, each automobile driver does 
not feel that he is contributing much to the pollution 
of the global atmosphere, but all automobiles throughout 
the world contribute a total level of pollution that most 
critics feel cannot long be tolerated. When such situations 
exist, a recognized controlling authority is usually seen to 
be necessary. 

The history of conservation 

EARLY PRACTICES 

For most of its history, the human species has lived by 
hunting animals and gathering wild plant foods. By ex- 
trapolation from studies of peoples who today live by 
such methods, it can be suggested that the relationship 
of hunter-gatherers with nature was relatively benign. It 
can also be suggested that people acquire and pass on 

through oral tradition a remarkable amount of knowledge 
about the plants and animals with which they associate 
and on which they depend. A number of breakthroughs 
in modern medicine, for example, have come from ob- 
serving the therapeutic uses that traditional tribal cultures 
make of various wild plants. It is also known, however, 
that in prehistoric times people did modify their natural 
environment. Many grassland areas throughout the world 
have come to exist because people used fire as an aid to 
hunting or to modify vegetation to make it more suit- 
able to their needs. Early hunting and gathering cultures 
contributed to the extermination of some animal species, 
although this seems to have been more of an exception 
than a general practice. For the most part, early humanity 
lived in an equable balance with the natural environment, 

if for no other reason than necessity. If they had done 
serious damage, people could not have survived. 
Agriculture has been practiced only during the last 10,- 

000-12,000 years, and urban civilization has been in 

existence only during the last 6,000 years. With urban 
life came pressure upon the natural environment and 
upon agricultural lands that was sometimes excessive. 
In the Asian homelands of Western agriculture there is 
widespread evidence of serious soil erosion during ancient 
times. Destruction of vegetation and the spread of deserts 
followed the rise of early urban civilizations in many areas 
of the Middle East and North Africa. 
Ancient conservation practices. Certain conservation 

practices did develop in early civilizations, however. Some 
species of animals were protected by religious taboos; reli- 
gious sanctions prevented the destruction of forest groves 
and sacred mountains. The use of organic fertilizer to 
maintain soil fertility.is found among many more recent 
primitive peoples and has had a long history in Western 
agriculture. The Bible is filled with various injunctions 
governing the use of land and resources that have a 
conservation function. Civilizations such as those of the 
Phoenicians and the Incas developed sophisticated tech- 
niques of terracing to prevent soil erosion on hillsides and 
to make more effective use of water for irrigation. The 
earliest civilizations also show evidence of the creation of 
reserves or parks to protect wildlife or natural areas. Al- 
though they were hunting preserves for the use of royalty, 
they also served a conservation function. 
As civilization developed, the accumulation of human 

experience led to increasingly sound land-use practices, 
evidence of which is found in the written descriptions of 
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Roman agriculture and, later, in the well-tended irrigated 
fields and gardens developed during the height of Muslim 
culture. The agricultural landscapes of preindustrial west- 

ern Europe, Japan, and China reflected great skill in the 
conservation of soil resources. Irrigated lands in the Nile 
Valley and volcanic soils in tropical Southeast Asia have 
been kept fertile and productive over thousands of years. 
In preindustrial times, however, concern over wild nature 

was not widespread, largely because it was viewed as vast 
and inexhaustible relative to the domain, the numbers, 
and the power of human beings. This view was a justifi- 
able one, because the 500,000,000 people who inhabited 
the world in 1600 lacked the energy sources and the ma- 
chinery to effect great environmental changes. Moreover, 
most of the Earth’s surface was sparsely settled. 

Conservation during and following the age of exploration. 

Starting with the voyages of discovery in the 15th cen- 
tury, the influence of European culture was spread over 
the world. By the 17th century Europeans were equipped 

with an increasingly powerful technology and a growing 
ability to modify large areas of the Earth and to subdue 
less aggressive peoples. During this period the attitudes of 
explorers and colonists were oriented more toward imme- 
diate personal aggrandizement of the lands they visited 
and settled than toward any concern for the long-term 
health and productivity of the newly discovered countries. 
Soil erosion as well as the destruction of natural vegetation 
and wildlife accompanied the spread of European colo- 
nization in the Americas, Australia, and Africa. Neverthe- 
less, during the same period, various conservation ideas 
and practices were being promoted. Forest conservation, 
for example, developed sound beginnings in 17th-century 
England and France, in part because of the disappearance 
of natural forests as a result of the increasing demand for 
wood fuel for industrial uses. As early as the 18th century 
in eastern North America, such men as Thomas Jefferson 
already had sound ideas for land management and conser- 
vation, and a general interest in and concern for wildlife 
was developing. 
The 19th century, however, witnessed unusually severe 

environmental depredations. In Australia, for example, 
livestock populations were allowed to increase to levels far 
above what the natural forage could support. Although 
millions of animals died during drought periods, the pro- 
cess of overforaging damaged the range lands to such a 
degree that they have not yet recovered. In southern Africa 
many forms of wildlife were hunted to extinction, and 
most of the larger mammals were reduced to numbers that 
endangered their survival. It was in North America, how- 
ever, that the changes were most dramatic. The great herds 
of wildlife that inhabited the plains and prairies vanished 
as the numbers of bison, elk, antelope, and deer were re- 
duced by hunters. Even the larger predatory animals were 
nearly exterminated, and some of them—varieties of griz- 
zly bear, cougar, and wolf—subsequently became extinct. 
Many types of birds that once had occurred in great abun- 
dance—e.g., the passenger pigeon, Carolina parakeet, and 
heath hen—were wiped out. Logging and fires combined 
to menace the once luxurious forests of New England, the 
states surrounding the Great Lakes, and the South. The 
grasslands were overgrazed, and in some areas such as 
California native vegetation was eliminated over most of 
its range and replaced by species of European and Asian 
origin. It was in the West Indies and other islands through- 
out the world that changes were most marked. Native 
plant and animal species were eradicated and replaced by 
exotic invaders. By contrast, in the long-settled areas of 
Europe and Asia, changes were much less marked, as con- 
servation-oriented systems of land management persisted. 
Rise of the modern conservation movement. It could 

have been predicted that the modern conservation move- 
ment would have its beginnings not in the settled lands of 
the Old World but in those areas of the New World where, 
within the memory of a single generation, there had been 
extreme changes in the landscape and in the abundance 
of wildlife. The reaction to the destruction of natural 
resources in those areas precipitated the formation and 
growth of the conservation movement. As early as 1832, 
George Catlin, a U.S. artist and author, first proposed 

the idea of national parks encompassing major areas in 
which Indians and wild country could both be preserved. 
In the same decade the botanist William Bartram and 
the ornithologist John James Audubon were arousing an 
interest in wildlife and its conservation. A little later, the 

writers Ralph Waldo Emerson and Henry David Thoreau 
presented strong arguments concerning the importance of 
the continued survival of wild nature to the psychological 
well-being of mankind. Thoreau became one of the first 
literary advocates of wilderness conservation. The first 
textbook on conservation, Man and Nature, by George 
Perkins Marsh, appeared in the 1860s. In the same period 
the author and naturalist John Muir settled in California 
and became a leading advocate of wilderness preservation. 
In 1872 the U.S. Congress proclaimed the Yellowstone 
region of Wyoming as a national park and also estab- 
lished for the first time a national-government role in the 
protection and administration of such areas. In 1891 the 
first of the U.S. forest reserves, forerunners of the system 
of national forests, was proclaimed in the area around 
Yellowstone National Park. 
Conservation as a national movement owes much to 

Pres. Theodore Roosevelt and his immediate advisers. 
Roosevelt’s chief forester, Gifford Pinchot, is credited with 
having first used the term “conservation” in its present 
context. Pinchot was to become the leader of the nation’s 
Forest Service and, along with Roosevelt, he advocated a 
utilitarian, “wise use” approach to conservation. In this, 
Pinchot and Roosevelt came into conflict with represen- 
tatives of another school of thought, called preservationist 
and represented by Muir, over the building of a dam in 
the canyon of the Tuolumne River in Yosemite National 
Park, to provide a water supply for San Francisco. The 
philosophy of Roosevelt and Pinchot prevailed and the 
dam was built, but Muir’s ideas lived on with the Sierra 
Club, of which he was a founder. 

RECENT HISTORY 

The recent history of conservation has been marked by 
a great expansion of government roles in protecting the 
environment and by a growth of public interest in and 
support for this process. National-park systems, dedicated 
to the preservation of wild nature and to the provision 
of outdoor recreation space, have grown rapidly, and 
national-forest systems, dedicated to the multiple use of 
wild-land resources, have also become firmly established. 
In the United States the conservation of wildlife became 
a cause of national interest and led to the establishment 
of a far-ranging system of wildlife refuges and the gradual 
restoration of most wild animal species to levels approach- 
ing, in some cases exceeding, their primitive abundance. 
On private lands, however, and on government or public- 
domain lands not specifically reserved as national forests, 
parks, or refuges, deterioration continued, reaching a peak 
in the 1930s, when it became widely recognized that those 
range lands in the public domain had been disastrously 
overgrazed and that many privately owned farmlands had 
been depleted or exhausted. Firm control over the man- 
agement of lands in the public domain and federal inter- 
vention to establish soil conservation on privately owned 
lands were accepted as appropriate activities for the na- 
tional government. 
Spread of modern conservation practices. Conservation 

ideas spread widely, being most readily accepted by those 
countries that had experienced sudden environmental 
changes. By the 1920s national parks were to be found on 
all continents. In 1924 the Soviet Union established the 
first of its now extensive system of natural reserves (za- 
povedniki). Conservation-oriented management of forest 
lands, which grew more from its origins in Europe than 
from practices in the United States, also became more 
widely accepted throughout the world. The scientific basis 
for the management of wild grazing lands for the sus- 
tained production of forage for livestock was established 
in U.S. national forests in 1913 and soon spread to other 
countries. Aldo Leopold in the United States, in 1933, 
wrote a textbook on game management, in which the 
conservation and management of wild animal life for such 
recreational purposes as sport hunting and fishing and for 
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direct commodity values on a sustained basis received par- 
ticular emphasis. Leopold’s work drew heavily on earlier 
studies of animal ecology by Charles Sutherland Elton in 
England; in fact, the establishment in Europe of wildlife 

reserves and protective laws as well as the managing of 
lands to produce sustained crops of wildlife long preceded 
even Elton’s work. Subsequently, the management of wild 
animals in extensive wilderness areas made major strides 
in Africa, which possesses unusual wildlife resources, and 
in the Soviet Union, which retains large areas of wildland. 
New conservation problems and approaches. After 

World War II the field of conservation expanded as new 
problems arose and as some older approaches proved 
to have been inadequate. With growing populations and 
increasing pressures on land and resources, planning for 
their use by taking into account only a single factor or 
a few factors at the most was found to be highly un- 
satisfactory. One such instance was the development of 
more effective synthetic pesticides for use in the control 
of disease-carrying insects as well as those that prey most 
heavily upon agricultural crops. The initial results were 
remarkable. In some countries, where the insecticide DDT 

was used to control malaria-bearing mosquitoes, the dis- 
ease was reduced from being an important cause of human 
illness and mortality to a low and manageable level. Simi- 
larly, agricultural pests were drastically reduced, and crop 
yields soared in many regions. Eventually, however, it was 
discovered that the pesticides had unexpected and severe 
consequences on the environment, and by the 1970s their 
use anywhere for any purpose was open to serious debate. 
All forms of pollution also became a matter of major sig- 

nificance as populations and industrial activities increased 
after World War II. Air in major cities became toxic; 
water supplies in many heavily populated areas were con- 
taminated. Nuclear radiation had become a major cause 
for concern by the 1950s and early 1960s when it was 
found that radioactive materials from test explosions of 
atomic and hydrogen bombs spread throughout the entire 
biosphere instead of being confined to the immediate ar- 
eas in which the tests were conducted. 
In response to the need for a much more integrated ap- 

proach to environmental problems and to natural-resource 
management than existed at the time, many countries 
established ministries for the environment or their equiv- 
alent, and in 1969 the United States, by the National 
Environmental Policy Act, established a national Council 
on Environmental Quality to oversee and help coordinate 
those activities of government departments that could 
have an effect upon the environment. 
By 1970, however, the problems of the environment had 

become international in scope. The oceans were seriously 
polluted, and no single country could control the situa- 
tion. Pesticides and other toxic materials spread by air 
and water currents throughout the world were causing or 
threatening to cause environmental damage everywhere. 
But the need for an international approach to conserva- 
tion problems found most nations generally unprepared 
to cope with the situation. Conservation-oriented recom- 
mendations aimed at controlling the use of radioactive 
materials, heavy metals, toxic pesticides, or the dumping 
of petroleum at sea could not be enforced internationally. 
The need to regulate the exploitation of marine resources 
was widely acknowledged, but such regulation was inef- 
fective without an empowered international authority. 
In recognition of these problems many international 

conferences were held, new treaties and conventions were 
proposed, and the need for regulatory power over the 
environment at an intergovernmental level was stated fre- 
quently. The World Health Organization and the World 
Meteorological Organization began a global program to 
monitor pollution levels. The United Nations Educational, 
Scientific and Cultural Organization (UNESCO) launched 
a major scientific program directed toward the problems 
of “Man and the Biosphere,” and an international confer- 
ence on environmental problems was held in Stockholm 
in June 1972. Following the conference, the United Na- 
tions General Assembly established the UN Environment 
Programme (UNEP) to act on the recommendations of 
the Stockholm meeting. The UNEP surveyed the status of 
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many aspects of the world’s environment and natural re- 
sources, subsequently publishing its findings in numerous 
reports. In 1980 the International Union for Conserva- 
tion of Nature and Natural Resources, with the support 

of UNEP and the World Wildlife Fund, published World 
Conservation Strategy. This document, which presented 
worldwide strategies for the rational use of resources, has 
served as the basis for many national conservation plans. 
But many critics feared that, until the nations of the world 
were more willing to delegate greater authority to interna- 
tional organizations and to support them financially, little 
progress toward the solution of global problems could be 
expected. In existing conditions of international relations, 

this left each nation to attempt to do what it could within 
its own boundaries. 

Types of natural resources 

In classifying natural resources it has been traditional to 
distinguish between those that are renewable and those 
that are nonrenewable. The former were once considered 
to be the living resources—e.g., forests, wildlife, and the 
like—because of their ability to regenerate through re- 
production. The latter were considered to be nonliving 
mineral or fuel resources, which, once used, did not re- 
place themselves. In practice this separation is not entirely 
satisfactory, for reasons that will be dealt with in a later 
section. There are, nevertheless, certain aspects of conser- 
vation that apply specifically to nonliving resources: 

1. Beneficiation is the upgrading of a resource that was 
once too uneconomical to develop. It usually depends 
upon technological improvements, such as those that 
make possible the concentration of a dispersed fuel or 
mineral so that it can be more easily handled, transported, 

or processed. 

2. Maximization is the aggregate of those measures that 
avoid waste and increase the production of a resource. 
3. Substitution involves the use of common resources in 

place of rare ones, as, for example, the use of aluminum 
in place of less abundant copper for a variety of products. 
4. Allocation is the determination of the most appropri- 

ate use for a resource and the assignment of the resource 
to that purpose. In market economies allocation is usually 
controlled by the pricing mechanism: if the demand for a 
particular purpose is high, then the price of a resource to 
be used for that purpose will also be high; this high price 
will in turn make it more likely that the resource will be 
used mostly for that purpose. In government-controlled 
economies a resource may be reserved only for what are 
considered to be its most important uses. 
5. Recycling, one of the most promising methods for 

conservation of mineral resources, involves the concentra- 

tion of used or waste materials, their reprocessing (if this 
is required), and their subsequent reutilization in place of 
new materials. If carried out in an organized and con- 
sistent manner, recycling can greatly reduce the drain on 
supplies of minerals. It is also appropriate for products 
derived from living resources, such as the reuse of wood 
and paper as well as the reclamation of organic fertilizers 
from sewage. 
Because all natural resources form a continuum, from 

those that are most renewable in the short term to those 
that are least renewable, they do not readily lend them- 
selves to a single system of classification. It is useful, there- 
fore, to examine the various types of natural resources 
in relation to their cycling time; i.e, the length of time 
required to replace a given quantity of a resource that has 
been utilized with an equivalent quantity in a similarly 
useful form. From this point of view, renewable resources 
can be considered as those with short cycling times and 
nonrenewable resources as those with very long cycling 
times. Any resource can be nonrenewable, however, if the 
demand and rate of utilization exceed its cycling capacity. 
Two kinds of natural resources, pasture grass and coal, 

can be used to illustrate the concept of cycling time. When 
grass is grazed by livestock or mowed, a crop of it is 
removed. If provision is made to protect the fertility and 
structure of the soil and to leave enough seed or adequate 
roots and vegetative parts to produce new growth, then a 
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grass crop can be removed from a pasture each year for 
an indefinite period of time. Removal of one year’s crop 
does not diminish the supply available for the next year 
if the land is cared for properly. The cycling time for this 
resource may be one year in areas in which climate limits 
growth, or it may be less than a year if growth can be 
continuous. 
By contrast, the coal resources of the Earth were built up 

over millions of years. Most were laid down during the 
Carboniferous Period of geologic time (from 345,000,000 
to 280,000,000 years ago), when climates were warm. Ex- 
tensive swamp forests covered large areas of the Earth, and 
conditions were favourable for plant debris to accumulate 
in extensive deposits without decomposing and breaking 
down organically. Subsequently, heat and pressure gener- 
ated by the deposition of other materials on top of the 
organic debris and by movements of the Earth’s crust 
transformed the plant remains into coal. Organic debris 
is still being produced in swamps and marshes, and over 
millions of years this, too, could become transformed into 
coal. The time scale is so great, however, that, for human 

purposes, coal can be considered as a nonrenewable re- 
source. Thus, only the supplies presently available in the 
Earth’s crust can be counted on for future use. 

RENEWABLE RESOURCES 

Plants and animals. The most clearly recognizable re- 
newable resources are those consisting of, or produced 
by, living things. Agricultural crops, animal forage, forest 
crops, wild and domestic animals—all can continue to 
reproduce and regenerate their populations as long as envi- 
ronmental conditions remain favourable and an adequate 

seed source or breeding stock is maintained. Moreover, 
all can be cropped or harvested without diminishing their 
supply, provided that the cropping does not exceed the re- 
production or growth rate. If it does, the resources will be 
depleted; and, if the rate of cropping continuously exceeds 
the rate of replacement or regrowth, the resource ceases to 
be renewable, and the species involved are reduced to the 

point of extinction. A renewable resource thus can be said 
to be “mined”—that is, it is removed at a rate that does 
not permit renewal. The renewability of a living resource 
is further endangered if the environment required by that 
resource is allowed to deteriorate or disappear. Sheep in a 
mountain pasture are a renewable resource only as long 
as the pasture produces vegetation that will nourish and 
support the sheep. If the pasture is overgrazed, the vege- 
tation destroyed, and the soil eroded, sheep cease to be a 
renewable resource in that locality. 
Species renewability. The renewability of a living re- 

source varies with the species and with the areas involved. 
Thus, annual plants, from which a high percentage of cul- 
tivated field crops are derived, grow to maturity each year 
and then die back. They are annually renewable and can 
be cropped at a relatively high rate. Perennial plants, such 
as fast-growing poplar trees, may have a much slower rate 
of renewability, although this depends upon the purposes 
for which they are used. If seedlings are in demand, they 
can be cropped annually, and a new supply can be grown 
from protected seed sources. More realistically, however, 
the cycling time for these trees depends on the length of 
time required for them to grow to maturity and to pro- 
duce seeds from which a new crop can be grown. Certain 
conifers, such as the Monterey pine, can reach a size 
adequate to yield useful timber and other wood products 
in less than 30 years. Other conifers, desirable because of 
the quality of their mature wood, may be cropped only 
on a 100-year cycle. Old-growth redwood trees can almost 
be considered a nonrenewable resource, because the time 
required to produce their equivalent may be from 500 to 
several thousand years, well beyond the limits for which 
people are prepared to plan. Redwood forests used for 
timber production are managed on the basis of a much 
shorter cycle and the cutting of younger trees. Such man- 
agement does not provide for the replacement of 1,000- 
year-old specimens. 
Landscape renewability. A distinction should also be 

made between renewable species and the communities 
or landscapes they occupy. Although it takes about 100 

years to replace a mature coniferous tree, certain types 
of coniferous forests that are managed for timber produc- 
tion can be logged almost indefinitely if the annual level 
maintains a sustained yield. When all the interrelation- 
ships among such factors as soils and plant and animal 
life are considered, a natural forest that has not previously 
been disturbed by people may be far less renewable in 
its totality than the individual species within it. In other 
words, although the procedures employed in the harvest- 
ing of timber may assure a sustained yield, they may, 
nevertheless, be disruptive to other forms of life in the 

forest community, in which case species that are intol- 
erant of such disturbance may disappear. It may be ex- 
ceedingly difficult, therefore, to regrow a new community 
that resembles the original primitive forest if the area is 
to be disturbed periodically by timber cutting. It was this 
consideration, among others, that engendered the need to 
protect national parks, wilderness areas, and undisturbed 
research reserves. From certain viewpoints a wilderness is 
a nonrenewable resource; if it is seriously disrupted by 
human activity, it could require hundreds of years to re- 
cover its appearance and the various natural combinations 
of plant and animal life that contributed to its original 
wilderness value. The redwood-forest wilderness, as previ- 
ously noted, could require many thousands of years for 
complete recovery following a major disturbance. Certain 
tropical rain forests that were disturbed more than 400 
years ago still have not regained their original balance of 
species and do not resemble undisturbed, primary rain 
forest in the same region. 

Ecosystems. Resources that contain a combination of 
interacting living and nonliving components are called 
ecosystems. It is impossible to separate an ecosystem into 
its living and nonliving components, because the whole 
constitutes a dynamic system in which there is a flow 
of energy from sunlight, gases from the atmosphere, and 
minerals and water from the soil. As a natural resource, 
soil, in turn, is also a combination of living and nonliv- 

ing components: it consists of atmospheric gases, water, 
living and dead organic materials, and more or less finely 
divided mineral substances. Moreover, soil is a product of 
the interaction between the living and the nonliving envi- 
ronment. The living components of soil fit the definition 
of renewable resources, within the limitations that have 
been noted, and the mineral components fit the definition 
of nonrenewable resources. As long as the living compo- 
nents of soil remain healthy and continue to function, the 
mineral components are recycled from the soil, through 
the organic life within it (e.g., bacteria and other microor- 
ganisms), and back to the soil following the decay and 
breakdown of dead organic materials. Because most forms 
of terrestrial life are dependent upon it for their continued 
existence, soil must be maintained in a renewable state. 
Mining soil, or using it in such a way that its fertility is 
exhausted and it is washed or blown away by too-rapid 
erosion, reduces the likelihood that life can continue to 
exist in the area affected. 
Solar energy. The supply of solar energy represents an 

inexhaustible resource in relation to human time scales, 
and it is not affected by human activities. The potential 
lifetime of the Sun is in hundreds of millions of years, 
barring cosmic accidents, and throughout its lifetime the 
amount of energy reaching the Earth from the Sun could 
be capable of meeting all human needs. That energy sup- 
ply, however, depends on the condition of the atmosphere, 
which can be affected by human activities. For example, 
scientists warn that even a limited nuclear war would 
darken the sky with smoke and other particulate matter, 
causing a marked drop in surface temperatures known as 
nuclear winter. 
Solar energy can be captured directly, as in the space 

heating of buildings, the heating of fluids in solar collec- 
tors, or the conversion of that energy to electricity using 
photovoltaic cells. It can also be captured indirectly by 
powering the hydrologic cycle, thereby making solar energy 
available as water power, or by photosynthesis, thereby 
converting solar energy stored in plant tissues. Plants, in 
turn, contribute biomass, which can be converted to alco- 
hol fuels or burned directly to provide heat. In the 1980s, 
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for example, wood fuel provided more of the energy used 
in the United States than did nuclear power. In developing 
countries, wood is often the major supplier of energy. In 
whatever form it is used, solar energy can be expected to 
play a growing role in meeting human energy needs. 
Water. Water may also be considered an inexhaustible 

resource because the total supply of water in the biosphere 
is not affected by human activities. Water is not destroyed 
by human uses, although it may be held for a time in 
combination with other chemicals. To be useful, however, 
water must be in a particular place and of a certain qual- 
ity, and so it must be regarded as a renewable, and often 
scarce, resource, with recycling times that depend on its 
location and use. 
Water that falls from the atmosphere as various types of 

precipitation and then runs off the land surface to form 
streams and rivers that eventually reach the ocean gener- 
ally operates on a one-year-renewable cycle known as the 
hydrologic cycle. From the ocean the water is evaporated 
by solar energy and returned to the atmosphere, from 
which it again falls as rain or some other form of precip- 
itation. In certain locations, however, water has a much 
longer cycling time; after entering the ground from rain- 
fall, it may percolate slowly through underground channels 
until it reaches underground reservoirs. In certain arid 
regions the total water supply may be underground water 
that accumulated during past ages, when the climate of the 
region was more humid. Since that time there may have 
been little or no addition to this supply because of the 
existing climatic conditions. Because its cycling time may 
be extremely long and dependent upon the frequency with 
which wet and dry climates alternate in a particular region, 
such a water resource can be virtually nonrenewable. 
Air. Air is also an inexhaustible resource in the sense 

that the uses made of it have little effect on its total 
quantity. The quality of air, however, as measured by 
its chemical composition or physical state, is subject to 
human interference. For life to exist on Earth there must 
be a proper balance among the nitrogen, oxygen, carbon 
dioxide, water vapour, and other components of the at- 
mosphere. A layer of the gas ozone, for example, must be 
maintained in the upper atmosphere to screen out dam- 
aging ultraviolet light from the Sun. The accumulation of 
toxic materials in the air must be kept to a minimum, 
and the concentration of solid and liquid particles in the 
atmosphere must not be allowed to reach a level that in- 
terferes with the flux of solar radiation. All of these factors 
are affected by human activity and by the effects of this 
activity on other forms of life. 

NONRENEWABLE RESOURCES 

As noted above, renewable resources include resources 

with widely different cycling times, some so long as to 
make the resources essentially nonrenewable. Fossil and 
nuclear fuels and minerals also exhibit a wide range of 
properties that affect their management. Fossil fuels, such 
as coal and petroleum, are the least renewable of such re- 
sources because they are effectively exhausted by use and 
because their rate of formation is exceedingly slow. Most 
minerals, on the other hand, are not destroyed by use; thus, 
in a sense, they are renewable and inexhaustible because 
they can be recycled for further use. But useful supplies of 
these minerals in accessible locations are exhaustible, and 
thus they are nonrenewable for human purposes. 
Fossil fuels. Fossil fuels are those organic materials that 

have been converted from their original form by physical 
and chemical processes within the Earth’s crust into a 
solid mineral state (coal), a liquid (petroleum), or a gas 
(natural gas). If these substances are completely burned 
(oxidized) when used as fuel, the end products are carbon 
dioxide, water, and heat energy. These cannot be recon- 
stituted into organic substances without either elaborate 
synthesis in a chemical laboratory or the natural photo- 
synthetic processes of green plants. Thus, burning destroys 
fossil fuels as useful energy sources. Fossil fuels are also 
used for purposes other than fuel. Coal and petroleum are 
used industrially for the manufacture of a wide variety 
of carbon-containing materials, such as plastics, synthetic 
fibres, medicines, and food. 

Conservation of Natural Resources 

On the basis of existing knowledge of the amount of 
fossil fuels in the Earth’s crust, it has been predicted that 
the availability of petroleum and natural gas could be 
greatly depleted within a century if used at the rates antic- 
ipated. Although coal supplies are greater, projected rates 
of use indicate that they cannot be expected to be easily 
available for more than a few centuries. These predictions 
can be changed, of course, if rates of use change, which is 
expected to happen with, for instance, the further devel- 
opment of renewable energy resources. 
Nuclear fuels. Although nuclear fuels are inorganic 

substances, like fossil fuels they are destroyed when they 
are used in the production of heat energy. Unlike fossil 
fuels, however, they are also destroyed by spontaneous 
disintegration, through natural radioactivity. Uranium, 
for example, ultimately changes to lead, but the rate of 
change is very slow; its half-life (the length of time it takes 
for half the atoms of a given amount of a radioactive 
substance to disintegrate) is 7,600,000,000 years. Of the 
naturally occurring nuclear fuels, uranium and thorium, 
only uranium-235 can be used directly in a nuclear reactor 
for the production of power. The more common form of 
uranium, uranium-238, must be converted into plutonium 
before it can be used as a nuclear fuel. Similarly, thorium 

must be transformed into uranium-233 before it is usable 
for fuel purposes. 

Although supplies of uranium and thorium are relatively 
abundant, they are exhaustible and nonrenewable. By re- 
placing nuclear fission with nuclear fusion as a power 
source, however, deuterium (an isotope of hydrogen) can 
be used as the fuel. Because it occurs in substantial quan- 
tities in seawater, deuterium is practically an inexhaustible 
resource for human purposes. However, many techno- 
logical difficulties remain to be overcome before nuclear 
fusion can be used as a commercial supply of energy. 
Minerals. Certain minerals, such as iron and _ alu- 

minum, are so widely distributed throughout the crust of 
the Earth that the amounts exceed any foreseeable human 
needs. Other minerals, such as the precious metals (e.g., 
gold, platinum, silver), are much more limited in their 
distribution and quantity. The usefulness of a mineral, 
however, depends upon its accessibility and concentration; 
therefore, minerals that are highly dispersed throughout 
the Earth are essentially unavailable, even though their 
total quantity may be great. 
Ores and reserves. Most efforts to obtain minerals are 

directed toward finding mineral ores, which are deposits 
in which the concentration and quantity of a mineral are 
such that it can be extracted profitably. Mineral reserves 
are those that are known to exist or can reasonably be 
inferred to exist from geologic evidence. It follows that 
certain deposits of minerals that are not now considered 
either ores or reserves may become so if the technology 
for their extraction improves, if the supplies of energy 
available for their extraction increases, or if their economic 
value increases. 
It is known from past experience that ore deposits can 

be exhausted. Because the gold mines around Virginia 
City, Nev., and the tin mines of Cornwall no longer can 
produce significant quantities of minerals, they can be 
considered virtually exhausted resources. The rich iron 
ores of the Mesabi Range in Minnesota have largely been 
depleted, and mining activity in this area has shifted to 
lower grade iron-ore deposits. The supplies available from 
any mineral deposit, at least on dry land, are exhaustible 
and nonrenewable because the geologic processes that led 
to the formation of those deposits operate slowly and over 
long periods of time. 
Some mineral deposits, however, are renewable. Man- 

ganese ore, for example, is relatively scarce on dry land but 
is continuously formed in nodules on the ocean floor, as 
are cobalt, nickel, and copper. The rate at which the nod- 
ules of manganese, cobalt, and nickel are growing through 
chemical precipitation from seawater currently exceeds 
the rate at which these minerals are being used. Although 
the nodules are not yet being collected, the technology for 
doing so is being developed. Then these metals will be 
considered as renewable natural resources only so long as 
the rate of use does not exceed the rate of formation. 
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Figure 1: Manganese nodules on the southern Pacific Ocean 
floor. 

By courtesy of the Lamont-Doherty Geological Observatory, Columbia University 

Recycling of minerals. The use of most metals does not 
destroy them, although rusting may reduce their quantities 
by a small amount when they are in use. As commercial 
products, some metals are found in such large quantities 
in urban areas that their new concentration may exceed 
that which existed while they were in the ground. Cities, 

therefore, may be considered as ore deposits for certain 
minerals. At present it is cheaper to mine new ores than 
to recycle used or waste metals (with some exceptions, 
such as aluminum), but this economic balance does not 
take into account the cost of disposing of the metallic 
wastes that accumulate in urban regions. Thus, it is likely 
that sometime in the future many metals now considered 
as exhaustible, nonrenewable resources will be treated as 

recyclable resources. 
Not all minerals can be recycled under existing condi- 

tions. The concentrated phosphates that are used in fer- 
tilizers and detergents, for example, are dispersed widely 
over the farmlands and waters of the Earth, from which 
they enter the life cycles of various organisms and even- 
tually, through erosion or in wastes, reach the oceans. 
Because these phosphates are virtually irretrievable and 
because the rate at which available reserves are being 
used probably exceeds the rates at which new reserves are 
formed, such minerals are considered as nonrenewable 
and exhaustible resources. 

Management of natural resources 

MANAGING NONLIVING RESOURCES 

Soils. Formation of soil. Soils are the basis of support 
for most terrestrial life and a source of nutrients for fresh- 
water and marine life. As noted above, soil is formed over 
time as the result of interaction between the living and 
the nonliving environment—climate, organisms, and the 
physical surface of the Earth. Rocks are broken apart by 
the action of sunlight, wind, rain, snow, sleet, and ice. 
With the aid of wind and water movements as well as 
gravity, rock particles from high elevations are deposited 
on mountain slopes or in valleys, where they are further 
acted upon by the local climate, by plant and animal life, 
and by such other environmental factors as fire until they 
become soil. Nitrogen from the atmosphere, formed into 
nitrates by the action of lightning and atmospheric water 
vapour, may enter the soil with rainfall. Other nitrates may 
be added by the action of such living organisms as soil 
bacteria and various algae that can convert atmospheric 
nitrogen into the nitrates required for plant growth. These 
and other chemicals in the soil eventually become part of 
the living tissue in plants and animals. The chemicals are 
returned to the soil as organic wastes and litter that form 
humus, which is partly decomposed organic material. As 
humus continues to decompose, the chemicals within it 
enter the soil for further use by plants and animals. 
Soils vary from place to place depending upon the rocks 

and minerals from which they are derived, the nature of 
the local climate, and the kinds of organisms that live in or 
on them, as well as the amount of time that these factors 
have been operating. Developmental soils—i.e., those still 
being modified by climate and organisms—reveal the na- 
ture of the parent materials from which they are derived; 
mature soils, those that have achieved a balance among 
the various forces operating on them, show in particular 
the influence of the climate and vegetation in which they 
develop. Soils also differ greatly in their inherent fertility 
and in their ability to support life. Those derived from 
quartz sand, for example, may be naturally deficient in 
calcium, magnesium, and other elements essential to plant 
growth. The surface layers of those soils developed in 
humid, forested regions are often heavily leached, as rain- 
water containing weak organic acids percolates through 
them and dissolves the more soluble minerals. 
Because soils are essential for such purposes as growing 

crops, forage, and timber, it is important that they not 
be allowed to wash or blow away more rapidly than they 
can be regenerated, that their mineral fertility not be ex- 
hausted, and that their physical structure remain suited to 
the continued production of desired plant materials. The 
objective of soil management, therefore, is to keep soil 
in place and in a state favourable to its highest possible 
productive capacity. 
Soil erosion. In the past and, to a considerable degree 

even now, soils have not been managed effectively. Those 
exposed through cultivation to the erosive effects of wind 
have been blown away; those laid bare on sloping ground 
have been washed downhill by rainfall. Although soil ero- 
sion has long been recognized as a major conservation 
problem, erosion as such—and its converse, the deposition 
of eroded soil particles—is not a problem but a normal 
and natural process leading to both soil development and 
maintenance. Soils exist only because of past erosion and 
deposition. The conservation problem involved in soil ero- 
sion is the accelerated erosion that occurs when soil cover 
in the form of living or dead plant material is removed. 
In such cases the soil then erodes at a rate faster than it 
can be replaced by normal deposition of particles on the 
soil surface or by the breakdown of roeks and minerals. In 
severe cases, such erosion leads to the formation of deep 

gullies that cut into the soil and then spread and grow un- 
til all the soil is removed from the sloping ground. Under 
severe wind action, the finer particles of surface soil are 
blown away and form drifts and dunes, leaving only the 
coarser sands and gravels on the soil surface. 
Although measures to stop soil erosion are now used in 

most technologically advanced countries, the problem re- 
mains a major one. It is particularly severe in the tropics, 
where high rainfall and steeply sloping ground favour the 
rapid loss of any soil exposed by agriculture, and around 
the edges of the world’s deserts, where destruction of nat- 
ural plant cover by cultivation or livestock grazing causes 
soil loss through wind action and the spread of desert- 
like conditions. 
To prevent wind erosion, shelter belts of trees have been 

planted to break the force of the wind. The practice of 
covering soils with plant litter (mulch) when they are not 
actually covered with growing plants also helps to hold 
them in place. Cultivating at right angles to the direction 
of the wind further serves to prevent wind erosion. 
Water erosion on sloping ground may be prevented by 

terracing on steep slopes or by contour cultivation on gen- 
tler slopes. In the latter a slope is plowed along horizontal 
lines of equal elevation. Strip-cropping, in which a close- 
growing crop is alternated with one that leaves a consid- 
erable amount of exposed ground, is another technique 
for reducing water erosion; the soil washed from the bare 

areas is held by the closer growing vegetation. In the trop- 
ics maintaining a tree shelter over the ground serves as a 
means for breaking the force of raindrops, thus reducing 
their erosive power, and also to screen out direct sunlight. 
In addition to causing damage to certain crops, sunlight 
can accelerate the breakdown of organic materials in the 
soil at a rate that is faster than is desirable. 
Soil fertility. A conservation problem equally as im- 

portant as that of soil erosion is the loss of soil fertility. 
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Figure 2: Soil erosion and ways to prevent it. 
(Top) Eroded farmland in west Tennessee, resulting from 
tenant-absentee-owner relationship. (Centre) Contour farming 
in Pennsylvania. (Bottom) Concrete dam built to protect field 
from erosion at Delavan, Ill. 
By courtesy of (top) the U.S. Department of Agriculture; photographs, (centre) 
Grant Heilman, (bottom) J.C. Allen and Son 

Most agriculture was originally supported by the natural 
fertility of the soil; and, in areas in which soils were deep 
and rich in minerals, farming could be carried on for 
many years without the return of any nutrients to the soil 
other than those supplied through the natural breakdown 
of plant and animal wastes. In river basins, such as that 
of the Nile, annual flooding deposited a rich layer of silt 

Conservation of Natural Resources 

over the soil, thus restoring its fertility. In areas of active 
volcanism, such as Hawaii, soil fertility has been renewed 
by the periodic deposition of volcanic ash. In other areas, 
however, natural fertility has been quickly exhausted. This 
is true of most forest soils, particularly those in the humid 
tropics. Because continued cropping in such areas caused 
a rapid decline in fertility and therefore in crop yields, 
fertility could be restored only by abandoning the areas 
and allowing the natural forest vegetation to return. Over 
a period of time the soil surface would be rejuvenated 
by parent materials, new circulation channels would form 

deep in the soil, and the deposition of forest debris would 
restore minerals to the topsoil. Primitive agriculture in 
such forests was of a shifting nature: areas were cleared 
of trees and the woody material burned to add ash to the 
soil; after a few years of farming, the plots would be aban- 
doned and new sites cleared. As long as populations were 
sparse in relation to the area of forest land, such agricul- 
tural methods did little harm. They could not, however, 
support dense populations or produce large quantities of 

surplus foods. 
Starting with the most easily depleted soils, which were 

also the easiest to farm, the practice of using various fertil- 
izers was developed. The earliest fertilizers were manures, 
but later larger yields were obtained by adding balanced 
combinations of those nutrients (e.g., potassium, mitro- 
gen, phosphorus, and calcium) that crop plants require in 
greatest quantity. Because high yields are essential, most 
modern agriculture depends upon the continued addition 
of chemical fertilizers to the soil. Usually these substances 
are added in mineral form, but nitrogen is often added as 

urea, an organic compound. 
Early in agricultural history it was found that growing the 

same crop year after year in a particular plot of ground not 
only caused undesirable changes in the physical structure 
of the soil but also drained the soil of its nutrients. The 
practice of crop rotation was discovered to be a useful 
way to maintain the condition of the soil and also to pre- 
vent the buildup of those insects and other pests that are 
attracted to a particular kind of crop. In rotation systems 
a grain crop is often grown the first year, followed by a 
leafy-vegetable crop in the second year and a pasture crop 
in the third. The last usually contains legumes, because 
such plants can restore nitrogen to the soil through the 
action of bacteria that live in nodules on their roots. 
Salinization of soil. In irrigation agriculture, in which 

water is brought in to supply the needs of crops in an area 
with insufficient rainfall, a particular soil-management 
problem that develops is the salinization (concentration 
of salts) of the surface soil. This most commonly results 
from inadequate drainage of the irrigated land; because 
the water cannot flow freely, it evaporates, and the salts 

dissolved in the water are left on the surface of the soil. 
Even though the water does not contain a large concen- 
tration of dissolved salts, the accumulation over the years 
can be significant enough to make the soil unsuitable for 
crop production. Effective drainage solves the problem; 
in many cases, drainage canals must be constructed and 
drainage tiles must be laid beneath the surface of the 
soil. Drainage also requires the availability of an excess of 
water to flush the salts from the surface soil. In certain 
heavy soils with poor drainage, this problem can be quite 
severe; for example, large areas of formerly irrigated land 
in the Indus basin, in the Tigris—Euphrates region, in the 
Nile Basin, and in the western United States have been 
seriously damaged by salinization. 
Watershed soil. The soils of wildlands in all areas that 

yield water to streams and rivers are as important as are 
those in which agricultural crops are raised. If these soils 
are kept in place and in good condition, they support 
trees, forage, and wild animal life and yield clear water for 
human use. If, however, these soils are damaged physically 
by being compacted or are allowed to erode, they lose not 
only their capacity to support vegetation but also their 
capacity to hold and slowly yield useful water to streams 
or springs. Furthermore, eroded soils cause siltation of 
waterways; they also accumulate in lakes and reservoirs, 
filling them and thereby reducing the useful purposes that 
these bodies of water serve. 
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In order to maintain soils in watershed areas, their veg- 
etative cover must be retained. This requires avoiding 
excessive disturbance of forest vegetation and soil cover 
through logging, avoiding excessive grazing and trampling 
of pasture lands, and preventing the kinds of wildland 
fires that destroy plant cover and expose the soil. Often, 
the success of intensive land and water use downstream 

depends on the care taken of the soils in the less inten- 
sively used forest or range watersheds upstream. 
Water. Life originated in the oceans, and the chemical 

composition of body fluids in land animals reflects their 
primeval origin. The dependence of life on water is com- 
plete; it is the major constituent of plant and animal cells. 
Most of the major groups of animals still live in water; a 
relatively small number have adapted to life on dry land. 
Uses of water. Water is required for a variety of pur- 

poses; water for drinking is still paramount, and such water 
must be relatively pure. If it is not supplied in sufficient 
amounts through precipitation, it must be supplemented 
by irrigation systems. Irrigation, however, is one of the 
most wasteful uses of water in areas in which it is scarce, 
because great quantities are lost through evaporation in 
both storage areas and transport. In many regions irriga- 
tion is, nevertheless, essential for human survival. 
Water for transportation has always been important, as 

indicated by the fact that most major cities are located 
on the shores of oceans and other large bodies of water 
or along rivers and other types of navigable waterways. 
Despite recent advances in ground and air transportation, 
water transportation has an economic advantage for the 
movement of goods that have a relatively low value per 
unit of weight or volume, such as raw mineral ores, fu- 
els, and various types of construction materials. Water 
for urban use other than drinking serves a multitude of 
purposes, such as fire fighting, street cleaning, sanitation, 
and sewage disposal. Steel mills, pulp mills, chemical fac- 
tories, and most other industrial processes that involve the 
conversion of raw materials into finished products require 
water. Next to agriculture, one of the most extravagant 
uses of water is as a cooling fluid in the generation of 
power from fossil and nuclear fuels, with the latter con- 
suming far greater volumes. Water has been used directly 
as a source of power since the time of the first boat and 
the first waterwheel. A small but important part of the 
world’s electrical supply now is generated by hydropower, 
in which the force of falling water is used to turn turbines 
that produce electricity. 
Husbandry of water supplies. Although water is a re- 

newable resource, the many demands for water of a de- 

sired quantity and quality in a particular place require 
careful husbandry of the supply. After reaching the surface 
of the Earth as rain, water enters a supply system either 
by penetrating the ground and moving through subsur- 
face channels, known as aquifers, or through runoff into 
streams and rivers. As mentioned above, the supply and 
quality of water depend in part on the management of the 
vegetation and soil in the watershed areas. Also involved 
is the control of streamflow or the control of pumping 
from underground sources. In many parts of the world 
where rainfall is seasonal, streams run at flood levels dur- 

ing the wet season but are extremely low or completely 
dry at other times of the year. River-basin-management 
techniques attempt to equalize this variable supply for 
human purposes, in part through watershed management 
and in part through the capture of water by dams and its 
storage in reservoirs. 
When water is mismanaged, a high percentage is lost 

through evaporation in watersheds. Moreover, as a result 
of poor management of watersheds, the seasonality of 
water flow is more acute: floods that destroy lands in the 
river basins become more frequent during the wet season, 
and there is an increase in the frequency of droughts 
during the dry or low-rainfall season. Soil eroded from 
watersheds impairs the functioning of dams, reservoirs, 
and other structures downstream. Furthermore, because of 

mismanagement water becomes polluted at various stages 
in its movement from atmosphere to land and thence 
to the oceans. 

Effective water management starts when precipitation 

first reaches the ground, after which the quality and quan- 
tity of water must be protected at every critical point along 
the hydrologic cycle. Hence, although it may have been 
practical to use streams, lakes, and the oceans as dumping 
areas when populations were low and water was abun- 
dant, this practice becomes untenable when populations 
increase and supplies of water decrease relative to human 
needs. Except in sparsely populated areas of the world, 
population and technological growth have made necessary 
the prevention of erosion, the recycling of wastes so that 
nutrients are restored to the soils and useful minerals 
are reclaimed for reuse, and the reuse of water to the 
maximum possible degree. In many dry areas the waste- 
ful use of groundwater, stored in aquifers, has caused a 
serious lowering of water tables and even a sinking of the 
land surface. Such cases call for limiting the use of water 
supplies to more essential and less wasteful purposes. 
“New” sources of water. Lack of water of proper quality 

and quantity has been a major factor affecting urban and 
industrial growth. To overcome this problem, water has 
been transported great distances—e.g., the channeling of 
Rocky Mountain water from the Colorado River to Tuc- 
son, Ariz. During the 1970s and 1980s the Soviet Union 

proposed several projects to reverse or divert the waters 
of northward-flowing rivers of Siberia and the Russian 
S.F.S.R. to meet the demands of the more heavily pop- 
ulated and water-short regions of the Volga Basin, Cen- 
tral Asia, and Kazakhstan. The predicted environmental 
and climatic consequences of such undertakings, however, 

combined with their engineering logistics, prevented the 
practical application of most of these plans. 
The use of the oceans as sources of fresh water is being 

developed in many areas. Kuwait, a desert nation in Ara- 
bia, now receives much of its water supply through the 
desalinization of seawater, as do a number of small com- 
munities and several large urban centres elsewhere in the 
world. Seawater may be used as a source of fresh water on 
a more widespread basis if an additional power source— 
e.g., solar power—can be developed for the desalinization 
process. Morever, the materials reclaimed from seawater 
could, if power is available for their separation and con- 
centration, help in meeting many of the world’s mineral 
needs. It seems unlikely, however, at least with foreseeable 
sources of power, that desalinized ocean water will be ex- 
tensively pumped to inland regions. Meeting the growing 
needs of such areas will require the purification of waters 
polluted by urban or industrial use or of waters that have 
become salinized through their use in irrigation. The reuse 
of such waters could go far toward reducing the need for 
new water by inland communities. 
Air. Concern about the quality of air is a relatively 

recent development, although polluted air has been a 
problem for urban communities over many centuries. The 
atmosphere makes possible the existence of life, and in 
the solar system only the planet Earth has an atmosphere 
capable of sustaining known forms of life. Seventy-eight 
percent of the Earth’s atmosphere consists of nitrogen, a 

gas that, combined with other elements, is a key ingredient 
of plant and animal protein. Most essential to terrestrial 
life is oxygen, which makes up nearly 21 percent of the at- 
mosphere. The remaining | percent includes argon (an in- 
ert gas), carbon dioxide, and water. The latter two, despite 
their small quantities, are vital to life. Sunlight acting on 
water is the driving force for the world’s weather. Carbon 
dioxide is essential to plant growth and thus to animal life. 
The supply of oxygen in the atmosphere has been rela- 

tively constant during recent centuries, but its presence is 
believed to depend on the activities of living organisms. 
Green plants, through photosynthesis, and photosynthetic 
microorganisms built up the present level of atmospheric 
oxygen and provide for its continued maintenance. 
The atmosphere extends above the surface of the Earth 

to a distance of many thousands of miles, but 95 percent 
of its total mass is to be found within 12 miles of the 
surface. The layer of atmosphere closest to the surface (ex- 
tending upward to heights of four to 11 miles) is known 
as the troposphere. It is only within this zone that life 
is supported. It is also where water vapour, and hence 
storms and precipitation, occurs. Above the troposphere 
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is the stratosphere, extending up to 31 miles above the 
Earth. Most important to life is the ozone layer within the 
stratosphere. Ozone (O;) is a form of oxygen that blocks 
out the shorter wavelengths of solar radiation and thus 
protects life on the Earth’s surface from the damaging 
effects of ultraviolet light. 
There is not much that can be done to manage the 

atmosphere. What must be done, however, is to manage 
those activities that affect its composition (see below The 

pollution of natural resources: Air pollution). 
Subsurface deposits. Several types of conservation ac- 

tivities are associated with the use of fossil fuels and min- 
erals. First are those that involve making the available fuel 
and mineral reserves serve the most worthwhile purposes 
for the longest period of time. Second are the problems 
associated with extracting fuels and minerals from the 
ground and their subsequent transport, processing, and 
manufacture, all of which can directly affect the quantity 
or quality of other resources or the general environment. 
Third are the side effects, which, because they involve 

pollution, are considered below. 
Conserving exhaustible fuel and mineral resources. As 

has already been noted, fossil fuels and minerals fall into 
two categories: those that are destroyed by use and those 
that retain their physical and chemical characteristics dur- 
ing use and are capable of being reclaimed for other uses. 
The outlook is most bleak with respect to the conservation 

of those fuels and minerals that are destroyed by use. If 
petroleum continues to be used at its present rate, the sup- 
ply will be exhausted or reduced to a level at which further 
use may be restricted by the high cost of the remaining 
resource. Because the situation is generally recognized, 
conservation need involve only allocating the resource to 
those uses for which it is best suited and restricting its 
use in those cases in which other materials, less likely to 
be exhausted, can be equally well substituted. Thereafter, 

it is necessary to maximize the available resource. This 
can be done by avoiding waste in its extraction, trans- 
portation, and processing and by utilizing fully all that 
can be made available. Thus, several oil companies no 

longer pump competitively from the same oil field, leav- 
ing only unobtainable oil in the ground. Instead, fields 
have been unitized; companies now cooperate in bringing 
out oil by using only strategically located pumping units. 
The practice of burning the natural gas from oil fields has 
been replaced by tapping and piping the gas for use as a 
fuel. Unrestrained gushers are a thing of the past; more 
important are the methods of drilling and of injecting gas 
or water under pressure to force out oil that previously 
would have been left in the ground. Improved methods 
for refining petroleum have eliminated much of the waste 
that once occurred in this process. Yet accidental losses 
still do occur. The leaking well that caused such extensive 
damage to wildlife and recreational resources in the Santa 
Barbara, Calif., channel in 1969 resulted in part from fail- 
ure to use available safety devices. Similar failures were 
involved in an oil well off the Louisiana coast in 1970 
and in the blowout of the Ixtoc 1 oil well in the Bay 
of Campeche, which spilled oil on the coasts of Mexico 
and Texas in 1979. Great quantities of oil are still wasted 
and waters polluted because of improper navigation of 
oil tankers and because some such tankers are so poorly 
constructed that excessive quantities of oil can escape as a 
result of relatively minor damage to the hull. 
Beneficiation, the concentrating of relatively dispersed 

or low-grade resources into a form in which they can 
be handled economically, is another means of extending 

the supply of exhaustible petroleum resources. There are, 
for example, great quantities of petroleum available in oil 
shales and tar sands in various parts of the world. As long 
as petroleum is plentiful in a more concentrated form in 
oil fields, it is not economical to extract the more dispersed 
petroleum in such shales and sands. With the prospect of 
an eventual shortage of petroleum, however, techniques 
have been devised for concentrating these lower-grade 
supplies. The technologies of extracting oil from petrolif- 
erous sand or shale differ, but both involve the heating of 
the extracted oil-bearing medium. Most oil sand has been 
extracted by surface mining techniques; the extracted sand 
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is then heated or coked, and the distillates are transformed 
into synthetic crude oil by high-pressure hydrogenation. 
Oil shale has been generally mined, crushed, and heated 
or retorted at high temperatures to produce crude oil. 

Conservation in the case of recyclable minerals involves 
reuse. For this to be accomplished, incentives and meth- 
ods may be necessary to encourage the gathering of used 

materials for reprocessing. Provisions have been made for 
the collection of junked automobiles, waste cans, bottles, 
and other containers and for the reuse of building materi- 
als from demolished structures. Although much of this is 
done more to prevent pollution than to reclaim the ma- 
terials, it does serve both purposes. Another conservation 
measure is waste-processing technology and the growth of 
industries concerned with the recycling of wastes. 
Just as applicable to the conservation of minerals as 

they are to the conservation of petroleum are such other 
techniques as the allocation of scarce resources to their 
most essential uses, the substitution of other resources for 
those that have become scarce, and the maximization of 
supplies. Moreover, there has been great progress toward 
the development of composite materials, in which rela- 

tively small amounts of metal are used in combination 
with plastics and ceramics. Metallic alloys that minimize 
the need for scarce materials (as in the substitution of 
various cheaper metallic alloys for copper or silver in 

coins and the substitution of aluminum alloys for copper 
or steel wire, for roofing materials, or for tin in cans) 
are in many cases more effective than those used for the 
same purposes. Beneficiation has been used increasingly; 
thus, low-grade taconite and jasperite ores are now being 
mined and pulverized, and their iron components sepa- 
rated and pelleted before being shipped to smelters. Such 
techniques make possible the use of iron deposits that 
previously would not have been considered economical 
sources of ores. 
Because of the many ways for making better use and 

reuse of the available supply of metals and other minerals 
and because the extent of new discoveries cannot be fore- 
told, it is difficult to predict the likelihood of depleting 
any particular mineral resource; for example, the waste- 

ful use of metals and minerals in most affluent societies 
creates a drain upon supplies that is entirely unnecessary. 
Predictions of resource use based on the continuation of 
wasteful practices are likely to prove unrealistic if these 
practices are changed voluntarily or forced to change by a 
scarcity of materials. 
Conservation problems caused by mining. Some of the 

most serious conservation problems are associated not 
with the use of minerals or fuels but with the methods 
used to extract these resources. Mining for coal has created 
widespread devastation in the Appalachian Mountains of 
the United States, in Bohemia (Czech Republic), and, in 
the past, in England and Germany because deposits in 
these regions were found near the surface. In the removal 
of the coal, soil and living resources were destroyed, leaving 
behind a barren, denuded, and eroded wasteland. Because 

mining wastes often contain much sulfur, their watery 
runoff contains sulfuric acid, which destroys aquatic life in 
streams. Similar problems are associated with the surface 
mining of nickel in such places as New Caledonia and 
Australia. Dredging for tin in Malaysia has also created 
widespread conservation problems. The mining of phos- 
phates has brought destruction to many Pacific islands, 
in particular to the island of Nauru. Titanium mining in 
the sands along the Australian coast has destroyed nat- 
ural vegetation on beaches, sand islands, and dunes and 

opened pathways for dune movement that destroys still 
greater areas of vegetation. Dredging for gold has damaged 
many streambeds and riverbeds because it is destructive 
to aquatic life and water quality. 
The means for preventing damage by surface mining do 

not exist, but damage can be controlled and minimized, in 

part by the creation of erosion-control structures and the 
prevention of water pollution. The rehabilitation of mined- 
over land may involve, among other things, the removal 
and safe storage of topsoil before mining begins and its 
restoration after mining operations have been completed. 
It may also involve the shaping of mining wastes into 
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landforms that can be covered with soil, replanted, and 
revegetated. Of equal importance, however, is the decision 
not to mine areas that have high surface-resource values— 
e.g., highly productive forest or farmlands, certain urban 
areas, and areas with natural qualities of scenery, plant 

life, or wildlife that make them suitable to be maintained 
as parks or reserves. The ores in such areas are not mined 
unless the need for their minerals is most urgent. 

MANAGING LIVING RESOURCES 

Any area of land and water not yet modified by mankind 
can be managed in a number of ways. Certain choices 
must be exercised early, however, because even minor de- 
terioration of an area through unplanned use may make it 
unusable for its intended purposes. Other choices, partic- 
ularly those involving modification of the natural features 
of the landscape, may be exercised at virtually any time; 
any previous changes in the character of the living re- 
sources in a region to be modified have no effect on the 
ultimate structural modification of that region. In plan- 
ning for the use of any undeveloped area, therefore, those 
purposes that have the most exacting requirements must 

be considered first; they often depend upon the continu- 
ance of relatively undisturbed conditions as well as upon 
the maintenance of the full variety of wild species and the 
natural environment within the area. 
Natural communities. The idea that biologic communi- 

ties should be protected for their own intrinsic value is 
of relatively recent origin. Although natural communities 
have been protected since ancient times, the reasons for 
doing so have not been related to the value of the com- 
munity per se but to some special feature that was of 
value to people. Thus, hunting preserves were protected 
in ancient Mesopotamia, in China, and in England, where 
the New Forest was set aside by William the Conqueror. 
While such preserves protected natural areas, their major 
purpose was to provide a setting for royal hunting. Temple 
gardens have been preserved over the centuries in China 
and Japan; the cedars of Lebanon were maintained around 
holy places. But, again, such preservation was fortuitous 
rather than intentional. 
The idea of preserving wild areas for their own value had 

its origin in the United States with Catlin, Thoreau, Muir, 
and others of similar mind. Only more slowly has this 
concept been accepted in other countries. Appreciation of 
wild nature is acquired along with scientific knowledge, 
particularly ecological knowledge. It is a sophisticated 
taste not usually to be found among those who earn their 
livelihood in close contact with the wild. Nevertheless, the 
concept of preserving wild nature for its own value has 
become widely accepted, although the means for imple- 
menting it are not necessarily available in every country. 
Natural communities, little affected by human activities, 

are thought to be worth preserving for a variety of reasons. 
First, perhaps, is the scientific benefit to be derived from 
studying them, particularly concerning the functioning of 

By courtesy of (right) the U.S. Department of Agriculture, Soil Conservation Service: photograph (left) Grant Heilman 

Figure 3: Strip mining and its consequences. 

the biosphere. From studies -of undisturbed ecosystems 
much can be learned about the behaviour of those systems 
modified for the production of useful materials. Also, the 
value of wild species has been little explored; in their 
totality they are known to be essential to the function of 
the biosphere, but the importance of individual species is 
little understood. 

Past experience has demonstrated that wild species of 
little apparent value may prove to be of major importance 
to medical research and human health. Sea urchins, for 
example, are used in studies of embryology; nonhuman 
primates (e.g., monkeys and apes) are used for many 
studies of human functions and diseases; armadillos are 
used to study leprosy; and a great variety of wild plants 
are used as sources of drugs and medicines. Much of 
the knowledge of population growth and social behaviour 
under various conditions of crowding has come from the 
study of wild mammals. 
Furthermore, it is known that more or less undisturbed 

natural communities are important to the continued oper- 
ation of those systems that people have created. Watershed 
forests are protected so as to maintain streamflow and to 
avoid siltation of reservoirs; estuaries are protected so as 
to guarantee the continued production of forms of marine 
life important for food or other purposes. Finally, there 
are aesthetic and recreational values attached to wild areas 
and wildlife. It would appear that outdoor activities in a 
natural setting or contact with plants and animals in a wild 
state are important to psychological well-being, because 
people of all races and cultures seek such experiences when 
they achieve the affluence that enables them to do so. 
Biologic communities can be protected in a variety of 

ways, depending upon the desired objectives. The most 
difficult and exacting task is the protection of unmodified 
natural communities, with their full array of wild species, 
for use in scientific research. Because such communities 
are becoming increasingly rare, the major efforts to protect 
them are undertaken at an international level, as well as at 
the national level. The International Biological Program, 
a worldwide research effort, has focused attention on the 
many kinds of natural communities that require protec- 
tion. The International Union for ConServation of Nature 
and Natural Resources, a semigovernmental international 

agency, devotes an important part of its activities to the 
establishment of reserves and parks for the protection of 
natural communities. The United Nations, through its 
Food and Agricultural Organization (FAO), UNEP, and 
UNESCO, has contributed to the establishment of many 
parks and reserves in developing nations. Yet, despite such 
activities, certain kinds of natural communities will be 
irrevocably lost unless there is greater effort toward their 
conservation. 

The danger to natural communities and wild species 
comes from many causes. One long-standing problem de- 
rives from the exploitation of wild species that have com- 
mercial value, as, for example, the widespread removal of 

(Left) Strip-mining coal in Missouri. (Right) Wise County Fair Grounds constructed on coal 
strip mine spoil in Virginia. 
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mahogany trees and other valuable timber from the forests 
around the Caribbean area. The uncontrolled hunting of 
whales and other sea mammals has brought some species 
to the point of near-extinction, and at least one, Steller’s 
sea cow, has been exterminated. The demand for such 
high-fashion products as shoes and handbags made from 
crocodile skins or coats and wraps made from the skins 
of tigers and leopards has endangered the continuing exis- 
tence of these animals. 
Control of those species considered to be detrimental has 

led to an unreasonable warfare against predatory animals. 
As a result, the wolf, cougar, lion, lynx, eagles and hawks 
of various species, and other carnivorous animals have 
been eliminated from the vicinity of human settlements 
or from pastoral lands, even though the evidence that 
some of these species do any appreciable damage is not 
well substantiated. But the greatest single cause for the de- 
pletion of natural communities and wild species has been 
the desire to use land for more productive purposes. This 
has led to extensive clearing of forests and woodlands, 
burning of vegetation, and the cultivation of previously 
undisturbed land for crop production. Many of the lands 
that are cleared eventually prove to be poorly suited for 
the purposes for which they are intended and are ulti- 
mately abandoned; however, it is then no longer possible 
to protect the natural communities that previously existed 
in these areas. 
Programs for the protection of natural communities 

must involve, first, rational planning for the use of land 
and control over its exploitation by agencies charged with 
such responsibilities. Adaptation of land use for commod- 
ity production by using only those sites best suited for 
such purposes is a first step toward protecting other lands 
that are now being cleared unwisely. Although the estab- 
lishment and proper management of parks and reserves 
permits the survival of certain species in certain areas, a 
more general program of rational management and use of 
all lands and species is essential to the long-term survival 
of wild nature throughout the world. 
Strict nature reserves. The decision to maintain an area 

in a more or less unmodified condition usually is deter- 
mined by its overall scientific and aesthetic value. It may 
also be determined by the contributions the protected area 
can make to the region as a whole, as, for example, the 
regulation of water yield and streamflow or perhaps as a 
reservoir of wild species that subsequently can move or be 
moved into other modified regions. The most restrictive 
category of land use is that of the scientific reserve, which 
is also known as a strict nature reserve. Such areas may 
be selected because of their unique geologic or biologic 
features. Or they may be selected because they are repre- 
sentative of widespread biologic communities that will be 
transformed elsewhere for the needs of commodity produc- 
tion, recreational use, or other more intensive purposes. 
Retaining representative areas in an unmodified condition 
provides standards by which the health and productivity 
of the modified sites can be tested. 
Strict nature reserves and other types of scientific re- 

serves often occupy only a relatively small area of land. 
The amount of land occupied, however, depends to a 
large extent on the biologic requirements of the species 
to be protected and the interactions of the area with 
the surrounding region. Thus, in the rolling taiga coun- 
try (swampy coniferous forests) of northern Europe, Asia, 
and North America, the decision to maintain a bog in a 
natural state may involve the protection of only a small 
area—the bog and those immediately adjacent slopes that 
drain into it. On the other hand, the decision to protect 
the natural habitat and population of migratory caribou 
in the same region could involve an area several hundred 
miles in length and more than 100 miles in width—a 
sizeable area that might include taiga and tundra. The 
decision to protect the natural habitat of a species of 
migratory waterfowl would be even more far-reaching. In 
addition to protecting the tundra breeding ground of such 
birds, protection of their resting and wintering grounds, 
which could lie in a different hemisphere, might also be 
involved. It is always easier to protect rooted plants than 
mobile animals. And the more mobile the species, the 
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more difficult the task; for many migratory species, inter- 
national action is required. 
Any decision to protect an area in an undisturbed con- 

dition, however, must take ecological reality into account. 
The experience of Everglades National Park in the United 
States, which protects only the lower end of an extensive 
watershed, is illustrative. The stormy history of this park 
has involved efforts to control water and land use in areas 
outside the park because its future existence depends upon 
the flow and quality of water from those areas. By con- 
trast, high mountain reserves, such as those surrounding 
Mount Kinabalu, on the island of Borneo; Mount Kenya, 
in East Africa; or Glacier National Park, in Montana, offer 
no such difficulties. 
The designation of an area as a strict nature reserve 

is often proclaimed by law and recognized only by the 
appropriate governmental authorities, with no cognizance 
of the action by others. Such areas must have boundaries 
that are clearly demarcated and identifiable to prevent 
accidental intrusion and modification. 
Because a strict nature reserve is set aside for scientific 

purposes, its use for recreation or any other purpose may 
disturb its natural integrity. Even scientific use itself can 
be a disturbing factor; hence, the use of such reserves is 
regulated by scientists. Usually a scientific advisory com- 
mittee must rule on the appropriateness of any proposed 
research to the long-term future of the area. 
The decision to protect a natural area for scientific pur- 

poses is not a simple one. In the case of most of the less 
affluent countries, in which neither money nor technical 
expertise is available, it is virtually impossible to proclaim 
a strict reserve and have it maintained as such except 
in the remotest areas. Usually international assistance is 
required, in money or manpower, if such reserves are to 
be established. 
National parks. The establishment of national parks in 

the United States represented one of the first national 
efforts to protect wild nature. Yet, in establishing Yel- 
lowstone National Park, Congress made clear that it was 
viewed as “a pleasuring ground” for people and not as 
an area intended only to safeguard communities of plants 
and animals. It was not until the formation of the U.S. 
National Park Service in 1916 that the concept of man- 
aging parks so as to maintain their natural qualities was 
accepted. Nevertheless, the practice of killing predatory 
animals as “undesirable” elements of wild nature contin- 
ued in U.S. national parks into the 1930s and lasted in 
some African national parks as late as the 1960s. 
Unlike a strict nature reserve, a national park may be 

made available for various purposes but usually only for 
those forms of recreational use that do not create great 
changes in or require significant modifications of the nat- 
ural environment. National parks usually are selected on 
the basis of their unique qualities, outstanding natural 
beauty, unusual geologic formations, or remarkable array 
of wild animal or plant life. They may also be selected, 
however, to protect areas of anthropological, archaeolog- 
ical, or historical importance along with the natural or 
artificially modified landscapes that surround them. In the 
United States, national parks are dedicated solely to recre- 
ational activity. National parks in England may protect 
cultural as well as natural landscapes, in that some may 
be dedicated to the preservation of traditional forms of 
land use that are disappearing elsewhere. Some national 
parks, such as in Peru, protect ethnic groups along with 
their hunting and gathering grounds. 
Thus, exactly what constitutes a national park varies 

according to the nations and people involved. The ded- 
ication of an area as a national park is everywhere a 
highly restrictive form of land use, in which all incom- 
patible activities are prohibited. Hunting, logging, mining, 
commercial fishing, agriculture, and livestock grazing are 
excluded from most such parks, as are urban and indus- 

trial uses not directly related to recreation. There is much 
debate as to whether tourist facilities should be within or 
outside national parks; because of their disruptive effects, 
the trend is to locate such facilities outside. 
National parks, at a minimum, require equally exten- 

sive boundary demarcation and perhaps policing and pa- 
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trolling as are necessary for strict nature reserves. They 
also require the careful planning of trails, roads, and other 
means of human access in order to channel the activities 
of visitors in ways that will not disrupt the resources or 
landscapes. Not only must certain fragile areas be set aside 
and protected from visitors, but visitor use must be con- 
centrated in those places in which human activities will 
do a minimum of harm. The trend has been to divide na- 
tional parks into zones that range from areas of intensive 
public use at one extreme to the remotest wilderness or 

strict nature reserves at the other. 
Usually a considerable amount of money and energy 

must be invested in the planning and management of a 
national park. This is often beyond the resources of the 
less affluent countries unless international assistance can 
be provided. Because of their attraction as sites for outdoor 
recreation and their appeal to tourists, however, national 
parks often more than pay for themselves in a short pe- 
riod of time. In East Africa, for example, national parks 
are a major source of foreign exchange of the countries 
in which they are located because of their unique wild 
animal life. As a result of the body of expertise that has 
developed in the planning and management of national 
parks and because of their growing economic importance, 
expert direction in the establishment and maintenance 
of national parks is now available throughout the world 
whenever it is requested. Within the United Nations such 
assistance is offered to developing countries by UNESCO, 
UNEP, and FAO; outside the United Nations, assistance 
is available from the International Union for Conservation 
of Nature and Natural Resources and from the World 
Wildlife Fund. 
Refuges and sanctuaries. A less restrictive use of an 

area of wildland is that directed toward the protection of 
certain species or groups of wild animals or plants. This 
type of land use includes wildlife refuges and sanctuaries 
as well as various kinds of botanical reservations. In such 
areas, use of the land that could interfere with the well- 
being of the protected species is excluded. Other forms of 
land use may be encouraged, however, if they are not in 
conflict or if they actually assist with the creation of a 
suitable environment for the protected forms of life. 
Refuges and sanctuaries often are established for the 

preservation of endangered species of wildlife or plants, 
particularly those whose numbers and distribution have 
been seriously curtailed; examples include the Umfolozi 

Game Reserve, in South Africa, in which the southern 

species of the white rhinoceros is protected, and the 
Mountain Zebra National Park, in the same country. The 
refuges for the California condor and the Torrey pine in 
California are of a similar nature. Refuges and sanctuar- 
ies may also be provided for more abundant species that 
require protection at certain periods of their life cycle or 
in certain areas where they gather in order to reproduce. 
Many wildlife refuges and sanctuaries in the United States 
and Europe are of this type; they provide protected sites 
for the resting, breeding, or wintering of wildlife species 
(particularly waterfowl) that otherwise are hunted outside 
of the refuge. In such places management measures are 
necessary to enhance the habitat for the protected species 
and to remove any competitors or predators that might 
interfere with the breeding and survival of the young. Such 
measures would be inappropriate to parks or strict nature 
reserves, because their purpose is to protect a total biologic 
community without favouring a particular species. 
The various measures employed for the protection and 
management of living resources on land also apply to 
water areas. Marine and other aquatic parks and reserves 
have been established in many parts of the world to 
protect various forms of saltwater and freshwater plant 
and animal life. Australia, for example, has reserves that 
protect important areas of the Great Barrier Reef; Kenya 
and Tanzania have marine parks and reserves on their 
coasts. Lake Baikal, in the Soviet Union, is now included 
in a major national park designed to protect not only its 
unique freshwater life but also its watershed areas. 
Wildlife and fisheries management. The protection of 

most wild animal life cannot be accomplished solely 
through parks and reserves. Consequently, wildlife conser- 

vation and management represent an activity that extends 
into other areas. As has been mentioned previously, one 
form of wildlife conservation with a long history of laws, 
regulations, and proclamations dating back to ancient 
centres of civilization was the protection of royal game. 
Wildlife conservation is also closely related to the man- 
agement of fisheries, because both are directed toward the 
preservation of wild species and their habitats and toward 
increasing the productivity and yield of these species. In- 
creased productivity in wildlife or fish may contribute to a 
commercial harvest, or it may make contributions to hu- 
man well-being through sport hunting or fishing, wildlife 
viewing, or some other form of recreation. 
The basis for wildlife and fishery management includes 

research into the ecological requirements and breeding 
potentials of the species involved. Protective laws and reg- 
ulations are necessary to control the allowable commercial 
or sport take in order to guarantee that it remain within 
the sustained yield. Means for enforcing such laws should 
include the employment and deployment of adequate 
protective forces, preferably specially trained wildlife and 
fisheries wardens who are capable of identifying species 
likely to be killed or captured and who are familiar with 
the ways of hunters and fishermen. Management activities 
intended to maintain or improve the habitat for the wild 
animals concerned are also important. Special refuges of 
the kind already described may be essential both to con- 
trol hunting and fishing pressure and to allow animals 
to reproduce, rest, or winter without being disturbed. In 
addition to these activities, wildlife conservation also in- 
volves the management of the requirements of wildlife in 
the areas in which the land is used for other purposes. 
Commercial fishing, which is of great economic impor- 

tance in countries with extensive inland waters or with 
access to the seas and oceans, contributes a significant 
share of world food, particularly protein. The problems of 
fisheries conservation are many, however. It is essential 

first to locate the fish and derive some estimate of their 
abundance. Much of the recent increase in yield by world 
fisheries has come from the discovery of previously little 
known and unexploited sources of fish. It is also necessary 
to determine the maximum sustained yield of the fish 
population. Finally, the most difficult task is the supervi- 
sion and control of the fishery. Even in national waters, 
fisheries have been overexploited and depleted to a level 
such that the species concerned no longer has any com- 
mercial value—the sardine fishery of the California coast 
is an example. In international water it is much more 
difficult to regulate and control the activities of fishermen. 
The commercial use of terrestrial wildlife, though not in 

the same economic category as fisheries, is nevertheless 
significant to some countries. Wild animals are killed for 
their meat, hides, furs, fats, oils, bones, ivory, antlers, and 

other by-products. Live animals are captured for zoos, for 
medical research, and for the pet trade. The exceedingly 
high prices paid for certain species, such as various pri- 
mates used for medical research or those that are valued 
for their furs, has been of great importance in causing the 
reduction of some species to a dangerously low level. De- 
spite the high commercial value of some wildlife, however, 
in many parts of the world their recreational or sporting 
value has an even greater economic importance. In the 
United States, for example, the commercial hunting and 
sale of game animals is generally prohibited, as is the 
commercial harvesting of certain game fish, because such 
wildlife is reserved for recreational use. 
In technologically advanced countries it has proved prac- 

tical and economically desirable to manage wildlife and 
fisheries so that no species becomes severely depleted. But, 
in those countries in which a high percentage of the people 
are illiterate or live near the poverty level, the protection 
and management of wildlife and fisheries is much more 
difficult to achieve. In such nations protective laws are not 
easy to enforce because trained wardens are not widely 
available and because the laws are neither understood nor 
accepted by the general population. Thus, the depletion 
of wildlife and fisheries through hunting and fishing con- 
tinues in these countries, and growing numbers of species 
are now endangered. 
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Multiple-use management. A wildlife conservation area 
may be used for additional purposes. Throughout the 
world many areas of public wildland are managed on a 
policy of multiple use; that is, they can provide either 
at the same time or sequentially a variety of wildland 
products or services. National forests, for example, are 
used for recreation and to produce timber and range for- 
age for domestic livestock, wildlife, and fish; and at the 
same time they stabilize watersheds and yield sustaining 
water supplies to natural bodies of water or to man- 
made reservoirs. 
The decision to manage an area for multiple use, how- 

ever, necessitates minimization of conflicts among the 
various forms of use. Thus, removing the timber from an 
area involves the construction of logging roads, landings, 
and other facilities; and, while the area is being logged, 
most other uses are restricted. Furthermore, during and 

following logging, care is taken not only to provide a site 
and seed trees suitable for growing the next crop of trees 
but also to protect the natural reproduction of trees, young 
seedlings, and saplings. In cases involving more intensive 
management, seeds or seedlings are planted and given 
protection during the period when they are becoming es- 
tablished. Moreover, the value of the site for recreation 
or for other purposes may be greatly reduced during this 
process, particularly when certain systems are used for 
cutting timber; thus, clear-cutting, which involves the total 
removal of all large trees from an area, creates an appear- 
ance of greater devastation than is seen in selective cutting, 
in which only a few trees of a particular species and age 
class are removed. Obviously, clear-cutting then favours 
wildlife species that prefer open areas at the expense of 
those that require dense forest cover. Generally speaking, 
however, logging of timber involves the exclusive use of 

an area for this purpose over a period of time; other uses 
may not be fully restored until the vegetation or animal 
life has recovered from the effects of timber removal. 
Development of an area for grazing by domestic livestock 

often includes fencing; the demarcation of livestock trails 
for the transfer of animals from one area to another; the 

provision of watering points, salt grounds, and other items 
essential for the welfare of the animals; and sometimes the 
construction of special corrals or handling chutes. When 
livestock are in an area, they cannot be disturbed too 

frequently. Livestock owners also demand the removal 
of any predatory animals that are likely to attack their 

Figure 4: The cutting of timber. 
(Left) Clear-cut timber in Oregon. (Right) Selective cutting of timber in the Chuska Mountains, 
New Mexico. 
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stock. Such needs obviously restrict the development of 
the same site for purposes that could conflict with its use 
as a livestock range. 
Intensive development of an area for water power (é.g., 

the construction of dams, power stations, pipelines, canals, 
and power lines) entails complete change of the area af- 
fected and removes much of its wild or natural quality. 
Although such a location is obviously less suited for wilder- 
ness or wild-country recreation, it often is enhanced for 
certain forms of mass recreation, such as fishing, boating, 
and water sports in reservoirs. Recreational development 
on any intensive scale also involves considerable modifi- 
cation of an area. The construction of tourist and visitor 
facilities of various kinds—trails, ski runs, campsites, roads 
and parking areas, lodges, and picnic grounds—necessarily 
restricts the use of such an area for other purposes. 
The concept of multiple use thus applies mostly to the 
management of large areas of wildland, although within 
such areas various special uses may from place to place 
and from time to time be emphasized. Nevertheless, the 
governing policy of multiple use is valuable because it 
prohibits the exclusive use of a particular area for the 
benefit of any one segment of society and, instead, forces 
accommodation to the greatest variety of uses that best 
suit a particular site. 
Intensive wildland uses. Timber production. Loss of the 

natural character of an area usually accompanies the deci- 
sion to manage it for maximum production of such crops 
as timber or range forage. Thus, if a forested area is to be 
managed for maximum timber production, establishment 
of fast-growing species of trees that will make the most 
efficient use of the soils, water, and climate is necessary. 
Crops. of timber or other wood products are cut and re- 
moved regularly and other trees planted in their place, 
usually from nursery stock. Roads and other facilities are 
constructed to facilitate the removal or protection of the 
forest products. The ultimate objective is usually a high- 
yielding plantation or tree farm, often using exotic species 
of trees or specially developed varieties that combine 
high-yielding capabilities with resistance to insect pests or 
diseases. 
Seldom do such forests have any value for other pur- 

poses, except possibly for soil protection and water yield. 
Aesthetically, such a forest may even lose its wild aspect 
and have all the regularity and artificiality of an orchard 
or cornfield. Recreational uses often are discouraged; even 

(Left) Ray Atkeson, (right) Josef Muench 
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Figure 5: Hoover Dam, Colorado River, on the border of 
Arizona and Nevada, used for irrigation and hydroelectric 
power. 
Harvey Caplin 

if they are not, the recreational appeal of such areas usu- 
ally is slight. Few if any of the larger forms of wild animal 
life can find a suitable habitat in a forest plantation, and 
those that do become established there often are regarded 
as pests if they interfere in any way with tree production. 
Such forests, however, produce far more timber, pulp, and 

other kinds of wood products than can be obtained from 
an equivalent area of wild forest. Moreover, intensive de- 
velopment of production forests in suitable locations can 
spare areas of natural forest for other purposes. Privately 
owned forests in North America are increasingly managed 
in this way, a practice that increases with the demand 
for forest products; government-owned production forests 
and forest plantations in other countries receive similar 
treatment. Such intensive development, however, is eco- 
nomically feasible only at sites with soils and other habitat 
conditions favourable to high yields. 
Livestock production. Management of range and pas- 

ture lands for livestock production can become almost 
a single-purpose use of the land. A range, any area of 
wildland that is covered with natural vegetation, is usually 
located in the more arid mountainous or colder regions of 
a country; such land is suitable for the production of the 
larger grazing or browsing animals. Pastures, on the other 
hand, are grazing areas with better growing conditions than 
ranges because they are located either in regions of higher 
rainfall or in areas suitable for irrigation. Because of the 
nature of pasture, more intensive management is econom- 

ically practical, including regular cultivation and planting 
to replace the natural vegetation with higher yielding do- 
mestic, exotic, or artificially bred varieties of forage plants. 
Livestock production on pastures is a single-purpose use of 
the land, although pastures are often included as part of a 
rotation system in the raising of farm crops. The intensive 
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Figure 6: Livestock production on range and pastureland. 

use and management of pastures effectively removes such 
areas from the category of wildland. 
Management of the forage on rangelands requires skillful 

manipulation of natural processes of plant succession and 
the balancing of livestock numbers to the carrying capac- 
ity of the vegetation; that is, the number of animals the 
vegetation can support without deteriorating and endan- 
gering its future productivity. Efforts are made to avoid 
overgrazing, which reduces the vegetation to a less produc- 
tive state, and excessive trampling by animals, which can 
compact the soil and interfere with its water relationships 
and productivity. A flexible method of livestock handling 
is essential to success on ranges: animals are not allowed 
to concentrate excessively in any one area, and their use 
of vegetation must be consistent with continued produc- 
tion of the more nutritious and palatable forage plants. 
Moreover, during dry periods, when there is low forage 
production, the number of livestock using a range must 
be reduced in order to avoid damage to the range; other- 
wise, feed lots are provided or the animals are moved to 
irrigated pastures. 
As a primary use of rangeland, livestock production re- 

quires the construction of various facilities—fences, water 
holes, corrals, roads, and troughs for salt or other forage 
supplements. On productive rangelands it may be econom- 
ically profitable to provide fertilizers, usually by spraying 
or dusting from aircraft, to encourage higher forage yields. 
Undesirable vegetation is sometimes burned, crushed, or 

sprayed with herbicide to provide more space for the better 
forage plants; ranges also may be seeded with higher yield- 
ing or more disease-resistant forage plants. Such activities 
necessarily restrict use of the land for other purposes. 
Nevertheless, except in cases of intensive management, 

rangelands can provide recreation and often are highly 
suited to various forms of wildlife management. There is 
considerable evidence from many parts of the world that 
some combination of domestic animals and wildlife can 
provide greater yields and profits from drier, colder, or 
steeper rangelands than can be obtained from such lands 
when used exclusively for domestic-livestock production. 
Agricultural management. The mostintensive forms of 

rural land use for agricultural purposes are those concerned 
with the raising of harvestable crops or with the production 
of animal products. Unlike primitive agriculture, which 
involved only the temporary removal of natural vegetation 
and depended for a short period of time on natural soil 
fertility, conventional agriculture today uses large inputs 
of chemicals, energy, and technical skills to produce in- 
creased yields of crops or animals. In the technologically 
advanced countries food production is often greater than 
population growth, and it is possible to retire former farm- 
lands from use and to produce crops according to demand 
without approaching the maximum yields obtainable. The 
so-called Green Revolution has been based on the spread 
of such farming methods to less developed nations of the 
world. It has been made possible by the breeding of high- 
yielding forms of grain specifically adapted to the ecologi- 
cal conditions of the countries involved. 

(Left) Ray Atkeson, (right) J.C. Allen and Son 

(Left) Rangeland in southwestern Washington. (Right) Angus cattle on bluegrass pastureland 
in Kentucky. 
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The decision to use an area of land for high-yield agri- 
culture essentially rules out its use for other purposes. 
The intensive production of farm crops in an agricultural 
region may also have undesirable side effects; as has been 
previously noted, these may include the pollution of other 
areas when the pesticides, herbicides, or other agricultural 
chemicals blown or washed from farmlands affect vegeta- 
tion and animal life elsewhere. Nevertheless, committing 
an area to intensive agricultural production does not rule 
out its future restoration for other uses. As long as the soils 
are well cared for, such areas can be converted quickly 

to other purposes if it is not necessary to keep them in 
farm production. Abandoned farmlands in the southern 
United States, for example, are now highly productive 
forest areas, and former farming lands elsewhere are being 
used to support wildlife and outdoor recreation. In general 
planning for conservation of natural resources, intensive 
use and high production in those areas best suited for 
farming must be encouraged—provided, of course, that 
the polluting effects of these activities on the general en- 
vironment are avoided. Such concentration can spare the 
destruction of other resources through attempts to use 
inadequate lands for marginal farming activities. 

INTERNATIONAL PROBLEMS OF RESOURCE MANAGEMENT 

The management of living resources requires a high de- 
gree of international cooperation and a willingness on the 
part of nations to agree to some forms of international 
control. This is particularly true for the management of 
those aquatic animals that occupy international waters; it 
is equally true for migratory animals that move from one 
country to another. Furthermore, the animals and plants 
that are commodities in international trade must also be 
protected through international agreements. Finally, when 
an international agency or an agency from a particular 
country works with the resources of a less developed na- 
tion in an effort to help that nation improve its economy, 
care is taken to avoid any adverse effects on the conserva- 
tion of that nation’s environment. 
Despite general recognition of these problems, few na- 

tions have shown a willingness to forgo any of their 
sovereign rights or to cede authority over their affairs to 
international bodies. International laws and regulations 
remain, for the most part, gentlemen’s agreements among 
nations. A country can and often does ignore the rules 
when it is economically advantageous for it to do so. Only 
international public opinion or, more rarely, the threat of 
force by one nation or by a group of nations can serve as 
an effective deterrent in compelling a country to stop cer- 
tain activities that are endangering a resource. Yet, despite 
the generally chaotic state of international rules governing 
the management of environmental resources, there are 

some excellent international agreements concerning this 
matter. Such agreements provide hope that the general 
field of conservation may serve as an area in which na- 
tions can learn to work together more effectively for their 
mutual benefit. 
Effective international agreements. The Antarctic 

Treaty. The Antarctic continent remained unknown and 
unexplored during the period when most other parts of 
the world were being claimed and colonized by European 
powers. Uninhabited and, until recently, of little or no 

value to any country, Antarctica never became an area for 
international dispute. Although segments of the continent 
and sub-Antarctic islands have been claimed by various 
nations, including the United States, Great Britain, Aus- 
tralia, New Zealand, Chile, and Argentina, the validity of 
these claims has never been tested. It was not until the 
latter half of the 20th century that the potential future 
importance of Antarctica and the knowledge to be gained 
from scientific research in and exploration of the con- 
tinent were recognized. As a consequence, nations with 
an interest in Antarctica signed the Antarctic Treaty in 
1961. This could be considered de facto establishment of 
the Antarctic continent as the world’s largest strict nature 
reserve. The treaty provided for joint scientific research to 
be conducted by the signatory nations, with the results to 
be shared by all. It also prohibited the exploitation by any 
one nation of living Antarctic resources as well as any ac- 
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tivities that would cause deterioration of those resources. 
The treaty has been respected, Antarctic research has gone 

forward, and the wild animals and sparse plant life of the 
continent have been protected. 
Whaling agreement. Unfortunately, most agreements 

covering the Antarctic have not included the oceans sur- 
rounding the continent. The value of the animal resources 
in these waters has been known since the 18th century, 
and exploitation of them was begun during the 19th cen- 
tury. Of particular importance were the enormous herds 
of whales that congregated in the Antarctic seas to feed 
upon the abundant plankton in these nutrient-rich waters. 
One component of this plankton is the krill, a shrimp- 
like crustacean; the Antarctic Treaty nations established a 
protective zone around the ocean waters of the continent 
in 1982 in an effort to preserve the krill and other ma- 
rine organisms. 
The early whaling ships concentrated their efforts on the 

larger whales, which could yield the greatest quantities 
of whale oil, whalebone, and other useful products. The 

most sought after of these creatures, the blue whale, is the 
world’s largest mammal. It is estimated that when whaling 
began there were 200,000 blue whales in the Antarctic; by 
1965, however, the population of blues had been reduced 
to about 2,000. Preceding the period of concentration on 
blue whales, whalers had pursued the various species of 
right whales in the world’s oceans and had reduced their 
numbers to a similar low level. The gray whale of the 
Pacific was also brought to a point of near-extinction. 
The efforts of Antarctic whalers then shifted to smaller 
species; the humpback, once abundant, was reduced to an 

estimated 1,000 in 1962. Fin whales and sperm whales 
also bore the brunt of whaling pressure for a time; when 
they became scarce, the still smaller sei and Minke whales 
were killed. 
Despite the efforts of conservationists, attempts to restrict 

the activities of whalers met with little initial success. As 
whale populations dwindled and the danger of extinction 
became evident, however, the principal whaling nations 
agreed to sign the International Whaling Convention in 
1946. This led to the establishment of the International 
Whaling Commission, which was authorized to sponsor 
scientific studies of whale populations and to recom- 
mend to the whaling nations limitations on harvest that 
were necessary to perpetuate whale populations and the 
whaling industry. Because the nations involved did not 
give the commission any firm power or enforcement au- 
thority, any nation could dispute the recommendations 
of the commission’s scientific advisers and insist upon 
higher quotas than had been recommended. Everything 
depended on the willingness of the nations to obey the 
rules and to report honestly the number of each species of 
whales taken during the whaling season. Although there 
is no evidence that the nations involved deliberately dis- 
obeyed the recommendations finally agreed upon by the 
commission or that they failed to provide the commission 
with anything but accurate figures, the number of whales 
continued to decline. Sustained pressure from conserva- 
tion interests, however, finally accomplished results. After 

1967 the endangered whales—the blue, right, gray, and 
humpback—were given complete protection. Starting in 
the 1970s, quotas for other species were reduced to limits 
that enabled the whales to maintain their populations at 
certain levels. At its 1983 meeting the commission, over 

the objections of Japan, Norway, and the Soviet Union, 
agreed to end commercial whaling entirely by 1986; nev- 
ertheless, whaling continued after the deadline—though at 
a reduced level. Thus, the record of international cooper- 
ation provided by the International Whaling Convention 
is a mixed one. Although it did not accomplish all the de- 
sired results, neither did it fail entirely. Indeed, the record 
of whale conservation would be much worse had it not 
been for this international agreement. 

Protection of fur seals and migratory birds. Other ac- 
tivities intended to control the international exploitation 
of environmental resources have had some successes and 
many failures. Among the most successful treaties has 
been one to protect the northern fur seal, a species that 
breeds in the Pribilof Islands, in the Bering Sea. During 
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the 19th century fur seals were reduced to a danger- 
ously low level as a result of the heavy slaughter at their 
breeding grounds to obtain skins for the manufacture of 
fur coats and various other sealskin products. In 1911 
Canada, Japan, Russia, and the United States signed a 
treaty to limit the annual harvest of seals to a quantity that 
would not only sustain the population but also increase it 
annually. In addition, the profits from sealing were to be 
divided proportionately among the signatory nations. The 
treaty was adhered to; the seals have increased and now 
stock the available breeding grounds. 
A good example of an international agreement gov- 

erning the conservation of species that migrate between 
two or more nations is the International Migratory Bird 
Treaty. Established in 1918 between the United States and 
Canada, this treaty was subsequently extended to include 
Mexico. The treaty, which has been adhered to by the 
nations concerned, limits the kill of migratory waterfowl. 
It also provides for the protection of migratory species in 
their breeding grounds, along their migration routes, and 
at their wintering areas. 
Territorial limits and marine resources. For the most 

part, international control of species occupying habitats 
in international and national waters remained a seri- 
ous problem in the 20th century. The traditional three- 
mile agreement was loosely agreed upon by most coastal 
countries for military reasons: it evolved in the days when 
that distance was beyond the range of shells fired from 
guns aboard vessels offshore. The advent of large naval 
guns capable of firing shells three miles or more and the 
dominant role of naval air power during World War II 
made the three-mile limit useless for defense. Disputes 
over fishing rights led to a more general acceptance of 
a 12-mile (22-kilometre) limit to the seaward boundaries 
of national territories, but even this was not acceptable 
to many countries with limited coastlines or narrow con- 
tinental shelves. Many Latin-American countries insisted 
on jurisdiction over waters to a distance of 200 nautical 
miles (370 kilometres) from their shores. 
These disputes over national jurisdictions, combined with 

the desire by many countries to further exploit the ma- 
rine and mineral resources of the continental shelves and 
deep-ocean floors, led to the first United Nations Law of 
the Sea Conference in 1958 to negotiate the partitioning 
of the oceans and their resources. A second conference 
was convened in 1960, but neither meeting succeeded in 
reaching an agreement. The Third Law of the Sea Con- 
ference was convened in 1973, and it met in numerous 
sessions during the 1970s and early 1980s. Finally in 1982 
the Convention of the Law of the Sea was promulgated 
by a UN conference. The convention was quickly signed 
by 117 nations, but the United States and some 20 other, 
chiefly industrial, countries did not sign the agreement. 
The nonadopting nations, however, do agree that each 
coastal state has sovereign rights over a 12-mile territorial 
sea and sovereign rights over natural resources and certain 
economic activities within a 200-mile exclusive economic 
zone (EEZ). Ships are allowed innocent passage through 
the territorial sea, and ships and aircraft are allowed transit 
passage through straits used for international navigation. 
Coastal states also have sovereign rights regarding explo- 
ration and exploitation of the continental shelf (200 miles 
from shore and in some cases farther). Provision is made 
for delimitation of the territorial sea, EEZ, and continen- 
tal shelf of archipelagic states and for access to the sea for 
landlocked nations. A large number of countries, including 
the United States, have proclaimed their sovereignty over 
the EEZ and the marine and mineral resources within it. 
International trade in animals and plants. Special prob- 

lems are involved in the regulation of trade and commerce 
in living animals and plants as well as in the products de- 
rived from them. Demands by wealthy nations for certain 
animal and plant products create particularly severe prob- 
lems in less affluent countries. As mentioned previously, 
the trade in endangered species of wildlife is illustrative. 
The demand for furs and skins of rare animal species 
is artificially created in the fashion centres of the world. 
Prices paid by wealthy people for these items in affluent 
countries exceed the lifetime income of most people in the 

countries from which the leopards, crocodiles, tigers, and 
other wild species come. Poachers go to great lengths to 
obtain these animals wherever they can be found, includ- 
ing inside national parks and reserves. Because effective 
policing is virtually impossible, legal and illegal trade in 
wildlife begin to overlap, and both become firmly estab- 
lished. Exporters of wild animals and their products are 
the end links of profitable business chains that include 
far greater numbers of hunters and trappers in remote 
areas. Furthermore, for each animal or skin that reaches 
a foreign market, many more are destroyed in hunting, 
trapping, and transporting. 
The purchasing countries can most effectively control 

the illegal trade in wildlife. This can be done by directing 
fashion away from the use of wild furs and by restricting 
the purchase of live animals and controlling their clear- 
ance through customs offices of international airports and 
seaports. In 1973 representatives of 80 countries signed 
the Convention on International Trade in Endangered 
Species of Wild Fauna and Flora, which prohibited com- 
mercial trade in 375 endangered species of wild animals. 
The treaty, which has been ratified by nearly all of the 
80 governments, forbids trade in products derived from 

the animals (e.g., hides) as well as in living animals. In 
addition, trade in 239 species was allowable only on the 
granting of permits by both the importing and the export- 
ing countries. The provisions also included endangered 
plants (such as rare orchids that are now being removed 
from even the remotest tropical forests). 
Perhaps even more serious than the trade in wild animal 

species is the international exploitation of other living 
resources, particularly the tropical forests of the world. 
These forests, which contain many hundreds of species 
of trees growing in diverse mixtures, were spared from 
exploitation in earlier decades because of their inacces- 
sibility, the relatively low value of most of the trees for 
timber purposes, and the limited world demand. Heavily 
exploited for special uses were a few species of high value, 
such as teak, ebony, sandalwood, mahogany, and other 
furniture woods. Most tropical forests were not greatly 
disturbed, however. This situation has changed, and a 
wide variety of woods previously considered worthless are 
used for pulp, chipboard, and fibreboard or as cellulose 
for plastics production. With new machines and better 
transportation, it has become profitable to remove trees 
from previously remote areas and to ship logs, bolts, wood 
chips, or other partially processed materials to foreign 
markets. Faced with a high demand for their forest prod- 
ucts, most developing nations have been willing to sign 
over timber rights to foreign companies, hoping thereby to 
increase their national incomes and to advance the general 
material welfare of their people. Unfortunately, most of 
these timber contracts contain few or no provisions for 
conservation. Forest industries that have excellent man- 
agement and conservation records in their home countries 
behave differently in other lands. Great areas of tropical 
forest have been laid waste, soils bared to erosion, and 
the wildlife within them destroyed. Because no laws are 
violated in either the exploited or the home country, there 
is no effective redress. General international agreements 
governing the conservation of such living resources would 
provide an answer to this problem, but they are unlikely 
to be implemented in time to prevent the devastation of 
large areas of the tropical world. 
Equally if not more unfortunate have been the side ef- 

fects of some well-intentioned international development 
projects. These are sometimes sponsored by international 
agencies concerned with such affairs and sometimes by 
the foreign-assistance departments of individual donor na- 
tions. Usually the projects are intended to benefit one 
segment of the economy of the recipient nation; but, be- 
cause ecological advice generally is not sought and because 
of the broad effect of the proposed development on other 
resources or on the total environment, the side effects of 
some of these activities often far outweigh any benefits 
that are derived. An example is the Aswan High Dam 
of Egypt, where the need to increase the supply of water 
for irrigation and power was considered paramount. The 
environmental side effects, however, have been enormous 

Unin- 

tended side 
effects of 

interna- 
tional 

assistance 



Spaceship 
Earth 

Definition 
of 
pollution 

and include the spread of the disease schistosomiasis by 
snails that live in the irrigation channels, loss of land in 
the delta of the Nile River from erosion once the former 
sediment load of the river was no longer available for land 
building, and a variety of other consequences. Further- 
more, water-development projects in other semiarid lands 
of Africa, sponsored by international agencies and funded 
by various donor organizations, have quite frequently 
been far more destructive than constructive. Failure to 
take ecological and social factors into consideration has 
resulted repeatedly in overgrazing and creation of deserts 
in an area intended to be improved by the expenditure 
of money. The responsibility of agencies concerned with 
international development to seek the best environmental 
advice is now generally accepted, but implementation of 
this responsibility has been slow. 
Extraterrestrial conservation. Space exploration has be- 

gun at a time when the willingness to manage the Earth’s 
resources is in doubt. Experiences gained from early space 
efforts, however, have helped promote an awareness of 
planetary redlities among a growing number of people. 
The need to provide the requirements of life to people 
confined for long periods of time in spaceships and the 
problems of waste disposal in such vehicles have cast new 
light on similar problems within communities on Earth. 
The view of Earth from outer space has engendered the 
concept that the planet is, in effect, a large spaceship with 
a limited capacity to support life and that it is highly vul- 
nerable to damage from poorly planned human activities. 
Exploration of other planets has been undertaken in full 

realization of the dangers involved, both in the pollution 
of a satellite or planet being visited by earthlings and in 
the potential danger to life on Earth by materials brought 
back from other celestial bodies. Although there is no 
reason to expect the existence of life on those planets 
nearest the Earth and every reason to doubt its existence 
on planets farther away in the solar system, the most rigid 
precautions are still necessary. Experience with the rapid 
spread of diseases in new locations has demonstrated the 
dangers to other forms of life if other planets were to 
be contaminated with organisms brought from Earth or 
if Earth were to be exposed to agents from other planets 
capable of contaminating life on this one. 
If planets capable of supporting life are reached some- 

day, they will offer an opportunity to science never before 
available. The study of life that has evolved under differ- 
ent conditions in a different world could add greatly to an 
understanding of the Earth’s biologic systems as well as 
provide a great intellectual challenge to mankind. 

THE POLLUTION OF NATURAL RESOURCES 

Although various problems related to pollution of the en- 
vironment have already been mentioned, the following is 
a more general discussion of pollution as a phenomenon. 
Pollution may be defined as the addition of any substance 
or form of energy (e.g., heat, sound, radioactivity) to the 
environment at a rate faster than the environment can 
accommodate it by dispersion, breakdown, recycling, or 
storage in some harmless form. A pollutant need not be 
harmful in itself. Carbon dioxide, for example, is a nor- 
mal component of the atmosphere and a by-product of 
respiration that is found in all animal tissues; yet in a 

concentrated form it can kill animals. Human sewage can 
be a useful fertilizer, but when concentrated too highly it 
becomes a serious pollutant, menacing health and causing 
the depletion of oxygen in bodies of water. By contrast, 
radioactivity in any quantity is harmful to life, despite 
the fact that it occurs normally in the environment as so- 
called background radiation. 
Pollution has accompanied mankind ever since groups 

of people first congregated and remained for a long time 
in any one place. Primitive human settlements can be 
recognized by their pollutants—shell mounds and rubble 
heaps. But pollution was not a serious problem as long as 
there was enough space available for each individual or 
group. With the establishment of permanent human set- 
tlements by great numbers of people, however, pollution 
became a problem and has remained one ever since. Cities 
of ancient times were often noxious places, fouled by 
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human wastes and debris. In the Middle Ages, unsanitary 
urban conditions favoured the outbreak of population- 
decimating epidemics. During the 19th century, water and 
air pollution and the accumulation of solid wastes were 
largely the problems of only a few large cities. But, with 
the rise of advanced technology and with the rapid spread 
of industrialization and the concomitant increase in hu- 
man populations to unprecedented levels, pollution has 
become a universal problem. 
The various kinds of pollution are most conveniently 

considered under three headings: air, water, and land. 
Air pollution. Air pollution involves the release into 

the atmosphere of gases, finely divided solids, or finely 
dispersed liquid aerosols at rates that exceed the capacity 
of the atmosphere to dissipate them or to dispose of them 
through incorporation into solid or liquid layers of the 
biosphere. Air pollution results from a variety of causes, 
not all of which are within human control. Dust storms 
in desert areas and smoke from forest and grass fires con- 
tribute to chemical and particulate pollution of the air. 
Forest fires that swept the state of Victoria, in Australia, 
in 1939 caused observable air pollution in Queensland, 
more than 2,000 miles (3,000 kilometres) away. Dust 
blown from the Sahara has been detected in West Indian 
islands. The discovery of pesticides in Antarctica, where 
they have never been used, suggests the extent to which 
aerial transport can carry pollutants from one place to an- 
other. Probably the most important natural source of air 
pollution is volcanic activity, which at times pours great 
amounts of ash and toxic fumes into the atmosphere. 
The eruptions of such volcanoes as Krakatoa, in the East 
Indies, Mt. St. Helens, in Washington, and Katmai, in 
Alaska, have been related to measurable climatic changes. 
Air pollution may affect humans directly, causing a 

smarting of the eyes or coughing. More indirectly, the 
effects of air pollution are experienced at considerable 
distances from the source, as, for example, the fallout of 
tetraethyl lead from urban automobile exhausts, which 
has been observed in the oceans and on the Greenland ice 
sheet. Still less directly experienced are the possible effects 
of air pollution on global climates. 
Urban air pollution. It is the immediate effect of air 

pollution on urban atmospheres that is most noticeable 
and causes the strongest public reaction. The city of Los 
Angeles has been noted for both the extent of its air pollu- 
tion and the actions undertaken for control. Los Angeles 
lies in a coastal plain, surrounded by mountains that re- 
strict the inward sweep of air and that separate a desert 
from the coastal climate. Fog moving in from the ocean 
is normal to the city. Temperature inversions character- 
ized by the establishment of a layer of warm air on top 
of a layer of cooler air prevent the air near the ground 
from rising and thus effectively trap pollutants that have 
accumulated in the lower layer of air. In the 1940s, the 
air in Los Angeles became noticeably polluted, interfering 
with visibility and causing human discomfort. Attempts 
to control pollution, initiated during the 1950s, resulted in 
the successful elimination of such sources of pollution as 
industrial effluents and the outdoor burning of trash and 
debris. Nevertheless, pollution continued to increase as a 
result of the increased number of motor vehicles. Exhaust 
fumes from the engines of automobiles contain a number 
of polluting substances, including carbon monoxide and 
a variety of complex hydrocarbons, nitrogen oxides, and 
other compounds. When acted upon by sunlight, these 
substances undergo a change in composition producing 
the brown, photochemical smog for which Los Angeles is 
well known. Efforts to reduce pollution from automobile 
engines and to develop pollution-free engines may even- 
tually eliminate the more serious air pollution problems. 
In the meantime, however, air pollution has driven many 
forms of agriculture from the Los Angeles basin, has had 
a serious effect upon the pine forests in nearby moun- 
tains, and has caused respiratory distress, particularly in 
children, elderly people, and those suffering from respira- 
tory diseases. 
Los Angeles is neither a unique nor the worst example 

of polluted air. Tokyo has such a serious air-pollution 
problem that oxygen is supplied to policemen who direct 
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traffic at busy intersections. Milan, Ankara, Mexico City, 
and Buenos Aires face similar problems. Although New 
York City produces greater quantities of pollutants than 
Los Angeles, it has been spared from an air-pollution di- 
saster only because of favourable climatic circumstances. 
The task of cleaning up air pollution, though difficult, is 

not believed to be insurmountable. Use of fuels that are 
low in pollutants, such as low-sulfur forms of petroleum; 
more complete burning of fossil fuels, at best to carbon 

dioxide and water; the scrubbing of industrial smokestacks 
or precipitation of pollutants from them, often in com- 
bination with a recycling of the pollutants; and the shift 
to less polluting forms of power generation, such as solar 
energy in place of fossil fuels—all are methods that can be 
used for controlling pollution. The example of London, as 
well as of other cities, has shown that major improvements 
in air quality can be achieved in 10 years or less. 
Climatic effects of polluted air. Less obvious than local 

concentrations of pollution but potentially more impor- 
tant are the climatic effects of air pollutants. Thus, as 
a result of the growing worldwide consumption of fossil 
fuels, atmospheric carbon dioxide levels have increased 
steadily since 1900, and the rate of increase is accelerating. 
The output of carbon dioxide is believed by some to have 
reached a point such that it may exceed both the capacity 
of plant life to remove it from the atmosphere and the 
rate at which it goes into solution in the oceans. In the 
atmosphere carbon dioxide creates a “greenhouse effect.” 
Like glass in a greenhouse, it allows light rays from the 
Sun to pass through, but it does not allow the escape 
of the heat rays generated when sunlight is absorbed by 
the surface of the ground. An increase in carbon dioxide, 
therefore, can cause an increase in the temperature of the 
lower atmosphere. If allowed to continue, this could cause 
melting of the polar ice caps, raising of the sea level, and 
flooding of the coastal areas of the world. There is every 
reason to fear that such a climatic change may take place. 
Counterbalancing the effect of carbon dioxide is the in- 

crease of particulate matter in the air, a result of the 
output of smoke, dust, and other solids associated with 
human activity. Such an increase might, in turn, increase 
the reflectance, or albedo, of the atmosphere, causing a 

higher percentage of solar radiation to be reflected back 
into space. This, in time, could cause a lowering of the 
Earth’s surface temperature and, potentially, a new ice age. 
At present, however, the greater danger appears to lie in 
the steady increase in carbon dioxide, with its associated 
atmospheric warming. 
Scientists also fear that the ozonosphere (or ozone layer 

of the atmosphere) is being depleted by the chemical ac- 
tion of chlorofluorocarbons emitted from aerosol cans and 
refrigerators and by pollutants from rockets and super- 
sonic aircraft. Depletion of the ozone layer, which absorbs 
ultraviolet radiation from the Sun, would have serious ef- 

fects on living organisms on the Earth’s surface, including 
increasing frequency of skin cancer among humans. 
Another climatic effect of pollution is acid rain. The phe- 
nomenon occurs when sulfur dioxide and nitrogen oxides 
from the burning of fossil fuels combine with water vapour 
in the atmosphere. The resulting precipitation is damaging 
to water, forest, and soil resources. It is blamed for the 
disappearance of fish from many lakes in the Adirondacks, 
for the widespread death of forests in European moun- 
tains, and for damaging tree growth in the United States 
and Canada. Reports also indicate that it can corrode 
buildings and be hazardous to human health. Because the 
contaminants are carried long distances, the sources of 
acid rain are difficult to pinpoint and hence difficult to 
control. Acid rain has been reported in areas as far apart 
as Sweden and Canada, and in parts of the United States 
from New England to Texas. The drifting of pollutants 
causing acid rain across international boundaries has cre- 
ated disagreements between Canada and the United States 
and among European countries over the causes and solu- 
tions of the precipitation. The international scope of the 
problem has led to the signing of international agreements 
on the limitation of sulfur and nitrogen oxide emissions. 
Radioactive contamination of the atmosphere. During 

the 1950s the effects of atmospheric testing of atomic 

and hydrogen bombs became a source of major concern. 
The danger of radioactive pollution of the air and the 
fallout of radioactive particles to the surface of the Earth 
stimulated serious investigation, resulting in the discovery 
of potentially dangerous conditions. It was observed, for 
example, that radioactive materials of many kinds, such 
as radioactive iodine and strontium, are concentrated in 
living tissue and can cause damage even when the general 
level of environmental contamination is low. Atmospheric 
testing of nuclear bombs was stopped in the United States 
and the Soviet Union, and radioactive fallout from this 

source has declined. Concern continues, however, over the 

dangers resulting from massive releases of radioactive ma- 
terials from nuclear weapons, which, if used on a major 

scale, could seriously endanger all of humanity. 
Another concern is accidents at nuclear power plants. 

In 1978 the Three Mile Island nuclear power plant in 
Pennsylvania suffered a severe accident leading to partial 
meltdown of its radioactive core. Although most of the 
radiation was contained within the plant structure, the 

prospects of massive contamination of nearby cities and 
towns resulted in plans for the evacuation of hundreds 
of thousands of people. In 1986 the Chernobyl nuclear 
power plant near Kiev, in the Ukrainian S.S.R., suffered 
a fire and partial meltdown, resulting in a major release 
of radioactive particles. Much of northern and eastern Eu- 
rope experienced heavy nuclear fallout, and the towns and 
farmlands around the power plant were no longer safe for 
human occupancy. 

Water pollution. Water pollution involves the release 
into lakes, streams, rivers, and oceans of substances that 

become dissolved or suspended in the water or deposited 
upon the bottom and accumulate to the extent that they 
interfere with the functioning of aquatic ecosystems. It 
may also include the release of energy in the form of 
radioactivity or heat, as in the case of thermal pollution. 

Any body of water has the capacity to absorb, break 
down, or recycle introduced materials. Under normal cir- 
cumstances, inorganic substances are widely dispersed and 
have little or no effect on life within the bodies of water 
into which they are released; organic materials are broken 
down by bacteria or other organisms and converted into 
a form in which they are useful to aquatic life. But, if the 
capacity of a body of water to dissolve, disperse, or recycle 
is exceeded, all additional substances or forms of energy 
become pollutants. Thus, thermal pollution, which is usu- 

ally caused by the discharge of water that has been used 
as a coolant in fossil-fueled or nuclear-power plants, can 
favour a diversity of aquatic life in waters that would oth- 
erwise be too cold. In a warmer body of water, however, 
the addition of heat changes its characteristics and may 
make it less suited to species that are considered desirable. 
Pollution may begin as water moves through the air, if 

the air is polluted. Soil erosion adds silt as a pollutant. The 
use of chemical fertilizers, pesticides, or other materials on 
watershed lands is an additional factor contributing to wa- 
ter pollution. The runoff from septic tanks and the outflow 
of manures from livestock feedlots along the watershed 
are sources of organic pollutants. Industries located along 
waterways downstream contribute a number of chemical 
pollutants, some of which are toxic if present in any con- 
centration. Finally, cities and towns contribute their loads 
of sewage and other urban wastes. Thus, a community 
far upstream in a watershed may receive relatively clean 
water, whereas one farther downstream receives a partly 
diluted mixture of urban, industrial, and rural wastes. The 
cost of cleaning and purifying this water for community 
use may be high, and the process may be only partially 
effective. To add to the problem, the cities and towns in 
the lower, or downstream, regions of the river basin con- 
tribute additional wastes that flow into estuaries, creating 
new pollution problems. 
The output of industries, agriculture, and urban commu- 

nities generally exceeds the biologic capacities of aquatic 
systems, causing waters to become choked with an excess 
of organic substances and organisms to be poisoned by 
toxic materials. When organic matter exceeds the capacity 
of those microorganisms in water that break it down and 
recycle it, the excess of nutrients in such matter encour- 
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ages rapid growth, or blooms, of algae. When they die, 
the remains of the dead algae add further to the organic 
wastes already in the water; eventually, the water becomes 
deficient in oxygen. Anaerobic organisms (those that do 
not require oxygen to live) then attack the organic wastes, 
releasing gases such as methane and hydrogen sulfide, 
which are harmful to the oxygen-requiring (aerobic) forms 
of life. The result is a foul-smelling, waste-filled body of 
water, a situation that has already occurred in such places 
as Lake Erie and the Baltic Sea and is a growing prob- 
lem in freshwater lakes of Europe and North America. 
The process by which a lake or any other body of water 
changes from a clean, clear condition—with a relatively 
low concentration of dissolved nutrients and a balanced 
aquatic community—to a nutrient-rich, algae-filled body 
and thence to an oxygen-deficient, waste-filled condition 
is known as accelerated eutrophication. 
Land pollution. Land pollution involves the deposition 

on land of solid wastes—e.g., used cars, cans, bottles, 
plastic containers, paper—that cannot be broken down 
quickly or, in some instances, cannot be broken down 
at all by the action of organic or inorganic forces. (The 
term biodegradable is used to describe those materials that 
can be decomposed and recycled by biological action.) 
When such materials become concentrated within any 
one area, they interfere with organic life and create un- 
sightly accumulations of trash. Methods of disposal other 
than recycling include ocean dumping, which creates wa- 
ter pollution and destroys marine habitats; landfill, which 
often requires the availability of low-lying ground and fre- 
quently involves the destruction of marshland or swamps 
that have high biological value; and burning, which in- 
creases air pollution. Obviously, none of these methods 
is entirely satisfactory, although using landfill to create 
artificial landscapes, which then are covered with soil and 
planted with various kinds of vegetation, is a possibility 
that remains to be fully developed. It is the great quantity 
of debris produced by urban communities, more so than a 
shortage of raw materials, that forces the development of 

more effective means for recycling wastes. Land pollution 
also involves the accumulation on land of substances in 
dispersed solid or liquid form that are injurious to life. 
This has been particularly noticeable with those chemicals 
(e.g., DDT) that are spread for the purpose of exterminat- 
ing pests but then accumulate to the extent that they can 
do damage to many other forms of life. 
Noise pollution. One form of pollution that is charac- 

teristic of industrial societies is noise. The intensity of 
sound is measured in logarithmic units known as decibels; 
a change from a level of 10 decibels to one of 20 decibels 
actually represents a 100-fold increase in the sound level. 
At a level of 80 decibels, sound is annoying; but steady 
exposure to noise in excess of 90 decibels—a level that 
is frequently exceeded by many common urban sounds, 
such as jackhammers, jet planes, and excessively loud mu- 
sic—can cause permanent loss of hearing. In addition to 
causing loss of hearing, there is some evidence that noise 

can produce other deleterious effects on human health 
and on work performance. 
Many large cities have taken measures to decrease the 

level of urban noise; the problem has received much at- 
tention with the advent of supersonic jet airplanes. These 
aircraft, which travel at speeds faster than the speed of 
sound, create sound waves (sonic booms) equivalent to 
those of major explosions and capable of damaging struc- 
tures. The extent to which continuous exposure to sonic 
booms affects human health and functioning has yet to 
be determined. Nevertheless, in 1971 the U.S. Congress 

voted down appropriations to support the development of 
supersonic transport (SST) planes; several countries, in- 
cluding Britain and France, however, have manufactured 

such aircraft. 
Chemical pollutants. Among the most serious chemi- 

cal pollutants are the chlorinated hydrocarbon pesticides, 
such as DDT, aldrin, and dieldrin; the polychlorinated 
biphenyls (PCBs), which are used in a variety of indus- 
trial processes and in the manufacture of many kinds of 
materials; and such metals as mercury, lead, cadmium, 

arsenic, and beryllium. All of these substances persist in 
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the environment, being slowly, if at all, degraded by nat- 
ural processes; in addition, all are toxic to life if they 
accumulate in any appreciable quantity. 
The persistent pesticides have created serious ecological 

problems. As they move through successively higher or- 
ganisms in food chains, they accumulate in increasingly 
concentrated forms at each level, causing damaging effects 
to the predators at the end of the chains—i.e., they are 
present in low quantities in simple organisms but become 
more concentrated as these organisms are consumed by 
more complex ones, which are themselves consumed by 
predators. Among the species known to be adversely af- 
fected are such meat-eating birds as falcons, hawks, and 
eagles and such fish-eating birds as pelicans, petrels, cor- 
morants, and egrets. The reproduction capacity of all of 
these birds has been affected by an accumulation of DDT 
or a similar compound in their tissues. This is manifested 
by an impairment in the ability of the females to form 
eggshells properly. As a result, some species lay soft-shelled 
or shell-less eggs that cannot be hatched, and there has 
been a general decline in the numbers of these birds in 
Europe, Japan, and North America. Although the effects 
of the same chemicals on mammals is less obvious and 
still a matter for investigation, some studies suggest that 
DDT can reduce the productivity of plant plankton, upon 
which all other marine life depends. 
There also is substantial evidence that pesticides lose the 

ability to control the pests they were designed to kill. 
Many insect species have developed immunity to a wide 
range of synthetic pesticides, and the resistance is inherited 
by their offspring. Furthermore, it has been observed that 
repeated use of such chemicals creates pest populations 
in areas in which none previously existed. This happens 
because the pesticides destroy populations of carnivorous, 
predatory insects that had in the past kept the plant-eating 
insects in check. 
Among other materials that are harmful to most forms 

of life are such metals as mercury, lead, and arsenic. The 
increasing release of these substances into the biosphere by 
industrial processes has created conditions that are now 
generally viewed as harmful to human welfare. Studies 
have been conducted on metallic pollutants to determine 
the normal environmental levels, the levels that are toxic 

to humans, and the extent to which industrial processes 
are responsible for the problem. 
The ultimate control of pollution will presumably involve 

the decision not to allow the escape into the environment 
of the substances that are harmful to life, the decision to 
contain and recycle those substances that could be harm- 
ful if released into the environment in excessive quanti- 
ties, and the decision not to release into the environment 

substances that persist and are toxic to living things. Es- 
sentially, therefore, pollution control does not mean an 
abandonment of existing productive human activities but 
their reordering so as to guarantee that their side effects 
do not outweigh their advantages. 

CONSERVATION AND GROWTH 

The Earth has supported human civilization for more than 
6,000 years and agriculture for twice that period. Before 
that, reaching back an unmeasured number of years into 
the past, human or near-human groups occupied various 
parts of the Earth, modifying them to some degree in the 
course of hunting, fishing, and food gathering. Patterns of 
land use were determined over many centuries of trial- 
and-error experimentation by people equipped with prim- 
itive tools who depended on the biological communities 
of the Earth for their energy supplies. Today, however, 
with abundant fossil fuels, growing amounts of nuclear 
energy, and sophisticated tools and machines, it is pos- 
sible to quickly modify entire landscapes, changing long- 
established natural patterns into new patterns with new 
purposes. The opportunity to enhance the material wel- 
fare and general well-being of great numbers of people is 
now available, as is the opportunity to cause great damage 
and to impair the capacity of the Earth to support life. 
The outcome will depend on changes in attitudes toward 
the use and conservation of the Earth’s living and nonliy- 
ing resources. 
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The role of population, industry, and technology. Uses 

of lands and resources are being modified in the expecta- 
tion of continued population growth, industrial expansion, 
and accelerating technological change. Yet it is possible 
that, in the future, uses of lands and resources will take 
place in times of population stability, little industrial ex- 
pansion, and a technology directed toward a reorganiza- 
tion and a rearrangement of activities to achieve a better 
environmental relationship. Even though certain countries 
of the world have already reached some degree of popu- 
lation stability—e.g., Ireland, Hungary, France, Sweden, 
Switzerland, and Japan—industrial expansion and rapid 
technological change continue in these countries, in part 
because of the demands made by other expanding nations. 
The existing expansionist phase of technological civiliza- 
tion cannot, however, be expected to continue indefinitely. 
The ecological limitations on growth in a limited space 
with limited resources lead to predictions of an inevitable 
end to this expansion, even if mankind fails to voluntanly 
limit its own growth. 
Ecological considerations and advance planning. Cur- 

rent decisions about land and resource use have impor- 
tant consequences for the future. If extensive areas of the 
Earth are badly damaged or their productivity destroyed 
by the expansion of technological civilization, they will be 
difficult, if not impossible, to restore. If a species becomes 
extinct, for example, it cannot be brought back. It is essen- 
tial, therefore, that care be exercised in further modifying 
the planet to suit human purposes. Yet in many develop- 
ing regions of the world, those where the greatest changes 
may be expected, little attention is being given to planning 
for and carefully controlling the use of land and resources. 
Thus, important tropical, semiarid, and subpolar regions 
of the Earth—the three principal climatic belts that have 
not yet undergone major technological development—are 
now being changed drastically without much consider- 
ation for their environments. In many parts of the world, 
ecologically trained experts are not available; in others, be- 
cause of strong economic pressures toward development, 
ecological advice either is not sought or is ignored. 
Comparatively speaking, the failure to apply current eco- 

logical knowledge to the changing land and resource use 
taking place in tropical, semiarid, and subarctic lands 
is equivalent to the modification of the more temper- 
ate lands that took place centuries ago, when ecological 
knowledge was not available. In earlier centuries, however, 
the capacity to do irreparable damage was restricted by 
the lack of machinery, industry, and fuel energy. Today, 
capabilities are such that major destruction can be accom- 
plished quickly. There is, therefore, a need to call upon 
environmental expertise during the process of economic 
development in any area of the world if natural resources 
are to be conserved and the future welfare of humanity is 
to receive due consideration. 
Some ecologists now believe that, although it was once 

possible to allow the development of a region to proceed 
more or less at random, based on individual wants, aspira- 

tions, and decisions about the use of lands and resources, 
such a process now holds too much risk for the well-being 
of society as a whole and for the future of the resources 
on which that society depends. Planning, they argue, must 
precede development, and regional planning is required if 
the use of major areas of land and its resources is to be 
brought into accord with environmental necessities and 
with the long-term needs of society. 
In densely populated and technologically advanced na- 

tions, such as those of western and northern Europe, most 
of the land-use decisions that would affect large areas have 
already been made. Although changes do occur, mostly 
in relation to growing urbanization and increasing mate- 
rial wealth, it seems likely that the remaining woodlands 
and fields will continue to be devoted to their present 
uses. In England the interest of the central government 
in the planning and control of land use and population 
distribution was marked by the passage of the Town and 
Country Planning Act shortly after World War II. This 
legislation led to decisions to limit the growth of London 
and to develop a pattern of new towns outside a greenbelt 
of agricultural and recreational land that surrounds the 

metropolis. In France, where there are still large areas of 
open space, a system for regional planning and control 
of land use and development (aménagement du territoire) 
has been formulated. It has already resulted in the estab- 
lishment of new cities and recreational sites in previously 
undeveloped areas along the Mediterranean coast. 
It is in the sparsely populated areas in the underdevel- 

oped countries of Africa, Asia, and Latin America as well 
as in such technologically advanced countries as Canada, 
Australia, and Russia that the greatest range of options 
and choices for the future is available. Because these 
areas have yet to undergo drastic environmental change, 
the need for local and regional environmentally oriented 
planning for resource and land use is most urgent. 
Areas of promise. Some of the current vexing conser- 

vation problems may be solved by technological develop- 
ments. A highly technological society obviously requires 
an abundant and reliable source of energy. Research on 
nuclear fusion as a source of power indicates that this 
process could replace nuclear fission as a power source 
in some areas, but it appears to be too technologically 
demanding for widespread application. Solar energy, in 
its various modified forms, may be a more universally 
available source of power. 
Apart from the development of major new sources of 

power, the greatest promise for the future of mineral 
resources and for the prevention of pollution of the envi- 
ronment lies in new technologies involving the recycling 
and reclamation of what are now considered waste prod- 
ucts. Demands for new minerals will be greatly reduced 
when those already available in population centres can 
be reused more readily. Reclamation of sewage and other 
organic wastes and restoration of these materials to soils 
can help to arrest losses in soil fertility and structure and 
to reduce the need for new supplies of chemical nutrients 
for soil fertilization. If development of technologies for 
recycling and reutilization continues, many of the existing 
problems of environmental pollution will be solved. 

In addition to the breeding of new strains of crop plants, 
the development of agricultural disease- and pest-control 
techniques that do not involve the release of persistent, 
poisonous chemicals into the environment holds promise 
for the production of greatly increased quantities of food 
and fibre from smaller areas of the Earth’s surface. Two 
such techniques are mixed cropping, in which different 
crops are planted within an area to contain the spread 
of pests, and integrated pest management, in which as 
many pest-control methods as possible are used in an eco- 
logically harmonious manner to keep infestation within 
manageable limits. Much more intensive development of 
aquaculture (cultivation of the natural produce of water), 
perhaps utilizing coolant water from nuclear-power plants, 
can -also produce much higher food yields from smaller 
areas than are now usually obtainable. As a result of 
these advances in intensive food production, agriculturally 
marginal lands and the wilder aquatic areas would be 
spared for the continued support of wild species as well as 
for the adventure and recreation of mankind, thus helping 
to solve one of the most troublesome of all conservation 
problems, the conservation of wild nature. 
Problems. Considering the potential of new technology 

and the accompanying advances in science, it is possible 
to foresee a world in which a relatively stable human 
population can live at a high level of material affluence, 
with wild nature continuing to exist in abundance and 
relatively undisturbed lands available for human enjoy- 
ment. But this scientific and technological optimism is not 
supported by existing world conditions. Because knowl- 
edge now available is more than adequate to solve most 
of the world’s major environmental problems, the prob- 
lems are not those of science and technology but of the 
arrangements and functioning of human institutions and 
of the attitudes of individuals. Thus, while research in 
forestry science continues in all the forestry schools of the 
world, tropical forests are being devastated in ways that 
suggest that forestry science is still unknown. Although the 
techniques for managing livestock on natural ranges and 
pasturelands have reached a high level of sophistication, 
overgrazing continues around most of the world’s major 
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deserts, and animals die of hunger, people suffer from 
deprivation, and the deserts spread. Obviously, the knowl- 
edge available does not reach or influence the behaviour 
of most of the pastoral people on Earth. 
Population growth. Demographic predictions indicate 

that the population of the world will not be stabilized, 
even under the best of conditions, before it attains much 
higher levels. These predictions assume, of course, that 
there will be no major catastrophes—outbreaks of war, 
famine, or disease—that would cause drastic reductions in 

human numbers. There is little doubt that rapid popula- 

tion growth interferes with orderly economic development, 
leads to a deterioration of the human environment, places 
a severe strain on human institutions, and constitutes a 
growing threat to the survival of wild animal and plant life. 
Although techniques for birth control are effective and 

well known, they are unknown, unavailable, or unaccept- 

able to those people having the most rapid rate of popula- 
tion growth—the ones who also live in the most precarious 
balance with their environment. This does not mean that 
the prospects for controlling population increase are poor; 
actually, they are better than at any time in the past. But 
more education is needed to encourage people to limit 
the size of families, and the prospects for material and 
economic advancement for those who have fewer children 
must be made more obvious. 
Pollution control. Next to the widespread and growing 

loss of biological diversity through the destruction of biotic 
communities, the conservation problem of greatest mag- 
nitude is the control of pollution; it might even be argued 
that it is more urgent and important. The knowledge and 
technology needed to control pollution effectively are now 
available: pollution-free engines can be built, pollution-free 
factories have been put into operation, and techniques for 
controlling agricultural insect pests with a minimum use 
of persistent pesticides have been developed. For economic 
reasons, none of these measures, however, is being applied 
universally, and political and social pressures have not 
yet forced their application. Moreover, developing nations 
have expressed fear that excessive concern over pollution 
could impede their economic development. Indeed, some 
of these countries have become sanctuaries for industries 
that find it less expensive to operate in areas with more lax 
standards. It is apparent that pollution control, regardless 
of the state of its technology, will become a reality only 
when people demand it and only when nations are willing 
to agree on appropriate international standards. 
Control over use of resources. Important also to the fu- 

ture of world conservation is the failure of most societies 
to exercise adequate controls over land, water, and other 
resource use. Effective means for controlling land use do 
not exist in most countries; laws and regulations that per- 
mit governments to exercise such control, when existent, 
often cannot be enforced because of the danger of strong 
public resentment and resistance. Although it is essential 
that lands and all other resources be used with a view to 
preserving their future productivity, this view all too often 
conflicts with present needs or demands of the resource 
users. The solution to this conflict is not within the scope 
of science or technology; instead, it is a question of atti- 
tudes and values, and these are less amenable to sudden 

change than laws or regulations. It appears that economic 
security and social stability are essential for people to look 
beyond immediate survival to the well-being of humanity 
and the future of life on this planet. 
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Constantine the Great 

Christianity, not only initiated the evolution of the 
empire into a Christian state but also provided the 

impulse for a distinctively Christian culture that prepared 
the way for the growth of Byzantine and Western me- 
dieval culture. He was born on February 27, probably in 
the later AD 280s, at Naissus (modern Ni8, Yugos.). A 
typical product of the military governing class of the later 
3rd century, he was the son of Flavius Valerius Constan- 

tius, an army officer, and his wife (or concubine) Helena: 
his full Latin name was Flavius Valerius Constantinus. In 
AD 293 his father was raised to the rank of Caesar, or 
deputy emperor (as Constantius I Chlorus), and was sent 
to serve under Augustus (emperor) Maximian in the West. 
In 289 Constantius had separated from Helena in order 
to marry a stepdaughter of Maximian, and Constantine 
was brought up in the Eastern Empire at the court of the 
senior emperor Diocletian at Nicomedia (modern Izmit, 

Tur.). Constantine was seen as a youth by his future pan- 
egyrist, Eusebius, bishop of Caesarea, passing with Diocle- 
tian through Palestine on the way to a war in Egypt. 

CC cist I, the first Roman emperor to profess 

Constantine the Great, marble bust (restored), 4th century AD. 
In the Uffizi, Florence. 

By courtesy of the Galleria degli Uffizi, Florence 

Career and conversion. Constantine’s experience as a 
member of the imperial court—a Latin-speaking institu- 
tion—in the Eastern provinces left a lasting imprint on 
him. Educated to less than the highest literary standards 
of the day, he was always more at home in Latin than in 
Greek: later in life he had the habit of delivering edifying 
sermons, which he would compose in Latin and pro- 
nounce in Greek from professional translations. Christian- 
ity he encountered in court circles as well as in the cities 
of the East; and from 303, during the great persecution 
of the Christians that began at the court of Diocletian at 
Nicomedia and was enforced with particular intensity in 
the eastern parts of the empire, Christianity was a major 
issue of public policy. It is even possible that members of 
Constantine’s family were Christians. 
In 305 the two emperors, Diocletian and Maximian, 

abdicated, to be succeeded by their respective deputy em- 
perors, Galerius and Constantius. The latter were replaced 
by Galerius Valerius Maximinus in the East and Flavius 
Valerius Severus in the West, Constantine being passed 
over. Constantius requested his son’s presence from Ga- 

Constantine 

lerius, and Constantine made his way through the territo- 
ries of the hostile Severus to join his father at Gesoriacum 
(modern Boulogne, Fr.). They crossed together to Britain 

and fought a campaign in the north before Constantius’ 
death at Eboracum (modern York) in 306. Immediately 

acclaimed emperor by the army, Constantine then threw 
himself into a complex series of civil wars in which Max- 

entius, the son of Maximian, rebelled at Rome: with his 
father’s help, Maxentius suppressed Severus, who had been 

proclaimed Western emperor by Galerius and who was 
then replaced by Licinius. When Maximian was rejected 
by his son, he joined Constantine in Gaul, only to betray 
Constantine and to be murdered or forced to commit sui- 
cide (310). Constantine, who in 307 had married Maximi- 

an’s daughter Fausta as his second wife, invaded Italy in 
312 and after a lightning campaign defeated his brother-in- 
law Maxentius at the Milvian Bridge near Rome. He then 
confirmed an alliance that he had already entered into 
with Licinius (Galerius having died in 311): Constantine 
became Western emperor and Licinius shared the East 
with his rival Maximinus. Licinius defeated Maximinus 
and became the sole Eastern emperor but lost territory in 
the Balkans to Constantine in 316. After a further period 
of tension, Constantine attacked Licinius in 324, routing 

him at Adrianople and Chrysopolis (respectively, modern 
Edirne and Uskidar, Tur.) and becoming sole emperor of 
East and West. 

Throughout his life, Constantine ascribed his success to 

his conversion to Christianity and the support of the 
Christian God. The triumphal arch erected in his honour 
at Rome after the defeat of Maxentius ascribed the victory 
to the “inspiration of the Divinity” as well as to Con- 
stantine’s own genius. A statue set up at the same time 
showed Constantine himself holding aloft a cross and the 
legend “By this saving sign I have delivered your city from 
the tyrant and restored liberty to the Senate and people 
of Rome.” After his victory over Licinius in 324, Con- 
stantine wrote that he had come from the farthest shores 
of Britain as God’s chosen instrument for the suppression 
of impiety, and in a letter to the Persian king Shapiur II 
he proclaimed that, aided by the divine power of God, he 
had come to bring peace and prosperity to all lands. 
Constantine’s adherence to Christianity was closely asso- 

ciated with his rise to power. He fought the Battle of the 
Milvian Bridge in the name of the Christian God, having 
received instructions in a dream to paint the Christian 
monogram (38) on his troops’ shields. This is the account 
given by the Christian apologist Lactantius; a somewhat 
different version, offered by Eusebius, tells of a vision seen 
by Constantine during the campaign against Maxentius, 
in which the Christian sign appeared in the sky with the 
legend “In this sign, conquer.” Despite the Emperor’s own 
authority for the account, given late in life to Eusebius, it is 
in general more problematic than the other; but a religious 
experience on the march from Gaul is suggested also by a 
pagan orator, who in a speech of 310 referred to a vision 
of Apollo received by Constantine at a shrine in Gaul. 
Yet to suggest that Constantine’s conversion was “po- 

litically motivated” means little in an age in which every 
Greek or Roman expected that political success followed 
from religious piety. The civil war itself fostered religious 
competition, each side enlisting its divine support, and it 
would be thought in no way unusual that Constantine 
should have sought divine help for his claim for power and 
divine justification for his acquisition of it. What is re- 
markable is Constantine’s subsequent development of his 
new religious allegiance to a strong personal commitment. 
Commitment to Christianity. Shortly after the defeat 

of Maxentius, Constantine met Licinius at Mediolanum 

(modern Milan) to confirm a number of political and 
dynastic arrangements. A product of this meeting has 
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become known as the Edict of Milan, which extended 
toleration to the Christians and restored any personal and 
corporate property that had been confiscated during the 
persecution. The extant copies of this decree are actually 
those posted by Licinius in the eastern parts of the empire. 
But Constantine went far beyond the joint policy agreed 
upon at Mediolanum. By 313 he had already donated to 
the Bishop of Rome the imperial property of the Lateran, 
where a new cathedral, the Basilica Constantiniana (now 
S. Giovanni in Laterano), soon rose. The Church of St. 
Sebastian was also probably begun at this time, and it was 
in these early years of his reign that Constantine began is- 
suing laws conveying upon the church and its clergy fiscal 
and legal privileges and immunities from civic burdens, 
As he said in a letter of 313 to the proconsul of Africa, 
the Christian clergy should not be distracted by secular 
offices from their religious duties “... for when they are 
free to render supreme service to the Divinity, it is evident 
that they confer great benefit upon the affairs of state.” 
In another such letter, directed to the Bishop of Carthage, 
Constantine mentioned the Spanish bishop Hosius, who 
was important later in the reign as his adviser and pos- 
sibly—since he may well have been with Constantine in 
Gaul before the campaign against Maxentius—instrumen- 
tal in the conversion of the Emperor. 
Constantine’s personal “theology” emerges with particular 

clarity from a remarkable series of letters, extending from 
313 to the early 320s, concerning the Donatist schism in 
North Africa. The Donatists maintained that those priests 
and bishops who had once lapsed from the Christian 
faith could not be readmitted to the church. Constantine’s 
chief concern was that a divided church would offend 
the Christian God and so bring divine vengeance upon 
the Roman Empire and Constantine himself. Schism, in 

Constantine’s view, was inspired by Satan. Its partisans 
were acting in defiance of the clemency of Christ, for 
which they might expect eternal damnation at the Last 
Judgment. Meanwhile, it was for the righteous members 
of the Christian community to show patience and long- 
suffering. In so doing they would be imitating Christ, and 
their patience would be rewarded in lieu of martyrdom— 
for actual martyrdom was no longer open to Christians in 
a time of peace for the church. Throughout, Constantine 
had no doubt that to remove error and to propagate the 
true religion were both his personal duty and a proper 
use of the imperial position. His claim to be “bishop of 
those outside the church” may be construed in this light. 
Other such pronouncements, expressed in letters to im- 
perial officials and to Christian clergy, demonstrate that 
Constantine’s commitment to Christianity was firmer and 
less ambiguous than some have suggested. Eusebius con- 
firmed what Constantine himself believed: that he had a 
special and personal relationship with the Christian God. 
Constantine’s second involvement in an ecclesiastical is- 

sue followed the defeat of Licinius; but the Arian heresy, 
with its intricate explorations of the precise nature of 
the Trinity that were couched in difficult Greek, was as 
remote from Constantine’s educational background as it 
was from his impatient, urgent temperament. The Council 
of Nicaea, which opened in the early summer of 325 with 
an address by the Emperor, had already been preceded 
by a letter to the chief protagonist, Arius of Alexandria, 
in which Constantine stated his opinion that the dispute 
was fostered only by excessive leisure and academic con- 
tention, that the point at issue was trivial and could be 
resolved without difficulty. His optimism was not justified: 
neither this letter nor the Council of Nicaea itself nor the 
second letter, in which Constantine urged acceptance of 
its conclusions, was adequate to solve a dispute in which 
the participants were as intransigent as the theological is- 
sues were subtle. Indeed, for more than 40 years after the 
death of Constantine, Arianism was actually the official 
orthodoxy of the Eastern Empire. 
The Council of Nicaea coincided almost exactly with the 

celebrations of the 20th anniversary of the reign of Con- 
stantine, at which, returning the compliment paid by the 
Emperor’s attendance at their council, the bishops were 
honoured participants. But Constantine’s visit to the West 
in 326, to repeat the celebrations at Rome, brought the 

greatest political crisis of the reign. During his absence 
from the East, and for reasons that remain obscure, Con- 
stantine had his eldest son, the deputy emperor Crispus, 
and his own wife Fausta, Crispus’ stepmother, slain. Nor 
was the visit to Rome a success. Constantine’s refusal to 
take part in a pagan procession offended the Romans; and 
when he left after a short visit, it was never to return. 
Final years. These events set the course of the last phase 

of the reign of Constantine. After his defeat of Licinius he 
had renamed Byzantium as Constantinople: immediately 
upon his return from the West he began to rebuild the city 
on a greatly enlarged pattern, as his permanent capital and 
the “second Rome.” The dedication of Constantinople 
(May 330) confirmed the divorce, which had been in the 
making for more than a century, between the emperors 
and Rome. Rome had long been unsuited to the strategic 
needs of the empire: it was now to be left in splendid 
isolation, as an enormously wealthy and prestigious city— 
still the emotional focus of the empire—but of limited 
political importance. 
It was perhaps in some sense to atone for the family 

catastrophe of 326 that Constantine’s mother, Helena, 
embarked on a pilgrimage to the Holy Land. Her journey 
was attended by almsgiving and pious works and was 
distinguished by her church foundations at Jerusalem and 
at Bethlehem. By the initiative of Eutropia, Constantine’s 
mother-in-law, a church was also built at Mamre, where, 
according to an interpretation of Genesis shared by Con- 
stantine and Eusebius, Christ had first shown himself to 
men in God’s appearance to Abraham; but the most fa- 
mous of these foundations followed the sensational discov- 
ery of the Holy Sepulchre at Jerusalem. The discovery was 
taken up with enthusiasm by Constantine, who instigated 
the building of a great new basilica at the spot, offering 
unlimited help with labour and materials and suggestions 
as to design and decoration. 
Constantine’s interest in church building was expressed 

also at Constantinople, particularly in churches of the 
Holy Wisdom (the original Hagia Sophia) and of the 
Apostles. At Rome, the great church of St. Peter was 
begun in the later 320s and lavishly endowed by Con- 
stantine with plate and property. Meanwhile, churches at 
Trier, Aquileia, Cirta in Numidia, Nicomedia, Antioch, 
Gaza, Alexandria, and elsewhere owed their development, 
directly or indirectly, to Constantine’s interest. 
The Emperor was an earnest student of his religion. Even 

before the defeat of Licinius he had summoned to Trier 
the theologian and polemicist Lactantius, to be the tutor 
of Crispus. In later years, he commissioned new copies of 
the Bible for the growing congregations at Constantinople. 
He composed a special prayer for his troops and went 
on campaigns with a mobile chapel in a tent. He issued 
numerous laws relating to Christian practice and suscepti- 
bilities: for instance, abolishing the penalty of crucifixion 
and the practice of branding certain criminals; enjoining 
the observance of Sunday and saints’ days; and extending 
privileges to the clergy while suppressing at least some 
offensive pagan practices. 
Constantine had hoped to be baptized in the Jordan 

River, but perhaps because of the lack of opportunity to 
do so—together possibly with the reflection that his office 
necessarily involved responsibility for actions hardly com- 
patible with the baptized state—he delayed the ceremony 
until the end of his life. It was while preparing for a cam- 
paign against Persia that he fell ill at Helenopolis. When 
treatment failed, he made to return to Constantinople but 
was forced to take to his bed near Nicomedia. There, 
Constantine received baptism, putting off the imperial 
purple for the white robes of a neophyte; and he died 
on May 22, 337. He was buried at Constantinople in his 
Church of the Apostles, whose memorials, six on each 
side, flanked his tomb. Yet this was less an expression of 
religious megalomania than of Constantine’s literal con- 
viction that he was the successor of the evangelists, having 
devoted his life and office to the spreading of Christianity. 
Assessment. The reign of Constantine must be inter- 

preted against the background of his personal commitment 
to Christianity. His public actions and policies, however, 
were not entirely without ambiguity. Roman opinion ex- 
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pected of its emperors not innovation but the preserva- 
tion of traditional ways; Roman propaganda and political 
communication were conditioned, by statement, allusion, 
and symbol, to express these expectations. It is significant, 
for instance, not that the pagan gods and their legends 
survived for a few years on Constantine’s coinage but that 
they disappeared so quickly: the last of them, the relatively 
inoffensive “Unconquered Sun,” was eliminated just over 
a decade after the defeat of Maxentius. 
Some of the ambiguities in Constantine’s public policies 

were therefore exacted by the respect due to established 
practice and by the difficulties of expressing, as well as of 
making, total changes suddenly. The suppression of pa- 
ganism, by law and by the sporadic destruction of pagan 
shrines, is balanced by particular acts of deference. A town 
in Asia Minor mentioned the unanimous Christianity of 
its inhabitants in support of a petition to the Emperor; 
while, on the other hand, one in Italy was allowed to 

hold a local festival incorporating gladiatorial games and 
to found a shrine of the imperial dynasty—although di- 
rect religious observance there was firmly forbidden. In an 
early law of Constantine, priests and public soothsayers of 
Rome were prohibited entry to private houses; but another 
law, of 320 or 321, calls for their recital of prayer “in 
the manner of ancient observance” if the imperial palace 
or any other public building were struck by lightning. 
Traditional country magic was tolerated by Constantine. 
Classical culture and education, which were intimately 
linked with paganism, continued to enjoy enormous pres- 
tige and influence; provincial priesthoods, which were as 
intimately linked with civic life, long survived the reign 
of Constantine. Constantinople itself was predominantly 
a Christian city, its dedication celebrated by Christian 
services; yet its foundation was also attended by a well- 
known pagan seer, Sopatros. 
An objective assessment of Constantine’s secular achieve- 

ments is not easy—partly because of the predominantly 
religious significance with which the Emperor himself in- 
vested his reign, partly because the restlessly innovatory 
character that dissenting contemporaries saw in his reli- 
gious policy was also applied by them to the interpretation 
of his secular achievement. Some of Constantine’s con- 
tributions can, in fact, be argued to have been already 
implicit in the trends of the last half century. So may be 
judged the further development, taking place in his reign, 
of the administrative court hierarchy and an increasing 
reliance upon a mobile field army, to what was considered 
the detriment of frontier garrisons. The establishment by 
Constantine of a new gold coin, the solidus, which was 
to survive for centuries as the basic unit of Byzantine 
currency, could hardly have been achieved without the 
work of his predecessors in restoring political and military 
stability after the anarchy of the 3rd century. Perhaps 
more directly linked with Constantine’s own political and 
dynastic policies was the emergence of regional praetorian 
prefectures with supreme authority over civil financial 
administration but with no direct control over military 
affairs; this they yielded to new magistri, or “masters,” 
of the cavalry and infantry forces. The reduction of the 
prefects’ powers was seen by some as excessively innova- 
tory, but the principle of the division of military and civil 
power had already been established by Diocletian. A real 
innovation, from which Constantine could expect little 
popularity, was his institution of a new tax, the collatio 
lustralis. It was levied every five years upon trade and 
business and seems to have become genuinely oppressive. 
A lavish spender, Constantine was notoriously open- 

handed to his supporters and was accused of promoting 
beyond their deserts men of inferior social status. More 
to the point is the accusation that his generosity was only 
made possible by his looting of the treasures of the pagan 
temples as well as by his confiscations and new taxes; and 
there is no doubt that some of his more prominent sup- 
porters owed their success, at least partly, to their timely 
adoption of the Emperor’s religion. 
The foundation of Constantinople, an act of crucial long- 

term importance, was Constantine’s personal achievement. 
Yet it, too, had been foreshadowed; Diocletian enhanced 
Nicomedia to an extent that was considered to challenge 
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Rome. The city itself exemplified the “religious rapacity” 
of the Emperor, being filled with the artistic spoils of the 
Greek temples, while some of its public buildings and 
some of the mansions erected for Constantine’s supporters 
soon showed signs of their hasty construction. Its Senate, 
created to match that of Rome, long lacked the aristocratic 
pedigree and prestige of its counterpart. 
In military policy Constantine enjoyed unbroken success, 

with triumphs over the Franks, Sarmatians, and Goths to 
add to his victories in the civil wars; the latter, in par- 
ticular, show a bold and imaginative mastery of strategy. 
Constantine was totally ruthless toward his political ene- 
mies, while his legislation, apart from its concessions to 
Christianity, is notable mainly for a brutality that became 
characteristic of late Roman enforcement of law. Politi- 
cally, Constantine’s main contribution was perhaps that, 
in leaving the empire to his three sons, he reestablished a 

dynastic succession, but it was secured only by a sequence 
of political murders after his death. 
Above all, Constantine’s achievement was perhaps great- 

est in social and cultural history. It was the development, 
after his example, of a Christianized imperial governing 
class that, together with his dynastic success, most firmly 
entrenched the privileged position of Christianity; and it 
was this movement of fashion, rather than the enforce- 
ment of any program of legislation, that was the basis 
of the Christianization of the Roman Empire. Emerging 
from it in the course of the 4th century were two devel- 
opments that contributed fundamentally to the nature of 
Byzantine and Western medieval culture: the growth of a 
specifically Christian, biblical culture that took its place 
beside the traditional Classical culture of the upper classes; 
and the extension of new forms of religious patronage, be- 
tween the secular governing classes and bishops, Christian 
intellectuals and holy men. Constantine left much for his 
successors to do, but it was his personal choice made in 
312 that determined the emergence of the Roman Empire 
as a Christian state. It is not hard to see why Eusebius 
regarded Constantine’s reign as the fulfillment of divine 
providence—nor to concede the force of Constantine’s 
assessment of his own role as that of the 13th Apostle. 
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tionalism originated with the ancient Greeks and 
especially in the systematic, theoretical, normative, 

and descriptive writings of Aristotle. In his Politics, Nico- 
machean Ethics, Constitution of Athens, and other works, 
Aristotle used the Greek word for constitution (politeia) 
in several different senses. The simplest and most neutral 

of these was “the arrangement of the offices in a polis” 
(state). In this purely descriptive sense of the word, every 
state has a constitution, no matter how badly or erratically 
governed it may be. 
This article deals with the theories and classical concep- 

tions of constitutions as well as the features and practice 

of constitutional government throughout the world. It is 
divided into the following sections: 

r : “Nhe general idea of a constitution and of constitu- 
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THEORIES ABOUT CONSTITUTIONS 

Aristotle’s classification of the “forms of government” was 
intended as a classification of constitutions, both good 
and bad. Under good constitutions—monarchy, aristoc- 
racy, and the mixed kind to which Aristotle applied the 
same term politeia—one person, a few individuals, or the 
many rule in the interest of the whole polis. Under the 
bad constitutions—tyranny, oligarchy, and democracy— 
the tyrant, the rich oligarchs, or the poor démos, or peo- 
ple, rule in their own interest alone. 
Aristotle regarded the mixed constitution as the best ar- 

rangement of offices in the polis. Such a politeia would 
contain monarchic, aristocratic, and democratic elements. 
Its citizens, after learning to obey, were to be given oppor- 
tunities to participate in ruling. This was a privilege only 
of citizens, however, since neither noncitizens nor slaves 
would have been admitted by Aristotle or his contem- 
poraries in the Greek city-states. Aristotle regarded some 
humans as natural slaves, a point on which later Roman 
philosophers, especially the Stoics and jurists, disagreed 
with him. Although slavery was at least as widespread in 
Rome as in Greece, Roman law generally recognized a 
basic equality among all humans. This was because, the 
Stoics argued, all humans are endowed by nature with a 
spark of reason by means of which they can perceive a 
universal natural law that governs all the world and can 
bring their behaviour into harmony with it. 
Roman law thus added to Aristotelian notions of con- 

stitutionalism the concepts of a generalized equality, a 
universal regularity, and a hierarchy of types of laws. 
Aristotle had already drawn a distinction between the con- 
stitution (politeia), the laws (nomoi), and something more 
ephemeral that corresponds to what could be described 
as day-to-day policies (pséphismata). The latter might be 
based upon the votes cast by the citizens in their assembly 
and might be subject to frequent changes, but nomoi, or 
laws, were meant to last longer. The Romans conceived 
of the all-encompassing rational law of nature as the eter- 

nal framework to which constitutions, laws, and policies 

should conform—the constitution of the universe. 
Influence of the church. Christianity endowed this uni- 

versal constitution with a clearly monarchical cast. The 
Christian God, it came to be argued, was the sole ruler of 
the universe, and his laws were to be obeyed. Christians 
were under an obligation to try to constitute their earthly 
cities on the model of the City of God. 
Both the church and the secular authorities with whom 

the church came into conflict in the course of the Middle 
Ages needed clearly defined arrangements of offices, func- 
tions, and jurisdictions. Medieval constitutions, whether 
of church or state, were considered legitimate because they 
were believed to be ordained of God or tradition or both. 
Confirmation by officers of the Christian Church was re- 
garded as a prerequisite of the legitimacy of secular rulers. 
Coronation ceremonies were incomplete without a bish- 
op’s participation. The Holy Roman emperor travelled to 
Rome in order to receive his crown from the pope. Oaths, 
including the coronation oaths of rulers, could be sworn 
only in the presence of the clergy because oaths consti- 
tuted promises to God and invoked divine punishment for 
violations. Even in an imposition of a new constitutional 
order, novelty could always be legitimized by reference 
to an alleged return to a more or less fictitious “ancient 
constitution.” It was only in Italy during the Renaissance 
and in England after the Reformation that the “great 
modern fallacy” (as the Swiss historian Jacob Burckhardt 
called it) was established, according to which citizens 
could rationally and deliberately adopt a new constitution 
to meet their needs. 

The social contract. The theoretical foundations of 
modern constitutionalism were laid down in the great 
works on the social contract, especially those of the En- 
glish philosophers Thomas Hobbes and John Locke in the 
17th century and the French philosopher Jean-Jacques 
Rousseau in the 18th. 

As a result of the Reformation the basis of divinely 
sanctioned contractual relations was broken up. The Holy 
Roman Empire was torn apart by the wars of the Ref- 
ormation. Henry VIII made the Church of England in- 
dependent of Rome. In these circumstances, it became 
necessary to search for a new basis of order and stability, 
loyalty and obedience. In their search, political theorists— 
and especially the Protestants among them—turned to the 
old biblical concept of a covenant or contract, such as the 
one between God and Abraham and the Israelites of the 
Old Testament. 
In a sense, the secular theorists of the social contract 

almost reversed the process of choice. Instead of God 
choosing his people, a people through its representatives 
was now looked upon as choosing its governors, or its 
mode of governance, under God, by means of a social 
contract or constitution. According to modern theories of 
the social contract, the political unit is nevertheless es- 
tablished as in the biblical model by means of a promise 
or promises. 

Thomas Hobbes’s state, or “Leviathan,” comes into be- 
ing when its individual members renounce their powers to 
execute the laws of nature, each for himself, and promise 
to turn these powers over to the sovereign—which is cre- 
ated as a result of this act—and to obey thenceforth the 
laws made by this sovereign. These laws enjoy authority 
because individual members of society are in effect their 
co-authors. According to Locke, individuals promise to 
agree to accept the judgments of a common judge (the 
legislature) when they accede to the compact that estab- 
lishes civil society. After this (in one interpretation of 
Locke’s Second Treatise on Civil Government), another set 
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of promises is made—between the members of the civil 
society, on the one hand, and the government, on the 
other. The government promises to execute its trust faith- 
fully, leaving to the people the right to rebel in case the 
government breaks the terms of the contract, or, in other 
words, violates the constitution. Subsequent generations 

accept the terms of the compact by accepting the inheri- 
tance of private property that is created and protected by 
the compact. Anyone who rejects the constitution must 
leave the territory of the political unit and go in vacuis 
locis, or “empty places”—America, in Locke’s time. In his 
Letters on Toleration, Locke characteristically excluded 
atheists from religious toleration because they could be 
expected either not to take the original contractual oath 
or not to be bound by the divine sanctions invoked for 
its violation. For Rousseau, too, the willingness to subject 
oneself to the “general will” to which only the popular 
sovereign can give expression is the essential ingredient 
of the social contract. In taking this position, Rousseau 
may have been influenced by the experience of his native 
Geneva. The Swiss Confederation is still referred to offi- 
cially, in German, as an Eidgenossenschaft, a term best 
translated as “fellowship of the oath.” 
Hobbes’s main contribution to constitutionalism lies in 

his radical rationalism. Individuals, according to Hobbes, 
come together out of the state of nature, which is a state 
of disorder and war, because their reason tells them that 

they can best ensure their self-preservation by giving all 
power to a sovereign. The sovereign may consist of a 
single person, an assembly, or the whole body of citizens; 
but regardless of its form, all the powers of sovereignty 
have to be combined and concentrated in it. Hobbes held 
that any division of these powers destroyed the sovereign 
and thereby returned the members of the commonwealth 
to the state of nature, in which the condition of man 
is “... solitary, poore, nasty, brutish, and short.” Hobbes 
therefore preferred the singular sovereign since he was less 
likely than an assembly or than the whole body of citizens 
to become internally or functionally divided. The individ- 
ual should retain only his natural rights, which he cannot 
surrender into the common pool of sovereign powers. 
These rights include the right against self-incrimination, 
the right to purchase a substitute for compulsory military 
service, and the right to act freely in instances in which 
the laws are silent. 
Locke attempted to provide firm assurance of the individ- 

ual’s natural rights, partly by assigning separate though 
coordinated powers to the monarch and Parliament and 
partly by reserving the right of revolution against a goy- 
ernment that had become unconstitutionally oppressive. 
Locke did not use the word sovereignty. In this as in other 
respects, he remained within the English constitutional 
tradition, which had eschewed the concentration of all 
powers in a single organ of government. The closest that 
English constitutionalists came to identifying the centre 
of sovereign power was in the phrase, used frequently 
from the 16th century onward, the king (or queen) in 
Parliament. 
Whereas Hobbes created his unitary sovereign through 

the mechanism of individual and unilateral promises and 
whereas Locke prevented excessive concentration of power 
by requiring the cooperation of different organs of gov- 
ernment for the accomplishment of different purposes, 
Rousseau merged all individual citizens into an all-power- 
ful sovereign whose main purpose was the expression of 
the general will. By definition. the general will can never 
be wrong; for when something contrary to the general 
interest is expressed, it is defined as the mere “will of 
all” and cannot have emanated from the sovereign. In 
order to guarantee the legitimacy of government and laws, 
Rousseau would have enforced universal participation in 
order to “force men to be free,” as he paradoxically 
phrased it. In common with Hobbes and Locke, Rousseau 
required the assent of all to the original social contract. 
He required smaller majorities for the adoption of laws 
of lesser importance than the constitution itself. His main 
concern was to provide for legitimacy through universal 
participation in legislation, whereas Locke and Hobbes 
were more concerned to provide constitutional stability 

Constitution and Constitutional Government 

through consent. As a result, Rousseau’s thought appears 
to be more democratic than that of his English predeces- 
sors. He has even been accused of laying the philosophical 
foundations of “totalitarian democracy,” for the state he 
describes in The Social Contract would be subject, at the 
dictates of its universal and. unanimous sovereign, to sud- 
den changes, or even transformations, of its constitution. 
In the political thought of Hobbes, Locke, and Rousseau 

may be found theoretical consideration of the practical 
issues that were to confront the authors of the American 
and French constitutions. The influence of theories of the 
social contract, especially as they relate to the issues of 
natural rights and the proper functions of government, 
pervades the constitution making of the revolutionary era 
that began with the U.S. War of Independence and is 
indeed enshrined in the great political manifestos of the 
time, the American Declaration of Independence and Bill 
of Rights, and the French Declaration of the Rights of 
Man and the Citizen. 
The constitutional experience of these two countries, 

and, of course, of England, had great influence on liberal 
thought in Europe and other parts of the world during 
the 19th century and found expression in the constitu- 
tions that were demanded of the European monarchies. 
The extent to which the ideal of constitutional democracy 
has become entwined with the practice of constitutional 
government will be apparent from the examination in the 
following section of the main features of constitutional 
government. 

FEATURES OF CONSTITUTIONAL GOVERNMENT 

Virtually all contemporary governments have constitu- 
tions, but possession and publication of a constitution 
does not make a government constitutional. Constitutional 
government is in fact comprised of the following elements. 
Procedural stability. Certain fundamental procedures 

must not be subject to frequent or arbitrary change. 
Citizens must know the basic rules according to which 
politics are conducted. Stable procedures of government 
provide citizens with adequate knowledge of the probable 
consequences of their actions. By contrast, under many 
nonconstitutional regimes, such as Hitler’s in Germany 

and Stalin’s in the Soviet Union, individuals, including 
high government officials, never knew from one day to 
the next whether the whim of the dictator’s will would not 
turn today’s hero into tomorrow’s public enemy. 
Accountability. Under constitutional government, those 

who govern are regularly accountable to at least a portion 
of the governed. In a constitutional democracy, this ac- 

countability is owed to the electorate by all persons in gov- 
ernment. Accountability can be enforced through a great 
variety of regular procedures, including elections, systems 
of promotion and discipline, fiscal accounting, recall, and 
referendum. In constitutional democracies, the account- 

ability of government officials to the citizenry makes pos- 
sible the citizens’ responsibility for the acts of government. 
The most obvious example of this two-directional flow of 
responsibility and accountability is the electoral process. 
A member of the legislature or the head of government 
is elected by adult citizens and is thereby invested with 
authority and power in order that he may try to achieve 
those goals to which he committed himself in his program. 
At the end of his term of office, the electorate has the 
opportunity to judge his performance and to reelect him 
or dismiss him from office. The official has thus rendered 
his account and has been held accountable. 
Representation. Those in office must conduct them- 

selves as the representatives of their constituents. To rep- 
resent means to be present on behalf of someone else who 
is absent. Elections, of course, are not the only means 
of securing representation or of ensuring the represen- 
tativeness of a government. Hereditary medieval kings 
considered themselves, and were generally considered by 
their subjects, to be representatives of their societies. Of 
the social contract theorists only Rousseau denied the fea- 
sibility of representation for purposes of legislation. The 
elected status of officeholders is sometimes considered no 
guarantee that they will be “existentially representative” of 
their constituents, unless they share with the latter certain 
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other vital characteristics such as race, religion, sex, or age. 
The problems of representation are in fact more closely 
related to democratic than to constitutionalist criteria of 
government: a regime that would be considered quite un- 
representative by modern standards could still be regarded 

as constitutional so long as it provided procedural stability 
and the accountability of officeholders to some but not 
all of the governed and so long as the governors were 
representative of the best or the most important elements 
in the body politic. 
Division of power. Constitutional government requires 

a division of power among several organs of the body 
politic. Preconstitutionalist governments, such as the abso- 
lute monarchies of Europe in the 18th century, frequently 
concentrated all power in the hands of a single person. 
The same has been true in modern dictatorships such 

as Hitler’s in Germany. Constitutionalism, on the other 
hand, by dividing power—between, for example, local and 
central government and between the legislature, execu- 
tive, and judiciary—ensures the presence of restraints and 
“checks and balances” in the political system. Citizens are 
thus able to influence policy by resort to any of several 
branches of government. 
Openness and disclosure. Democracy rests upon pop- 

ular participation in government, constitutionalism upon 
disclosure of and openness about the affairs of govern- 
ment. In this sense, constitutionalism is a prerequisite 
of successful democracy, since the people cannot partici- 
pate rationally in government unless they are adequately 
informed of its workings. Originally, because they were 
concerned with secrets of state, bureaucracies surrounded 
their activities with a veil of secrecy. The ruler himself 
always retained full access to administrative secrets and 
often to the private affairs of his subjects, into which bu- 

reaucrats such as tax collectors and the police could legally 
pry. But when both administrators and rulers were sub- 
jected to constitutional restraints, it became necessary that 
they disclose the content of their official activities to the 
public to which they owed accountability. This explains 
the provision contained in most constitutions obliging the 
legislature to publish a record of its debates. 
Constitutionality. Written constitutions normally pro- 

vide the standard by which the legitimacy of governmen- 
tal actions is judged. In the United States, the practice 
of the judicial review of congressional legislation for its 
constitutionality—that is, for its conformity with the U.S. 
Constitution—though not explicitly provided for by the 
Constitution, developed in the early years of the republic. 
More recently, other written constitutions, including the 
Basic Law of the Federal Republic of Germany and Italy’s 
republican constitution, provided explicitly for judicial re- 
view of the constitutionality of parliamentary legislation. 
This does not necessarily mean that a constitution is re- 
garded as being prior and superior to all law. Although 
several European countries, including France and Italy, 
adopted new constitutions after World War II, they kept 
in force their codes of civil law, which had been legislated 
in the 19th century; and the U.S. Constitution guarantees 
citizens certain substantive and procedural rights to which 
they deemed themselves entitled as subjects of the British 
crown under the ancient English common law. Despite the 
greater antiquity of law codes, however, portions of them 
have been revised from time to time in order to eliminate 
conflicts between the law and certain constitutional norms 
that are regarded as superior. Parts of German family law 
and of the criminal code, for example, were revised in or- 
der to bring them into conformity with the constitutional 
provisions regarding the equality of persons irrespective of 
sex and with the individual’s constitutionally guaranteed 
right to the free development of his personality. 
Conflicting interests or parties are, of course, likely to 

place different interpretations on particular provisions of 
a constitution, and means, therefore, have to be provided 
for the resolution of such conflicts. The constitution itself 
may establish an institution, the task of which is to in- 
terpret and clarify the terms of that constitution. In the 
American system, the Supreme Court is generally regarded 
as the authoritative interpreter of the Constitution. But 
the Supreme Court cannot be regarded as the “final” in- 

terpreter of the meaning of the Constitution for a number 
of reasons. The court can always reverse itself, as it has 
done before. The president can gradually change the inter- 
pretative outlook of the court through the nomination of 
new justices, and the Congress can exert a more negative 
influence by refusing to confirm presidential nominations 
of justices. 

Provision was made in the constitution of the Fifth 
French Republic for the interpretation of certain constitu- 
tional matters by a Constitutional Council. Soon after the 
French electorate, in a referendum in 1958, had voted to 
accept the Constitution, a controversy erupted in France 
over the question of whether the president of the republic 
could submit to popular referendum issues not involving 
constitutional amendments but on which parliament had 
taken a position at odds with the president’s. The Con- 
stitution itself seemed to provide that the Constitutional 
Council could rule definitively on this question, but Pres. 
Charles de Gaulle chose to ignore its ruling, which was 
unfavourable to himself. As a result, the Constitutional 
Council lost authority as the final interpreter of the mean- 
ing of the Constitution of the Fifth Republic. 
It may thus be seen that because of the inherent dif- 

ficulties in assessing the intentions of the authors of a 
constitution and because of the possibility that the exec- 
utive or legislative branch of government may be able to 
ignore, override, or influence its findings, it is difficult to 
ensure constitutional government merely by setting up an 
institution whose purpose is constitutional interpretation. 
Constitutional change. Written constitutions are not 

only likely to give rise to greater problems of interpretation 
than unwritten ones, but they are also harder to change. 
Unwritten constitutions tend to change gradually, contin- 
ually, and often imperceptibly, in response to changing 
needs. But when a constitution lays down exact procedures 
for the election of the president, for relations between the 
executive and legislative branches, or for defining whether 
a particular governmental function is to be performed by 
the federal government or a member state, then the only 
constitutional way to change these procedures is by means 
of the procedure provided by the constitution itself for its 
own amendment. Any attempt to effect change by means 
of judicial review or interpretation is: unconstitutional, 
unless, of course, the constitution provides that a body 
(such as the U.S. Supreme Court) may change, rather than 
interpret, the constitution. 
Many constitutional documents make no clear distinc- 

tion between that which is to be regarded as constitu- 
tional, fundamental, and organic, on the one hand, and 
that which is merely legislative, circumstantial, and more 
or less transitory, on the other. The constitution of the 
German Weimar Republic could be amended by as little 
as four-ninths of the membership of the Reichstag, with- 
out any requirement for subsequent ratification by the 
states, by constitutional conventions, or by referendum. 
Although Hitler never explicitly abrogated the Weimar 
Constitution, he was able to replace the procedural and 
institutional stability that it had sought to establish with a 
condition of almost total procedural and institutional flux. 
A similar situation prevailed in the Soviet Union under 

the rule of Stalin. But Stalin took great trouble and some 
pride in having a constitution bearing his name adopted 
in 1936. The Stalin constitution continued, together with 
the Rules of the Communist Party of the Soviet Union, 
to serve as the formal framework of government until the 
ratification of a new, though rather similar, constitution 
in 1977. The procedures established by these documents, 
however, were not able to provide Soviet citizens and 
politicians with reliable knowledge of the rules of the 
political process from one year to the next or with guid- 
ance as to which institutions and practices they were to 
consider fundamental or virtually sacrosanct and which 
they could safely criticize. As a result, changes in the 
personnel and policies of the Soviet Union and of similar 
Communist regimes were rarely brought about smoothly 
and frequently required the use of violence. 
Constitutional stability. If one distinguishes between 

stability and stagnation on the one hand and between 
flexibility and flux on the other, then one can consider 
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those constitutional systems most successful that combine 

procedural stability with substantive flexibility—that is, 
that preserve the same general rules of political proce- 
dure from one generation to the next while at the same 
time facilitating adaptation to changing circumstances. 
By reference to such criteria, those written constitutions 
have achieved the greatest success that are comparatively 
short; that confine themselves in the main to matters of 
procedure (including their own amendment) rather than 

matters of substance; that, to the extent that they contain 
substantive provisions at all, keep these rather vague and 
generalized; and that contain procedures that are con- 
gruent with popular political experience and know-how. 
These general characteristics appear to be more important 
in making for stability than such particular arrangements 
as the relations between various organs and levels of gov- 
ernment or the powers, functions, and terms of tenure of 
different officers of state. 
There is little evidence to support the thesis that a high 

level of citizen participation necessarily contributes to the 
stability of cdnstitutional government. On the contrary, 
the English political economist Walter Bagehot, who in 
1867 wrote a classic analysis of the English constitution 
(The English Constitution), stressed the “deferential” char- 

acter of the English people, who were quite happy to leave 
government in the hands of the governing class. 
Much more important than formal citizen behaviour, 

such as electoral participation, are informal attitudes and 
practices and the extent to which they are congruent with 
the formal prescriptions and proscriptions of the constitu- 
tion itself. Constitutional government cannot survive ef- 
fectively in situations in which the constitution prescribes 
a pattern of behaviour or of conducting affairs that is 
alien to the customs and way of thinking of the people. 
When, as happened in many developing countries in the 
decades after World War II, a new and alien kind of con- 

stitutional democracy is imposed or adopted, a gap may 
soon develop between constitutionally prescribed and ac- 
tual governmental practice. This in turn renders the gov- 
ernment susceptible to attack by opposition groups. Such 
attack is especially easy to mount in situations in which 
a constitution has a heavy and detailed substantive con- 
tent, when, for example, it guarantees the right to gainful 
employment or the right to a university education for all 
qualified candidates. In the event of the government being 
unable to fulfill its commitment, the opposition is able to 
call the constitution a mere scrap of paper and to demand 
its improvement or even its complete replacement. Such 
tactics often have succeeded, but they ignore the dual 
strategic function of the constitution. It is meant not only 
to arrange the offices of the state, in Aristotle’s sense, but 
also to state the goals toward which the authors and rat- 
ifiers of the constitution want their community to move. 

THE PRACTICE OF CONSTITUTIONAL GOVERNMENT 

Great Britain. It is accepted constitutional theory that 
Parliament (the House of Commons and the House of 
Lords acting with the assent of the monarch) can do any- 
thing it wants to, including abolish itself. The interesting 
aspect of British government is that, despite the absence 
of restraints such as judicial review, acts that would be 
considered unconstitutional in the presence of a written 
constitution are attempted very rarely, certainly less often 
than in the United States. 
The English constitution and the English common law 

grew up together, very gradually, more as the result of 
the accretion of custom than through deliberate, rational 
legislation by some “sovereign” lawgiver. Parliament grew 
out of the Curia Regis, the King’s Council, in which the 
monarch originaliy consulted with the great magnates of 
the realm and later with commoners who represented the 
boroughs and the shires. Parliament was, and is, a place in 
which to debate specific issues of disagreement between, 
initially, the crown, on the one hand, and the Lords 

and Commons, on the other. The conflicts were settled 
in Parliament so that its original main function was that 
of a court—it was in fact known as “the High Court of 
Parliament” as late as the 16th century. 
The locus of power in the English constitution shifted 
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gradually as a result of changes in the groups whose con- 
sent the government required in order to be effective. In 
feudal times, the consent of the great landowning noble- 
men was needed. Later, the cooperation of commoners 
willing to grant revenue to the crown—that is, to pay 
taxes—was sought. The crown itself, meanwhile, was in- 
creasingly institutionalized, and the distinction was drawn 
ever more clearly between the private and public capacities 
of the king. During the course of the 18th century, effective 
government passed more and more into the hands of the 
king’s first minister and his cabinet, all of them members 
of one of the two houses of Parliament. Before this devel- 
opment, the king’s ministers depended upon their royal 
master’s confidence to continue in office. Henceforward 
they depended upon the confidence of the House of Lords 
and especially the House of Commons, which had to vote 
the money without which the king’s government could not 
be carried on. In this way the parlay that was originally 
between the monarch and the houses of Parliament was 
now struck between the ministry and its supporters, on 
the one hand, and opposing members of Parliament, on 
the other. Parliamentary factions were slowly consolidated 
into parliamentary parties, and these parties reached out 
for support into the population at large by means of the 
franchise, which was repeatedly enlarged in the course of 
the 19th century and eventually extended to women and 
then to 18-year-olds in the 20th. 
When a prime minister loses a vote of confidence in 

the House of Commons, he can either resign to let the 
leader of the Opposition form a new government or ask 
the monarch to dissolve Parliament and call for new 
elections. As a result of the strong party discipline that 
developed in the 20th century, prime ministers generally 
do not lose votes of confidence any more, and they call for 
new elections at the politically most favourable moment. 
According to an act of Parliament, elections must be held 

at least every five years—but another act of Parliament 
can change or suspend this apparently “constitutional” 
provision, as was done during World War II, when the 
life of the incumbent House of Commons was extended 
until the defeat of Germany. Similarly, relations between, 
and the relative powers of, the House of Lords and the 
House of Commons have been repeatedly redefined to the 
disadvantage of the House of Lords by acts of Parliament, 
to such an extent that the Lords retain only a weak sus- 
pensory veto. All such fundamental constitutional changes 
have occurred either informally and without any kind 
of legislation at all or as a result of the same legislative 
procedures employed to pass any other ordinary circum- 
stantial bill. 
United States. The U.S. Constitution is not only replete 

with phrases taken from the British constitutional vocabu- 
lary, but in several respects, it also represents a codification 
of its authors’ understanding of the English constitution, 
to which they added ingenious federalist inventions and 
the formal amending procedure itself. Despite the avail- 
ability of this procedure, however, many if not most of 
the fundamental changes in American constitutional prac- 
tice have not been effected by formal amendments. The 
Constitution still does not mention political parties or the 
president’s cabinet. Nor was the Constitution changed in 
order to bring about or to sanction the fundamentally 
altered relations between the executive and the Congress, 
between the Senate and the House, and between the judi- 
ciary, the legislature, and the executive. 
The presence of a constitutional document, however, has 

made American politics more consciously “constitution- 
alist,” at least in the sense that politicians in the United 
States take more frequent recourse than their British 
counterparts to legalistic argumentation and to actual 
constitutional litigation. The United States, moreover, is 

denied the kind of flexibility illustrated by the postpone- 
ment of British parliamentary elections during World War 
II since the Constitution explicitly provides the dates for 
congressional and presidential elections. It is one of the 
remarkable facts of American constitutional history that 
the constitutional timetable for elections has always been 
observed, even during external war and the Civil War of 
the 19th century. 
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Europe. France, Germany, and Italy, as well as most 

non-European countries influenced by continental con- 

cepts of constitutionalism, have no record of unbroken 

constitutional fidelity similar to that found in Britain and 
Constitu- the U.S. Because of the highly substantive and ideolog- 

tional ical content of most French constitutions, the best way 

govern- to change them has been to replace them altogether with 
ment in a new, ideologically different document. Only the consti- 

France tution of the Third Republic (established in 1870) was 

exceptional in this respect, since it consisted of very short, 
highly procedural organic laws, which served France well 

for 70 years, until the German invasion of 1940. 
The main political problem attributed to the constitu- 

tion of the Third Republic was the instability of cabinets. 

The negative majorities that voted “no confidence” in a 
cabinet usually could not stay together for the positive 
purpose of confirming a new cabinet. The constitution 
of the Fourth Republic (1946-58) made the overthrow 

of governments by the National Assembly more difficult. 
In fact, however, the life of the average cabinet in the 
Fourth Republic was even shorter than in the Third, and 
French government became virtually paralyzed when it 
had to deal with the problems raised by the Algerian 
independence movement. To avert a military takeover, 

General de Gaulle was given wide discretion in 1958 in 
the formulation of a new constitution, which was over- 

whelmingly accepted in a referendum. The constitution 
of the Fifth French Republic gives the president of the 

Republic the power to dissolve Parliament and the means 

of circumventing a hostile National Assembly through the 

referendum. Since 1958, French cabinets have been very 
stable indeed, and the constitution proved resilient during 
the “revolution of 1968.” 

Germany, which was unified as a national state only in 
1871, established its first democratic constitution in 1919, 
after its defeat in World War I. Although some of the 
greatest German jurists and social scientists of the time 

Failure participated in writing the Weimar Constitution, it has 
of the been adjudged a failure. Political parties became highly 
Weimar fragmented, a phenomenon that was explained partly by 
Constitu- an extremely democratic electoral law (not a part of the 
tion constitution) providing for proportional representation. 

Some of the parties of the right, such as Hitler’s Nazis, 
and of the left, such as the Communists, were opposed to 
the constitutional order and used violence in their efforts 
to overthrow the Republic. To deal with these threats, the 
President used his constitutional emergency powers under 
which he could suspend civil rights in member states of 
the federal system. Several chancellors (the German equiv- 
alent of a prime minister) stayed in office after the Pres- 
ident had dissolved a Parliament in which the chancellor 
lacked a supporting majority. They continued to govern 
with the help of presidential emergency powers and by 
legislating on the basis of powers previously delegated to 
them by Parliament. 
When a new constitution was drafted for the Western 

zones of occupation after World War II, every effort was 
made to correct those constitutional errors to which the 
failure of the Weimar Republic was attributed. Under the 
Basic Law of the Federal Republic of Germany, Parliament 
cannot delegate its legislative function to the chancellor, 
and civil rights cannot be suspended without continuous 
parliamentary surveillance. The president has been turned 
into a figurehead on the model of the French presidents of 
the Third and Fourth Republics, and Parliament cannot 
overthrow a chancellor and his cabinet unless it first elects 
a successor with the vote of a majority of its members. 
Negative majorities cannot paralyze government unless 
they can agree on alternative policies and personnel. The 
extreme form of proportional representation used before 
Hitler came to power was replaced by a mixed electoral 
system under which half the members of the Bundestag 
(the lower house of the legislature) are elected from party 
lists by proportional representation, while the other half 
are elected in single member constituencies. In order to 
benefit from proportional representation, a party must 
obtain at least 5 percent of the votes cast. As a re- 
sult, the number of parties steadily contracted during the 
first two decades of the Federal Republic and extremist 

parties were kept out of Parliament. Cabinets have been 
very stable, and the provision for the “constructive vote 

of no confidence” was invoked for the first time only 
in 1982. 
Latin America, Africa, and Asia. The experience of 

constitutional government in continental Europe exerted 

great influence on the newly independent former colonies 
of Europe in the Middle East, Asia, and Africa. In the 
early years of their independence from Spain, most Latin- 

American countries adopted constitutions similar to that 

of the United States. But since they lacked the background 
that produced the American Constitution, including En- 
glish common law, most of their efforts at constitutional 
engineering were unsuccessful. 

In Asia and Africa and in the Caribbean, many former 
colonies of Great Britain, such as India, Nigeria, Zambia, 

and Jamaica, have been comparatively more successful 

in the operation of constitutional government than for- 
mer colonies of the continental European countries (e.g., 

Indonesia, Congo, and Haiti). The British usually left a 
modified and simplified version of their own constitu- 
tion upon granting independence to their former subjects, 

some of whom they had previously trained in the com- 
plicated operating procedures of the British constitution. 
British parliamentary procedure proved sufficiently adapt- 

able to remain in use for some time after the departure of 

the British themselves. France’s former colonies in Africa, 
because they achieved independence after the founding 
of the Fifth Republic, modeled their new constitutions 
upon General de Gaulle’s, partly because this enhanced 

the power of the leaders under whom independence had 
been achieved. 
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Constitutions and constitutional law 

THE NATURE OF CONSTITUTIONAL LAW 

In the broadest sense a constitution is a body of rules 
governing the affairs of an organized group. A parliament, 
a church congregation, a social club, or a trade union 
may operate under the terms of a formal written docu- 
ment labeled constitution. This does not mean that all of 
the rules of the organization are in the constitution, for 
usually there are many other rules such as bylaws and 
customs. Invariably, by definition, the rules spelled out in 
the constitution are considered to be basic, in the sense 
that, until they are modified according to an appropriate 
procedure, all other rules must conform with them. Thus 

the presiding officer of a club is obliged to rule that a 
proposal is out of order if it is contrary to a provision of 
its constitution. Implicit in the concept of a constitution 
is that of a higher law that takes precedence. 
Every political community, and thus every national state, 

has a constitution, at least in the sense that it operates 
its important institutions according to some fundamental 
body of rules. In this sense of the term the only conceiv- 
able alternative to a constitution is a condition of anarchy. 
Constitutions may be written or unwritten; they may be 
complex or simple; they may provide for vastly different 
patterns of governance. Even if the only rule that matters 
is the whim of an absolute dictator, that may be said to 
be the constitution. (G.B./D.Fe.) 
The constitution of a political community is therefore 

composed, in the first place, of the principles determining 
the agencies to which the task of governing the commu- 
nity is entrusted and their respective powers. In absolute 
monarchies, such as the Oriental kingdoms and the Roman 
Empire in antiquity and the French monarchy between 
the 16th and 18th centuries, all sovereign powers were 

concentrated in one person, the king or emperor, who 
exercised them directly or through subordinate agencies 
that had to act according to his instructions. In ancient 
republics, such as Athens and Rome, the constitution 
provided, as do the constitutions of most modern states, 
for a distribution of powers among distinct agencies. But 
whether it concentrates or distributes these powers, a con- 

stitution always contains at least the rules that define the 
structures and operations of the government that runs the 

community. 
The constitution of a political community may contain 

more, however, than the definition of the authorities en- 
dowed with powers to command. It may also include 
principles that delimit those powers in order to secure 
against them fundamental rights of persons or groups. The 
idea that political sovereignty is not unlimited stems from 
an old tradition in Western philosophy. Well before the 
advent of Christianity, Greek philosophers thought that 
positive law—i.e., the law actually enforced in a commu- 
nity—in order to be just must reflect the principles of a 
superior, ideal law: natural law. Similar conceptions were 
propagated in Rome by Cicero and by the Stoics. Later the 
Church Fathers and the Scholastics held that positive law 
was binding only if it did not conflict with the precepts of 
divine law. These considerations did not remain abstract 
speculations of philosophers and theologians; to a mea- 
sure, they found reception in fundamental rules of positive 
legal systems. In Europe, for example, the authority of 
political rulers throughout the Middle Ages did not extend 
to religious matters, which were strictly reserved to the 
jurisdiction of the church. The powers of political rulers, 
moreover, were limited by the rights of at least some classes 
of subjects. Quarrels and fights over the extent of such 
rights were not infrequent; and they were sometimes set- 
tled through solemn, legal “pacts” among the contenders, 
the prominent example being Magna Carta (1215). In the 
modern age, even the powers of an absolute monarch such 
as the king of France were not truly absolute: acting alone, 
he could not alter the fundamental laws of the kingdom 
or disestablish the Roman Catholic Church. 
Against this background of already existing legal limita- 

tions on the powers of governments, a decisive turn in 
the history of Western constitutional law occurred when 
a theory of natural law based on the “inalienable rights” 
of the individual was developed. John Locke (1632-1704) 
was the first outstanding champion of the theory. He was 
followed by others, and in the 18th century the doctrine 
of the rights of the individual became the banner of the 
Enlightenment. The theory assumed that there are certain 
rights belonging to every single human being (religious 
freedom, freedom of speech, freedom to acquire and pos- 
sess property, freedom not to be punished on the basis 
of retroactive laws and of unfair criminal procedures, and 
so on), which governments cannot “take away” because 

they were not “created” by governments. The theory fur- 
ther assumed that governments must be organized in such 
a way as to afford an effective protection of the mghts 
of the individual. For that purpose it was thought that, 
as a minimal prerequisite, governmental functions must 
be divided into legislative, executive, and judicial; that 
executive action must comply with the rules laid down 
by the legislature; and that remedies, administered by an 
independent judiciary, must be available against illegal 
executive action. 
The theory of the rights of the individual was a potent 

factor in reshaping the constitutions of Western states in 
the 17th, 18th, and 19th centuries. The first step was 
made by England at the time of the Glorious Revolution 
(1688). All of these principles concerning the distinction 
of governmental functions and their appropriate relations 
were incorporated in constitutional law. England also soon 
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changed some of its laws so as to give more adequate legal 

force to the newly discovered individual freedoms. It was 
in the United States, however, that the theory scored its 
most complete success. Once the English colonies became 
independent states (1776), they faced the problem of giv- 
ing themselves a fresh political organization. They seized 
the opportunity to spell out in special legal documents, 
which could be amended only through a special proce- 
dure, all the main principles providing for the distribution 
of governmental functions among distinct state agencies 
as required by the theory, as well as the main principles 
concerning the rights of the individual the theory wanted 
to be respected by all state powers. The federal Constitu- 
tion (1788) and its Bill of Rights (Amendments I-X, 1791) 

did the same, shortly thereafter, at the national level. By 
giving through this device a formal, higher status to rules 
defining the essential organization of government, as well 
as the essential limitations of its legislative and executive 
powers, U.S. constitutionalism put in full evidence the 
character that belongs, in essence, to all constitutional 
law: the fact of its being “basic” with respect to all other 
laws of the legal system. This also made it possible to 
set up institutional controls over the conformity even of 

legislation with the group of rules considered, within the 
system, to be of supreme importance. 
The American idea of stating in an orderly, compre- 

hensive document the essentials of the rules that must 
guide the operations of government became popular very 
quickly. Since the end of the 18th century scores of states, 
in Europe and elsewhere, have followed the United States’ 
example. Today, almost all states have constitutional doc- 
uments describing the fundamental organs of the state, 
the ways they should operate, and, usually, the rights they 
must respect and even sometimes the goals they ought to 
pursue. To be sure, not all of these documents are inspired 
by the individualistic ideas that permeate modern West- 
ern constitutional law. The constitutions of Communist 
countries, for instance, organize state powers and their 

relations in ways that differ from Western thought and 
subordinate individual freedoms to the goal of achieving 
a classless society. Yet, notwithstanding great differences 
among themselves, the constitutional charters of contem- 

porary states are all similar at least in one respect: they 
are meant to express the core of the constitutional law 
governing their respective countries. (G.B.) 

CHARACTERISTICS OF CONSTITUTIONS 

Every state has a constitution, since every state functions 
on the basis of certain rules and principles. It has of- 
ten been asserted that the United States has a written 
constitution but that the constitution of Great Britain is 
unwritten. This is true, but only in the sense that in 
the United States there is a formal document called the 
Constitution, whereas there is no such document in Great 
Britain. In fact, however, many parts of the British con- 
stitution exist in written form, whereas important aspects 
of the American constitution are wholly unwritten. The 
British constitution includes the Bill of Rights (1689), the 
Act of Settlement (1700-01), the Parliament Act of 1911, 
the successive Representation of the People acts (which 
extended the suffrage), the statutes dealing with the struc- 
ture of the courts, the various local government acts, and 
many others. These are not ordinary statutes, even though 
they were adopted in the ordinary legislative way, and they 
are not codified within the structure of a single orderly 
document. On the other hand, such institutions in the 
United States as the presidential cabinet and the system 
of political parties, though not even mentioned in the 
written constitution, are most certainly of constitutional 
significance, (D.Fe.) 
Written constitutions, indeed, can never exhaust the 

whole constitutional law of a state. They are always 
supplemented, to varying degrees, by statutes, judicial 
doctrines interpreting the constitution, intergovernmental 
practices, and nongovernmental institutions (such as po- 
litical parties) and their practices. Without these supple- 
mentary elements the overall constitutional framework of 
the political community would not be what it is. 
Whether “long” or “short,” written constitutions can 

concern themselves exclusively or prevalently with the 
“organization” of government or deal extensively also 
with the rights of the people and with the goals of gov- 
ernmental action. The U.S. Constitution is a model of 
brevity (c. 7,000 words). Just a little longer are most of 

the Western countries’ constitutions. On the other hand, 
the constitutions of India and Yugoslavia extend to hun- 
dreds of pages. Merely “organizational” constitutions (i.e., 
documents containing no guarantees for rights) have be- 
come very rare. 
Written constitutions are said to be “normative” when 

their binding principles are more or less all observed in 
the actual operations of the political system. This applies 
to the constitutions of the United States, of Canada, and 
of the western European countries. Other constitutions are 
said to be “nominal,” because they are largely or in sub- 
stantial parts disregarded and do not provide insight into 
the real functioning of the system. This is often the case 
with constitutions of rapidly developing countries and of 
countries ruled by a one-man or a one-party dictatorship. 
Constitutions, written or unwritten, must be distinguished 

according to whether they are “rigid” or “flexible.” Rigid 
are those constitutions at least some part of which cannot 

be modified in the ordinary legislative way. Flexible are 
those whose rules can all be modified through the sim- 
ple procedure by which statutes are enacted. The United 
States has a rigid constitution, because proposals to amend 

the constitutional document adopted in 1788 must have a 

two-thirds majority vote in each house of Congress or be 
made by a convention called by two-thirds of the states, 
with subsequent ratification, in either case, by the legisla- 
tures or specially elected conventions of three-fourths of 
the states. Great Britain has a flexible constitution because 
all of its constitutional institutions and rules can be abro- 
gated or modified by an act of Parliament. 
As almost all states have by now adopted written consti- 

tutions and these almost invariably provide for a special, 
exacting procedure for their amendment, the great major- 
ity of today’s constitutions are rigid. 
The distinction between rigid and flexible constitutions is 

important because only under rigid constitutions is it pos- 
sible to establish institutional controls over the conformity 
of legislation with the principles considered indispensable 
for the well-being of the community. The importance of 
the distinction in relation to the issue of the stability and 
continuity of a country’s constitutional law may, however, 
be easily exaggerated. In the United States it is difficult to 
activate the amending process. But in other countries with 
rigid constitutions, amending them is easier. In Switzer- 
land the federal constitution of 1874 can be amended, on 
the initiative of 100,000 citizens or of the legislature, by a 
majority vote in a national referendum, with a favourable 
decision in the majority of cantons. Thus the provisions 
of the Swiss constitution have been changed repeatedly 
on many important points. In addition, even if the provi- 
sions of a rigid constitution remain unaltered, in the long 
run they often assume different meaning and scope. The 
“commerce clause” and the “due process clause” of the 
U.S. Constitution do not have the same legal implications 
today as they did 100 years ago. This is because formal 
constitutional provisions must be interpreted by the courts 
or by the legislature, the executive, and other institutional 
subjects. To a certain extent, interpretation inevitably in- 
volves adaptation of the letter of the law to the evolving 
needs and expectations of the community. 
On the other hand, the constitutional law of countries 

with flexible constitutions must not necessarily be unsta- 
ble and rapidly changing. Great Britain can modify all 
of its constitutional law by statute (or even in important 
areas by “conventions” between the supreme institutional 
powers of the state: the Crown, Parliament, the Cabinet). 
Nevertheless, statutes and common law principles of con- 
stitutional import cannot be changed as easily as other 
statutes and rules; they have a considerable capacity for 
permanence. For instance, the “rule of law”—roughly the 
equivalent of the American “due process” principle—has 
been an indefectible part of the British constitution ap- 
proximately since the Glorious Revolution. 
In sum, the relative continuity of a country’s constitu- 
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tional law does not depend on the adoption of a rigid con- 
stitution, although such a constitution may make changes 
at times more complicated and difficult. It depends rather 
on the people’s feelings about the fundamental political 
values the legal system ought to honour. If and when these 
feelings change, the change will be able to make its way 
sooner or later into the constitution, whether by using the 
amending process and the method of interpretation un- 
der a rigid constitution, or the easier ordinary legislative 
procedure or other methods under a flexible constitution 
(apart, of course, from the further possibility of a change, 
in both cases, through the extreme means of a violent 
revolution). Because the political values felt to be supreme 
by the dominant forces in a community have ultimate 
controlling influence, some European continental scholars 
have been prompted to call them the “material constitu- 
tion,” at any given historical moment, of that community. 
The developments of the material constitution are deci- 
sive in determining the retention or the demise, as well 
as the actual meaning and scope in application, of the 
principles and rules of the constitution, whether the latter 

is rigid or flexible. 

Unitary, federal, and regionalist systems 

THE DISTINCTION BETWEEN UNITARY, FEDERAL, 

AND REGIONALIST STATES 

No modern state can govern a country only from a central 
point. The affairs of municipalities and rural areas must 
be left to the administration of local governments. Accord- 
ingly, in all modern states there are at least two levels of 
government: the central government and the local govern- 
ments. But in a number of states between the two levels 
there exists still a third one consisting of governments that 
take care of the interests of, and rule over, more or less 

large regions. 
The distribution of powers among different levels of 

government is an important aspect of the constitutional 
organization of a state. States with two levels of gov- 
ernment can be distinguished on account of the greater 
or lesser autonomy they grant to the local level. Great 
Britain’s respect for local self-government has always been 
a characteristic of its constitution. France instead, at least 

until recently, used to keep under strict central control its 
local authorities. In states with three levels of government 
the distribution of powers among the central and the 
intermediate governments varies. States formed through 
the union of formerly independent states usually maintain 
considerable legislative, executive, and judicial power at 
the intermediate level; the United States and Switzerland 
fall into this category. However, other states with three 
levels of government grant few powers to the intermediate 
level. This often happens in states that have introduced 
this level as a correction of their previous choice of two 
levels; this was done, for example, by Italy in its 1948 

constitution. 
States with two levels of government are called unitary, 

with three levels of the first category federal and with three 
levels of the second kind decentralized or “regionalist.” 
These definitions, however, cannot be properly under- 
stood unless other elements characterizing the three types 
are mentioned and a tendency of the types to overlap is 

kept in mind. 
The model federal state requires the existence, at the 

national level, of a written, rigid constitution guaranteeing 
not only the permanence and independence of the several 
intermediate governments but also the amplitude of their 
legislative, executive, and judicial powers. The national 
constitution must delegate to the central government only 
enumerated powers; the remaining powers are reserved to 
the intermediate governments. These (be they called states 
as in the United States or cantons as in Switzerland) must 
be represented as such, possibly on an equal footing, in 
a second chamber of the national legislature. They must 
also be allowed to participate somehow in the amending 
process of the national constitution. Such constitutional 
arrangements are at the same time the hallmarks of the 

genuine federal state and a guarantee against possible ef- 
forts of the central government to enlarge its jurisdiction 
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and so imperil the important political role the intermedi- 
ate governments must play in this kind of state. Formal 
constitutional safeguards, however, are not enough to pre- 
serve that role. Apart from constitutional amendments, the 
central government may always broaden its own sphere 
through the use of constitutional clauses granting “implied 
powers” or, more simply, through a suitable interpretation 
of the constitution by its own agencies (to which the final 
interpretation of the constitution is reserved). As a matter 

of fact, in the 20th century the balance in all federal sys- 
tems has shifted toward central governments; intermediate 
governments have lost much of their previous exclusive 
rights and political weight. The shift was caused by the 
growth of governmental intervention in the economy and 
by the development of welfare measures: neither could 
take place without substantial involvement of the centre. 
An increase in the powers of the central government does 
not by itself impair the federal nature of the state if it 
keeps within certain boundaries. Beyond these boundaries, 
however, no matter what the formal constitutional princi- 

ples seem to indicate, the federal state tends to become in 

fact a regionalist state. 
Regionalist states are also based, as a rule, on written, 

rigid constitutions granting some limited legislative and 
administrative (seldom judicial) powers to the intermedi- 
ate or regional governments. But because regional govern- 
ments possess jurisdiction only over enumerated matters, 
and even there are subject in part to the overriding powers 
of the national authorities, their actual role and political 
weight within the system largely depend on the will of 
the central government to buttress or to restrict their au- 
tonomy. Where the powers attributed by the constitution 
to the regional governments are particularly exiguous, the 
regionalist state will look in many respects like a unitary 
state. Where the powers are relatively large and the central 
government favours their expansion, the state tends to 
assume federal connotations even if the typical hallmarks 
of the federal system are not there. 
In general, regionalism recommends itself in situations 

where the need is felt for a strong, all-controlling national 

government but the territorial extension of the country is 
great or the country is divided into sections with different 
ethnic, linguistic, or social characteristics (the last is the 
case of Belgium). Regionalism has also offered itself as a 
solution to unitary states that have decided to introduce 
regional governments in order to reinforce their demo- 
cratic features or to alleviate the evils of an overcentralized 
bureaucracy (the case of Italy). 

CLASSIFYING STATES AS FEDERAL, REGIONALIST, 

AND UNITARY 

Classifying a particular state as federal, regionalist, or uni- 

tary may at times be difficult. 
The United States and Switzerland are clearly federal 

states, although the role respectively of states and cantons 
has shrunk much since World War I: all of the above- 
mentioned characteristics of the federal state are present 
in their constitutional systems. Canada is also a federal 
state, despite the fact that at least one of the formal marks 

of perfect federalism is absent from its 1982 constitu- 
tion: the provinces’ powers, not the central government’s, 
are enumerated. But the provinces’ powers are vast, and 
the guarantees for the provinces’ independence and rights 
anchored in the constitution are particularly strong. For 
the same reasons Australia too can be considered a fed- 
eral state. The Federal Republic of Germany is federal 
in all respects. Yet the legislation of the Bund, the cen- 
tral government, extends over so many matters that it is 
questionable whether Germany is not in fact a regionalist 
state. The question is even more open as regards India. 
The Indian federal constitution spells out a long list of 
important subjects over which the states and territories 
that compose the union have exclusive jurisdiction. But 
the constitution gives the central government the power 
to legislate on any subject—including the ones reserved to 
the regional governments—if it deems the matter of na- 
tional importance. In addition, the central government has 
direct powers of control over the regional governments: 
e.g., the national Parliament can dissolve the legislative 
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council of any state or territory. Similar remarks can be 
made with respect to the federal structure of many Latin- 
American states. The former Soviet Union was, by consti- 
tution, a federal state; but, apart from the question of the 
“nominal” value of at least certain parts of its constitu- 
tion, the constitutional role entrusted to the Communist 

Party had such unifying effects on the whole system that 
the Soviet state could probably be defined at best as a 
regionalist state. 

Italy and Spain are states with regional governments. 
These, by constitution, are endowed with legislative and 
administrative powers in certain areas (the courts are all 

national). Italy, however, is perhaps the best example of 
how a regionalist state may closely resemble a unitary 
one. The constitution grants limited powers to the regions. 
Parliament has extended these limits by devolving addi- 
tional matters to the purview of regional legislatures. But 
regional laws must respect general principles laid down 
in national statutes, and in practice little room is left for 
really autonomous regional legislation. The regions, more- 
over, are not financially independent. Thus, all in all, they 
might almost be considered a branch of the system of lo- 
cal governments, together with communes and provinces, 
rather than a distinct, third level of government. 
Great Britain and France are unitary states. Northern 

Ireland had special autonomy within the United Kingdom 
until restrictions were introduced to cope with the emer- 

gency situation in that region, and Scotland and Wales 
would have had special autonomy but in referendums 
their people rejected the devolution plans offered by the 
British Parliament. Had the plans been accepted, Great 

Britain would have become in part a regionalist state, 
though Parliament, under a flexible constitution, might, in 
theory, have later repealed the grant of autonomy. France 
in 1982 established by statute elective regional govern- 
ments (régions) as part of a more general reform intended 
to make the system of local governments less dependent 
on the centre. Régions have fewer powers than the Italian 
regions, but their role may grow with time. 

INTERNATIONAL UNIONS OF STATES 

Finally, mention must be made of a growing tendency 
among national states to allow the direct operation within 
their constitutional systems of the laws of the interna- 
tional community and of the laws of special international 
organizations to which they belong. 
The constitutions of Germany (article 25) and of Italy 

(article 10) provide that the legal system must conform 
with international customary law. Because both are rigid 
constitutions, this means that ordinary national statutes 
conflicting with that law are unconstitutional. 
At times unions are formed among national states that, 

without unifying the member states into a new political 
community in the strict sense of the word, nonetheless 
set up governmental agencies whose laws immediately 
become part of the national systems. It is as if in the 
national constitutional frameworks a new level of gov- 
ernment were added, from above, to the ones already 
existing. The most important example is the European 
Community (EC). Under the Treaty of Rome (1957) it 
has its own government consisting of a commission, a 
council of ministers, a parliament, and a court. It can issue 
regulations on economic matters indicated by the treaty. 
Up to now, EC regulations have been issued only if in 
fact consented to by each of the executives of the member 
States. Once in force, however, they must be applied by 
the national courts with precedence over national legisla- 
tion. The binding interpretation of the treaty and of EC 
regulations belongs to the EC court, where it is possible 
for individuals to have recourse. 
The EC may be the embryo of a future federal state, 

if the union develops into an organization whose central 
government is capable of making decisions independently 
of the will of member states (which for the moment it is 
not) and if it assumes functions in the field of foreign and 
military policy (which at present it does not possess). The 
community may also never become a federal state. But 
even as it exists now, it is much more than a simple inter- 
national alliance of national states that have in common 

economic interests and assume the obligation to respect 
the regulations of such interests made by some external 
agency. The structures of the EC penetrate deeply into the 
constitutional structures of the national member states, 
much in the same way as the structures of the central gov- 
ernment do with respect to the member states in a federal 
system. Some features of federalism are already present 
in the relations between the EC and the states belonging 
to it. Just as in a federal system, community law prevails 
immediately in the areas assigned to it over national law; 
it is the “supreme law of the land,” which the national 
judiciaries must prefer to the laws of their own states in 
case of conflict. Just as in a federal system, the interpreta- 
tion of EC law is reserved to a central government agency 
(the community court), whose decisions are directly bind- 
ing for the member states and their courts. A member 
state, however, may always withdraw from the union if it 
chooses to do so, unlike a state member of a true federal 
system. But until it takes such a step, its subjection to the 
law of the EC is practically the same as that of a member 
state to federal law in a federal system. (G.B.) 

Executives and legislatures 

THE CONSTITUTION AND THE EXECUTIVE 

States may be classified as monarchical or republican. 
From another point of view they may be described as hav- 
ing presidential or parliamentary executives (see below). 
Though the institution of monarchy is as old as recorded 

history, the modern age has been moving steadily in 
the direction of republican government. Today, there are 
fewer than 30 monarchies. Many monarchs, as in Great 
Britain, Japan, the Scandinavian countries, and the Low 
Countries, are best described as constitutional monarchs; 
they are mainly titular heads of state and do not in fact 
possess important powers of government. Most of the 
executive powers are in the hands of ministers, headed 
by a prime minister, who are politically responsible to 
the parliament and not to the monarch. The executive 
powers of government in Great Britain, for example, are 
exercised by ministers who hold their offices by virtue of 
the fact that they command the support of a majority in 
the popularly elected House of Commons. The monarch 
can act only on the advice of the ministers and cannot 
exercise an independent will. The position of the mon- 
archs in Scandinavia and the Low Countries is similar to 
that of the British: they reign but do not rule. In countries 
where no political party has a majority of its own in the 
parliament, the monarch may exercise some discretion in 
deciding whom to invite to serve as prime minister and 
to form a government. Even so, since the monarch must 
first consult with the various party leaders, he is not likely 
to have much discretion. In a country with a stable two- 
party system, all the monarch can do is offer the prime 
ministership to the leader of the majority party. Since 
1975 the Swedish king has not even possessed this formal 
power; it is the president of the legislative assembly who 
chooses and appoints the prime minister. A constitutional 
monarch is the head of the state, not of the government. 
Standing above party and the active political controversies 
of the day, the sovereign is a focus of national loyalty and 
a useful symbol of the nation’s unity and its historical past. 
In a few monarchies, however—for example, those of 

Jordan and Saudi Arabia—the king exercises real powers 
of government. The ministers are chosen by and are re- 
sponsible only to the king rather than to some elective 
parliamentary body. Hereditary rulers with this degree of 
personal power were quite common in the 18th century, 
but they are rare today. 
Far more significant than the distinction between monar- 

chy and republicanism is the contrast between presidential 
and parliamentary executives. Since the United States has 
for long been the world’s leading exponent of presiden- 
tial government and Great Britain the oldest and most 
successful practitioner of parliamentary government, their 
systems may be taken as models with which the systems 
of other countries can be compared. 
The U.S. system is based upon a strict concept of sep- 

aration of powers: the executive, legislative, and judicial 
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powers of government are vested by the Constitution in 
three separate branches. The president is not selected by 
Congress, nor is he a member of Congress. He has a fixed 
term of office of four years, and he holds it no matter 

how his legislative program fares in Congress and whether 
or not his political party controls either or both houses of 
Congress. The members of the Cabinet are chosen by the 
president and are politically responsible to him. The Con- 
stitution does not permit them to be members of Congress; 
it provides that “no Person holding any Office under the 
United States, shall be a Member of either House during 
his Continuance in Office.” 
The parliamentary executive system proceeds upon dif- 

ferent assumptions. In Great Britain, whose system many 
countries have chosen to emulate, the executive officers 
of the state are not entirely separated from the legislative 
branch. On the contrary, the British Cabinet may be de- 
scribed as the leading committee of Parliament. Although 
the prime minister, the head of the government, could 
at one time hold a seat in either the House of Lords or 
the House of Commons, the contemporary convention is 
membership in the House of Commons. The other min- 
isters who make up the Cabinet must be members of one 
or the other house of Parliament. If the prime minister 
wants someone who is not in Parliament to serve in the 
Cabinet, he must either appoint him to the peerage or 
find a vacancy in the House of Commons to which he 

can be elected. 
Whereas in the U.S. system, with its separation of pow- 

ers, the chief executive and the Cabinet officers are in- 
stitutionally apart from the legislature, in Great Britain 
the ministers of the crown hold their powerful executive 
positions only so long as they enjoy the support of a 
majority of the House of Commons. A Cabinet that loses 
that support must either dissolve the House and call a 
new election, thus in effect putting the issue to the voters, 
or resign and permit others to form a government. In the 
20th century most changes in power have occurred as a 
result of the outcome of a general election. 
It follows that in the British Parliament the prime min- 

ister and the Cabinet are fully in charge. They are re- 
sponsible, as the guiding committee of Parliament, for the 
preparation and enactment of most legislation and of the 
budget. There can be no permanent or serious conflict 
between the House of Commons and the Cabinet, for 
responsibility means that the government of the day must 
either prevail or give way to another government. Thus the 
deadlocks between the chief executive and the Congress 
that are a frequent occurrence in the United States cannot 

occur under the parliamentary system. 
A system may appear to be parliamentary or presiden- 

tial without actually being either. In Latin-American and 
African states many presidential systems have been con- 
verted into military dictatorships. The former Communist 
governments of central and eastern Europe were parlia- 
mentary in form, but power was effectively in the hands 
of a party leader. The fact that the head of state is called 
a president does not mean that the system is presidential. 
The head of the Italian state, for example, is a president 
elected for a seven-year term by a joint session of Par- 
liament, but the executive power is in fact exercised by 
a prime minister and other Cabinet ministers who are 
responsible to Parliament. In former monarchies that now 
have parliamentary systems the abolition of monarchy 
invariably led to the substitution of a president for the 
hereditary ruler. 
There are some hybrid forms of government that com- 

bine features of both presidential and parliamentary sys- 
tems. France’s Fifth Republic (1958) is a good example. 
According to the terms of a constitutional amendment 
adopted in 1962, the president of the republic is elected by 
direct vote of the people for a seven-year term. This gives 
the president an enormous moral power derived from the 
fact that he is a product of universal suffrage. Although 
in the exercise of some powers the president needs the 
signature of the prime minister or of some other minister, 
he has great substantive powers of his own: he appoints 
the prime minister; he dominates the management of for- 
eign relations; he may dissolve the National Assembly, 
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though not more often than once a year; and he possesses 

vast emergency powers. The cabinet, called the Council 
of Ministers, is presided over by the president. Members 
of the council cannot be members of Parliament, but they 
have access to both chambers; and they may speak there, 
though they do not vote. The council is responsible to 
the National Assembly and can be defeated by censure 
motion. Thus the French system of government is neither 
presidential nor parliamentary in form; it combines ele- 

ments of both in a unique fashion. 
The governmental system of the Federal Republic of 

Germany is mainly parliamentary, but with some interest- 
ing variations. The head of state is the president, elected 
for a five-year term by a body known as the Federal 
Assembly, which consists of members of the lower house 
of Parliament (the Bundestag), plus an equal number of 

representatives elected by the Lander (the regional subdi- 
visions of the national state). The head of government is 
the chancellor, who must have majority support in the 
Bundestag; but only he, and not the Cabinet, is responsi- 
ble. The Bundestag can express its lack of confidence in 
the chancellor only by electing a successor by majority 
vote. In this fashion it was hoped to eliminate some of 

the weaknesses of the Weimar constitution of the post- 
World War I period. The chancellor may seek a vote of 
confidence, and if he fails he may ask the president to 
dissolve the Bundestag and call a new election. 
The governmental system of India is more typically par- 

liamentary in form. The president is elected for a five- 
year term by an electoral college consisting of all mem- 
bers of the national Parliament and of the state legislative 
assemblies. The president can act only on the advice of 
ministers who are responsible to Parliament. The lower 
house, the House of the People, is subject to dissolution. 
The Swiss executive is unique. The Federal Council con- 

sists of seven members elected for four-year terms by the 
parliament (the Federal Assembly). They are elected as in- 
dividuals, and they are never forced to resign; in fact, they 
are almost always reelected, some serving for as long as 
25 to 30 years. A disagreement with the Federal Assembly 
leads neither to resignation of the Federal Council nor to a 
dissolution of the parliament; the ministers simply adjust 
their positions to conform with the wishes of the parlia- 
mentary majority. This does not mean that the Federal 
Council is not an important body; as a group, it originates 
most new legislation, and its members, as individuals, 

head up the great departments of government. Each year 

the parliament appoints a member of the Federal Council 
to serve as president of the confederation. The president 
is chairman of the Federal Council and titular head of 
state. Although this system has not been adopted in other 

countries, it has worked well for the Swiss. 

UNICAMERAL AND BICAMERAL LEGISLATURES 

A central feature of any constitution is the legislature. It 
may be a unicameral body with one chamber or a bicam- 
eral body with two chambers. 
Unicameral legislatures are to be found in small states 

with unitary systems of government, among them Den- 
mark, Sweden, Finland, Israel, and New Zealand, or 

in very tiny states such as Andorra, Luxembourg, and 
Liechtenstein. They are also found in newly independent 
states undergoing rapid social and political change, such as 
some Third World states, and in Socialist countries, where 

unicameralism is a feature deriving from the Communist 
concept of the appropriate organization of political power. 
Federal states, whether large or small, have bicameral 

legislatures, one house of which represents the main terri- 
torial subdivisions. The classic example is the Congress of 
the United States, which consists of a House of Represen- 
tatives of 435 members elected for two-year terms from 
single-member districts of approximately equal popula- 
tion and a Senate consisting of two persons of each state 
elected by the voters of the state. The fact that all states 
are represented equally in the Senate, regardless of their 
size, stems from the federalistic character of the American 
union. The U.S. Senate enjoys special powers not shared 
by the House of Representatives: it must authorize by a 
two-thirds majority vote the ratification of international 

Bicameral- 

ism and 

federalism 



700 Constitutional Law 

Bicameral- 
ism and 

unitary 
systems 

treaties concluded by the president and must confirm the 
appointments of the most important federal officers made 

by the president. 
The federal character of the Swiss constitution is likewise 

reflected in the makeup of the nation’s central legislature, 
which is bicameral. One house, the National Council, 
consists of 200 members apportioned among the cantons 
according to population; the other house, the Council of 
States, consists of 46 members elected by direct ballot— 
two from each canton. The Canadian Parliament is also 
bicameral, just as is the Australian. 
Bicameralism is also characteristic of governmental sys- 

tems that are best described as regionalist. Here, too, 
bicameralism is expressive of the territorial subdivisions 
that are joined together to form the national state. The 
parliament of the Federal Republic of Germany includes 
a Bundestag elected by general suffrage and a Bundesrat 
appointed by the 16 Lander. Since most members of the 
Bundesrat are ministers in the Land governments, the 
chamber is a significant link between the Ldnder and the 
central government. The Parliament of India includes a 
Council of States and a House of the People, the former 

elected by the state legislative assemblies and the latter 
elected directly from territorial constituencies. 
A unitary governmental system does not imply unicam- 

eralism in the legislature. Most legislatures of unitary 
states are, in fact, bicameral, though one chamber is usu- 
ally more powerful than the other. This is true for the 
world’s oldest and most successful parliament, that of 
Great Britain, which consists of the House of Lords and 
the House of Commons. The House of Commons has 
become by far the more powerful of the two chambers, 
and the Cabinet is politically responsible only to it. The 
House of Lords has no control over finances and with 
respect to other legislation only a modest suspensory veto, 
which can be easily overcome in the House of Commons 
by a second vote at an early date. The parliaments of 
Italy, Japan, and France are also bicameral. In the United 
States all of the 50 states except Nebraska have bicameral 
legislatures, even though their governmental systems are 
unitary. In all states the two houses have equal legislative 
authority, but the so-called upper houses, usually called 
senates, have the special function of confirming the gov- 
ernors’ appointments. (G.B./D.Fe.) 

Judicial review 

From the United States came the first examples of writ- 
ten, rigid constitutions. The United States gave the world 
another institution that has become a fundamental feature 
of many contemporary constitutional systems: judicial 
review. 
Under rigid constitutions it is possible to have special 

state agencies control the conformity of ordinary legisla- 
tion with the rules of the constitution and, in case of 

conflict, set the former aside. Under a flexible constitu- 
tion this cannot happen; in Great Britain, statutes, even if 
contrary to long-established constitutional principles, are 
binding for everybody and can be set aside only by sub- 
sequent statutes repealing them. The power to invalidate 
legislation conflicting with the provisions of a rigid consti- 
tution can be entrusted either to some particular political 
organ of the state or to the judiciary. A political organ 
endowed with such power was, for example, the Senate 
(Sénat Conservateur) under the French constitutions of 
1799 and of 1852. Although some precedents existed in 
the constitutional history of other countries, it was in the 

United States that the idea of making the judiciary the 
guardian of the constitution first took definitive shape. 
Judicial review—the power of courts to rule on the con- 
stitutional validity of legislation—has the advantage over 
political review in securing more impartial judgments, 
supported by reasons articulated according to traditional, 
tested rules of legal interpretation. 

JUDICIAL REVIEW IN THE UNITED STATES 

Because U.S. judicial review has been a model for other 
countries, it is appropriate to devote a few words to it and 
the body of constitutional law it has produced. 

Judicial review is not explicitly mentioned in the US. 
Constitution and is itself a product of judicial construc- 
tion. The Supreme Court argued in Marbury v. Madison 
(1803) that because the Constitution is the supreme law 

of the land (it says as much in Article VI) and because 

it is the province of the judiciary to uphold the law, it 
follows that, when state laws and even acts of Congress 
are inconsistent with a provision of the Constitution, the 

former must yield to the latter and must be declared void 
by the courts. The same principle holds, of course, with 
regard to executive action contrary to the Constitution. 
Supreme Court pronouncements on questions of consti- 
tutionality are final and binding for all other courts and 
governmental authorities, state and federal. 
In the U.S. system of judicial review, constitutional ques- 

tions can be raised only in connection with actual “cases 
and controversies.” Advisory opinions to the government 
are not rendered by the courts. Although the requirements 
to litigate cases have been relaxed by the Supreme Court, 
the rule still is that courts will not decide a constitutional 
question unless it is rooted in a controversy in which the 
parties have a direct, personal interest; this can sometimes 
frustrate efforts to obtain pronouncements on disputed 
issues. In the American system courts, moreover, are the 
guardians of the Constitution, but they are not bound to 
consider all the provisions of the Constitution justiciable. 
Under the doctrine of “political questions” the Supreme 
Court has refused at times to apply standards prescribed 
by or deducible from the Constitution to issues that it 
believed could be better decided by the political branches 
of government. For instance, Article IV, 4, provides that 
the states must have a republican form of government. 
Since Luther v. Borden (1849) it is settled that the court 
will not use the provision to invalidate state laws; it is for 
Congress and the president to decide whether a particular 
state government is republican in form. Many military 
and foreign policy questions, such as the question of the 
constitutionality of a particular war, have been likewise 
considered political and therefore nonjusticiable. 
Judicial review is more impartial than political review. 

This does not mean that it is entirely immune to polit- 
ical considerations of a general, abstract nature and to 
the impact of the evolution of the people’s needs and of 
their political attitudes. As a matter of fact, the Supreme 
Court’s reading of the Constitution has itself evolved in 
the course of two centuries in concomitance with the large 
transformations that have occurred in American society. 
Given the nature of the U.S. constitutional system, the 

Supreme Court must see to it that the Constitution is 
respected and applied in three main areas: the relations 
between the states and the national government, the sepa- 
ration of powers within the national government, and indi- 
vidual rights. In each of these areas the court’s conception 
of the Constitution has undergone substantial changes. 
In the first half of the 19th century the Supreme Court 

succeeded in reinforcing the newly born structures of the 
federal system by interpreting generously those provisions 
of the Constitution that concern federal judicial power 
and those that set limitations on the states’ powers to 
regulate interstate commerce. Later, when Congress began 
to enact laws intended to regulate some aspects of the 
nation’s economic processes, the court was very cautious 
in granting the necessary powers. Up to the New Deal 
years (1932-37), the court, while admitting several federal 
regulatory interventions, also ruled that some economic 
relations, such as labour relations, lay almost entirely out- 
side the scope of the commerce clause (the clause that 
gives Congress the power to regulate “commerce among 
the states”) and were therefore matters exclusively for state 
legislation. After 1937 the court lifted the obstacles it had 
previously erected to federal interventions in the economic 
and social transactions of the nation. Today, under the 
new interpretation of the commerce clause laid down in 
such decisions as Wickard v. Filburn (1942) and under the 
doctrine of the federal spending power first enunciated in 
U.S. v. Butler (1936), Congress can make laws with respect 
to practically all subjects it deems of national relevance 
and in need of regulation from the centre. 
In the area of separation of federal powers the court has 
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the executive and to administrative agencies that probably 
was not envisaged by the Founding Fathers. Because all 
legislative powers are conferred by Article I, 1, of the Con- 
stitution upon Congress, the court at first ruled that such 
powers cannot be delegated by Congress to the executive. 
This doctrine was much diluted in the 20th century when 
it became clear that delegated legislation was necessary to 
govern a system of mixed economy. The court’s attitude 
favourable to a reinforcement of the executive within the 
constitutional system has manifested itself also in other re- 
spects, notably in the field of foreign affairs. But the court 
has been able also to draw boundaries to an excessive 
expansion of the presidency. It has ruled that the presi- 
dent cannot, under the pretext of an emergency, disregard 
rules of conduct prescribed by Congress precisely for the 
circumstances of the case (Youngstown Sheet and Tube 
Co. v. Sawyer, 1952). It has established that the preroga- 
tive of the president to keep confidential statements secret 
must yield to the need of the judiciary to enforce criminal 
justice if the secret does not relate strictly to military or 
diplomatic matters (Nixon v. U.S., 1973). 
Until the New Deal the court used the provisions of 

the Constitution concerning individual rights primarily to 
protect property and economic liberties. That use helped 
to preserve a system of laissez-faire economy against state 
and federal efforts to interfere with the market. In par- 
ticular, the “due process” clauses of the Fifth and Four- 
teenth amendments (no person shall be deprived of “life, 
liberty, or property, without due process of law”) were 
often employed by the court to invalidate social legisla- 
tion (Lochner v. New York, 1905; Adair v. U.S., 1908). 
In the second half of the 20th century the posture of 
the court has changed entirely. The court today seldom 
concerns itself with economic liberties. It is engaged rather 
in protecting citizens’ noneconomic freedoms as well as 
their equality before the law, focusing on issues such as 
civil and political rights, procedural rights in the criminal 
and administrative processes, or the right to privacy. In 
the course of developing this new jurisprudence the court 
has declared unconstitutional segregation in the schools 
(Brown v. Board of Education of Topeka, 1954) and 
malapportionment in electoral districts (Baker v. Carr, 
1962; Wesberry v. Sanders, 1964); it has defended the 
rights of the suspect and of the accused (Mapp v. Ohio, 
1961; Miranda v. Arizona, 1966); it has liberalized volun- 
tary abortion (Roe v. Wade, 1973). 
Viewed in the light of its two-century performance, U.S. 

judicial review can be assessed as an institution that de- 
fends the values of the political ideology prevailing in 
a given historical period against by and large occasional 
deviations from them on the part of the political branches 
of government. During the 19th and early 20th centuries, 
for example, the ideal of the minimal state and of a self- 
governing market was dominant with the elites of the 
Western world, and the Supreme Court did its best to en- 
force it in the peculiar context of the U.S. political system. 
At present the court is dedicated to furthering the values 
of the currently dominant ideal of a democracy: a system 
in which the equality and the noneconomic freedoms of 
persons are recognized and the state possesses all the nec- 
essary means to regulate the economy. Conflicts between 
the court and the political powers, state and federal, have 
occurred, but they have never been sharp except occasion- 
ally under particular circumstances: in the difficult years 
following the establishment of the new federal govern- 
ment and in the years of the Civil War; in the phase of 
transition from one to the other dominant political ideal 
(the New Deal years) and in the 1950s and 1960s, when 
the federal and state governments were seriously lagging 
behind in reshaping the legal system in accordance with 
fundamental requirements of the new democratic model. 

JUDICIAL REVIEW IN EUROPE AND ELSEWHERE 

In Europe and other parts of the world the idea of making 
the judiciary guardian of the constitution was adopted 
much later than in the United States, as a rule only in the 

20th century. While adopting it, however, some European 
countries introduced a variant on the U.S. model. Instead 

Constitutional Law 701 

of letting any court pass on the constitutionality of statutes 
with the Supreme Court having the final say, as in the 
United States, they chose to set up a special constitutional 
court to which all questions concerning the validity of leg- 
islation must be referred and which alone has the power 
to declare statutes unconstitutional. In continental Europe 

judges are usually career functionaries; it was thought that 
the delicate task of invalidating legislation would be better 
performed by a court whose members were appointed 
directly either by parliament or, in part, by the president 
of the republic, the executive, the highest ordinary courts, 
and so forth. 
The U.S. system of judicial review is “decentralized”; 

whereas the system based on a special constitutional court 
is “centralized.” Austria was the first to inaugurate the 
centralized system (1920). After World War II it was 

adopted by Italy (1948) and West Germany (1949). Con- 
stitutional courts are at work today also in Spain, Portugal, 
and Turkey. In European centralized systems constitu- 
tional questions concerning the validity of statutory law 
reach the court chiefly through references by the ordinary 
courts engaged in deciding cases or through appeals by 
the losing parties of ordinary courts’ decisions depriving 
them of their constitutional rights. But sometimes the 
questions can be raised also by such political agencies as 
the national executive and the regional governments or 
by a parliamentary minority. These can attack the law 
before the constitutional court without having to sue in 
an ordinary court. In certain instances the centralized 
method probably makes judicial settlement of constitu- 
tional issues easier and quicker than in the United States. 
And the American doctrine of “political questions” does 
not seem to have found reception, at least as such, in the 
jurisprudence of European centralized systems. Besides 
adjudging the validity of statutory law, European consti- 
tutional courts usually must also resolve conflicts between 
state agencies (the legislature, the executive, the president 
of the republic, and the judiciary) disputing about their re- 
spective constitutional prerogatives. In addition, they may 
sit as judge in trials upon impeachments and dispose of 
other matters of constitutional import. 
Since 1958 France has had a Constitutional Council, 

which, though not a true court, can set aside unconstitu- 

tional statutes before they are promulgated, upon petition 
by the president of the republic or by the prime minister, 
the chairman of either of the two legislative assemblies, or 
a parliamentary minority. 
The U.S. system of judicial review by ordinary courts 

has been adopted, sometimes with partial modification, 

by several states both in Europe and elsewhere, including 
Ireland (1937), Greece (1975), Japan (1946), India (1950), 
Mexico (1917), Brazil (1946), and Argentina (1949). It has 
been in operation in Switzerland, with some limitations, 

since 1874. It was introduced in Canada in 1867 and in 
Australia in 1900 and is presently an important feature of 
their constitutions. 
Communist countries, with the exception of Yugoslavia, 

do not admit judicial review in their constitutions. The 
reason adduced is that it would undermine the unity of 
political powers and the sovereignty of the people as inter- 
preted by the legislature. Hungary in 1984 and Poland in 
1985 set up constitutional councils, which, however, serve 

in practice only as consultative organs for the legislature. 

TRENDS OF JUDICIAL REVIEW IN THE UNITED STATES 

AND IN EUROPE 

Constitutional courts and supreme courts exercising ju- 
dicial review outside the United States are often less 
politically influential than their American counterpart. 
Nevertheless, judicial review, wherever it is at work, has 
become an element of at least some weight in the con- 
stitutional processes of the state, and it tends in general 
to advance the same democratic values that have inspired 
the decisions of the U.S. Supreme Court since the 1930s. 
European constitutional courts, in particular, have been 

able to correct here and there the legal system of their 
countries by reading the bill of rights present in their re- 
spective constitutions in ways that bear comparison with 
the American experience of judicial review. Sometimes, of 
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course, the trends of decisions diverge on special points, 
but the general direction seems to be the same. It may be 

remarked, however, that European courts have often been 

more cautious than the U.S. Supreme Court in expanding 

the freedoms of the individual at the expense of other 

competing values. A few examples will suffice. 
In the area of freedom of expression the American doc- 

trine of “clear and present danger,” as restated in Branden- 
burg v. Ohio (1969), implies that no seditious or subversive 

speech can be punished unless it constitutes an incite- 

ment to immediate unlawful action and the incitement is 
likely to produce, in the circumstances, such action. The 

freedom to express unorthodox opinions is clearly rec- 

ognized by European constitutions and is upheld by the 
constitutional courts when they are confronted with laws 

that curtail it. The doctrine of clear and present danger, 

however, has not been adopted by them. The Italian con- 

stitutional court requires, for the punishment of speech 
advocating the use of violence, that the speech create, 

in the circumstances, a “danger,” but it does not specify 
that the danger must be “immediate.” The West German 

constitutional court, judging on the basis of constitutional 
provisions that forbid speech directed at impairing the lib- 

eral-democratic foundations of the state and associations 
pursuing the same goal, dissolved in the 1950s a neo-Nazi 

and a Communist party without considering the element 
of actual “danger” relevant. Later it countenanced, on 

the same basis, laws excluding from public employment 
persons holding subversive beliefs. In the United States 
the law of libel concerning public figures actively protects 

free speech inasmuch as, under the doctrine of New York 
Times v. Sullivan (1964), plaintiffs cannot win unless they 

prove that the libeler acted with “special malice” (ie., 
knowingly asserted the false). No special malice is consti- 
tutionally required in Europe to find liability in cases of 
defamation of public figures. 
The U.S. Supreme Court found in Roe v. Wade that a 

woman is entitled by the Constitution to obtain an abor- 

tion freely, after consultation with a doctor in the first 
trimester of pregnancy and in an authorized clinic in the 
second trimester. No European constitutional court has 
gone that far in recognizing freedom of abortion as part 
of the woman’s right to privacy. The Italian court held in 

1975 that voluntary abortions cannot be punished if per- 
formed in view of saving the life and health, both physical 

and emotional, of the woman. The Austrian court (1974) 
and the French Constitutional Council (1975), without 
tackling the problem of a woman’s constitutional right to 
interrupt pregnancy, have validated statutes that provide 
in liberal terms for the possibility of voluntary abortions. 
The West German court, instead, quite alone in Europe, 
ruled in 1975 that the constitution, by declaring the life of 
persons inviolable, implicitly wants also the life of fetuses 

protected and that an adequate protection is afforded by 

the state only if voluntary abortion is made a crime by law. 
But the law of East Germany was much more permissive, 
and, a few years after the reunification of the two German 
states (1990), the Constitutional Court, while reaffirming 
that on principle the fetus must be protected, held that 
the protection must be achieved not by punishing but 
by counseling and other measures aimed at influencing a 
woman to decide freely to carry her pregnancy to term. 

The U.S. Supreme Court considers the teaching of reli- 
gion and even praying in public schools unconstitutional 
(Engel v. Vitale, 1962). Separation of church and state, 
although contemplated in principle also by European con- 
stitutions, is sometimes tempered by constitutional provi- 
sions making accords between church and state possible 
in matters of common interest. No European court has 
found that accords giving students the opportunity to 
attend religious courses in public schools violate the prin- 

ciple of religious freedom or the principle of the equality 
of all citizens before the law. 
In other areas of the law European constitutional courts 

have proved to be as ready as, and sometimes even more 

ready than, the U.S. court to afford protection of the 
rights of the individual. In the United States Mapp v. 

Ohio established that illegally obtained evidence cannot be 
produced at a trial to substantiate criminal charges against 

the defendant. This “exclusionary rule” is in force at least 
partially also on much of the European continent. The 
Italian constitutional court has stated that it is required 

on constitutional grounds. Miranda y. Arizona ruled that 
a confession made by an accused under arrest cannot be 

used as evidence unless the accused has been previously 

advised of his rights, among which is the right to consult 
with a lawyer. The Italian constitutional court has declared 

unconstitutional (1970) a law that excluded the suspect’s 

attorney at the interrogation by the investigatory authori- 
ties and at other proceedings intended to secure evidence 

against the suspect. 
Although as a rule courts in the United States can be 

asked to pass on the lawfulness of administrative action, 
the Supreme Court is still reluctant to establish as a mat- 
ter of constitutional due process that citizens are always 
entitled to sue in court in order to have administrative 
decisions set aside if contrary to ordinary substantive or 
procedural rules. The Italian and German constitutions 

explicitly state the principle without admitting of any ex- 
ception, and the courts of both countries carefully see to 
it that the principle is respected and that citizens are not 

deprived of their day in court even if the other party is 

the administration. 
While applying the principle of equality in cases of sex 

discrimination and discrimination against illegitimate chil- 
dren, European courts have often displayed an activism 

superior to that of the U.S. Supreme Court in the same 

areas. The West German court, for instance, ruled in the 
1970s that husband and wife must have the same rights 
within the family and that, in particular, parental power 

over the children belongs equally to both, the law not 

being permitted to prefer the husband’s will in case of 
divergences of opinions; and this has remained the legal 
principle in force also in unified Germany. The Italian 

court has in many respects reshaped family law in order 

to ensure the equal rights of the wife and of children born 
out of wedlock. It has also defended the right of women 
to a treatment equal to that of men in labour relations. 
Effective legislative protection against discrimination of 

non-European immigrant workers and their families is still 
deficient in EU countries, and by and large constitutional 
courts have said little in this area. But they have shown 

in general remarkable sensitivity when the problem affects 

local ethnic or linguistic minorities. The U.S. Supreme 
Court, after having declared segregation unconstitutional, 
found that programs of “affirmative action” meant to 
help minorities to rise from their lower position in society 
did not constitute “reverse discrimination” even if they 
included some privileges in the access to university educa- 

tion (University of California v. Bakke, 1978) and in the 
conservation of jobs. A ruling analogous to this has come 
from the Italian court with regard to the treatment of the 
German-speaking population of Alto Adige. The court in 
the 1970s validated laws that provided for reserved “quo- 
tas” in public employment and publicly financed housing 
with a view of preserving the integrity of that linguistic 
group in the region they had inhabited for centuries. 
It is true that thus far European courts have never openly 

defied the political powers of the state in the way the 

U.S. Supreme Court has sometimes done. But the greater 
prudence of European courts is not difficult to explain. 

It depends on many causes, prominent among which are 

the facts that their legitimation as independent and active 
agencies within the political system is recent and that the 
tradition of judicial review does not yet have in Europe 
the firm roots it possesses in the United States. 

TRANSNATIONAL JUDICIAL REVIEW 

Judicial review has also transcended the boundaries of the 
national state. All western European states except Finland 

have ratified a convention on civil and political rights, 
first signed in 1950. On the basis of the convention a 
commission was organized in Strasbourg, Fr., to which 
individuals can appeal against actions of a member state 

that violate rights protected by the convention. The com- 
mission and a member state can ultimately refer the issue 
to a court, the European Court of Human Rights, for a 
final decision. The court, besides granting a remedy in 

Right of 
action 

against the 
administra- 

tion 



the pending case, may find statutory and other national 
laws contrary to the provisions of the convention, and the 
state concerned is under an obligation to adapt its legal 
rules to the principles stated by the court. Great Britain 
too has accepted this special jurisdiction of the European 
Court of Human Rights; this means that in its political 
system possible legislative encroachments on individual 
rights can now be rebuked by a judicial agency, though 
not a national one. In countries having an internal system 
of judicial review the European protection is added to that 
provided by the national system. 
The decisions of the European Court of Human Rights 

are important because they may gradually work as a factor 
that will unify this branch of the law throughout Europe. 
Some national constitutional courts, notably the Austrian 

court, already pay particular attention to the jurispru- 
dence of the European court. So does the court of the 
European Community, which while not having to apply 
a community bill of rights (the Treaty of Rome contains 
none) must nevertheless take into account the problems 
of fundamental rights in developing the economic law 
issuing from the legislative organs of the EC. 
A convention on human rights similar to the European 

one was signed by several Latin-American states at San 
José, Costa Rica, in 1969. A court having jurisdiction over 
individual complaints began functioning in 1982. 
Thus the idea of the rights of the individual, after having 

contributed three centuries ago to the birth of the modern 
constitutional law of the national state, has now become 
the mainspring of another incipient, promising experience: 
judicial review with transnational dimensions. (G.B.) 
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the largest land areas of the Earth. Such structures 

are rendered unique by the tectonic mechanisms 
that generate them and by the climatically controlled de- 
nudational systems that modify them through time. The 
resulting topographic features tend to reflect both the tec- 
tonic and the denudational processes involved. The most 
dramatic expression of tectonism is mountainous topogra- 
phy, which is either generated along continental margins 
by collisions between the slablike plates that make up the 
Earth’s lithosphere or formed somewhat farther inland by 
rifting and faulting. Far more subtle tectonic expressions 
are manifested by the vast continental regions of limited 
relief and elevation affected by gentle uplift, subsidence, 
tilting, and warping. The denudational processes act upon 
the tectonic “stage set” and are able to modify its fea- 
tures in a degree that reflects which forces are dominant 
through time. Volcanism as a syn-tectonic phenomenon 
may modify any landscape by fissure-erupted flood basalts 
capable of creating regional lava plateaus or by vent erup- 
tions that yield individual volcanoes. 
The denudational processes, which involve rock weath- 

ering and both erosion and deposition of rock debris, 
are governed in character by climate, whose variations 
of heat and moisture create vegetated, desert, or glacial 
expressions. Most regions have been exposed to repeated 
changes in climate rather than to a single enduring condi- 
tion. Climates can change very slowly through continental 
drift and much more rapidly through variations in such 
factors as solar radiation. 
In most instances, a combination of the foregoing factors 

is responsible for any given landscape. In a few cases, tec- 
tonism, some special combination of denudational effects, 

or volcanism may control the entire landform suite. Where 
tectonism exists in the form of orogenic uplift, the high- 
elevation topography depends on the nature of denuda- 
tion. In humid or glacial environments whose geomorphic 

CC times landforms are the surface features of 
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agencies can exploit lithologic variations, the rocks are 
etched into mountainous relief like that of the Alps or the 
southern Andes. In arid orogenic settings, the effects of 
aggradation and planation often result in alluviated inter- 
montane basins that merge with high plateaus interrupted 
or bordered by mountains such as the central Andes or 
those of Tibet and Colorado in the western United States. 
In continental regions where mountainous uplifts are 

lacking, denudational processes operate on rocks that are 

only slightly deformed—if they are sedimentary—and only 
moderately elevated. This produces broad basins, ramps, 
swells, and plains. These are most thoroughly dissected 
in rain-and-river environments (sometimes attaining local 
mountainous relief on uplifts). Elsewhere, they may be 
broadly alluviated and pedimented where mainly arid, or 
widely scoured and aggraded where glacial. 
Minor denudational landforms are superimposed on the 

major features already noted. Where aridity has dom- 
inated, they include pediments, pans, dune complexes, 
dry washes, alluvial veneers, bajadas, and fans. Ridge- 
ravine topography and integrated drainage networks with 
associated thick soils occur where humid conditions have 
prevailed. Combinations of these features are widespread 
wherever arid and humid conditions have alternated, and 

either category may merge laterally with the complex suite 
of erosional and depositional landforms generated by con- 
tinental glaciers at higher latitudes. 
This article deals with the major continental landform 

categories of each type. It describes the main topographic 
expressions, probable modes of origin, and distribution 
with respect to continental configurations. In addition, it 
reviews the significant theories of landform genesis devel- 
oped during roughly the past two centuries. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, sections 212, 231, and 232. 
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THEORIES OF LANDFORM EVOLUTION 

General observations 

BASIC CONCEPTS AND CONSIDERATIONS 

Landform evolution is an expression that implies pro- 
gressive changes in topography from an initial designated 
morphology toward or to some altered form. The changes 
can only occur in response to energy available to do work 
within the geomorphic system in question, and it neces- 
sarily follows that the evolution will cease when the energy 
is consumed or can no longer be effectively utilized to 
induce further change. The latter steady state, or dynamic 
equilibrium, situation will then continue with little topo- 
graphic change until the prevailing conditions cease or are 
disrupted, so that a new evolutionary sequence can begin. 
The English poet Alfred, Lord Tennyson once wrote: 

The hills are shadows, and they flow 
From form to form, and nothing stands; 
They melt like mist, the solid lands, 

Like clouds they shape themselves and go, 

Tennyson’s verse speaks well of the geomorphic necessities 
of time and landform change. Even the ancients were well 
aware of the ongoing effects of gravity, and it has long been 
realized that, given time and in the absence of opposing 
forces, gravity would pull the Earth’s surface roughness 
down to form a featureless subaqueous spheroid. Such an 
evolution would be simplicity in the extreme and may in 
fact foretell the eventual destiny of terrestrial landforms 
when internal processes that generate relief cease to oper- 
ate some billions of years hence in response to growing 
entropy in the system. 
Even now in regions where the uplifting and relief-creat- 

ing mechanisms have been inoperative for several hun- 
dreds of millions of years, the lands have been reduced by 

denudation to low and often nearly featureless plains. Yet, 
it is clear that any modern theory of landform evolution 
must take into account the possibility of a periodic re- 
generation of continental elevations, particularly of large- 
scale relief features. For without such regeneration, there 

would be no continents or mountains even today, given 
their present rates of erosional destruction. 
The history of landscape evolution theory is one of 

adapting concepts to new evidence of increasing complex- 
ity. This situation is quite apparent in the way thinkers 
and scientists have dealt with the processes within the 
Earth that oppose gravity and re-create land elevation and 
roughness. The existence of such processes was implicit in 
the writings of Xenophanes of Colophon (c. 570-c. 478 
BC), Herodotus (c. 484-420? Bc), and Leonardo da Vinci 
(AD 1452-1519). The culmination of ideas of continental 
renewal and relief genesis is found in the isostatic theory 
formulated by John Henry Pratt and George Biddel Airy 
of England during the mid-1800s and in the concepts of 
plate tectonics put forth by Harry H. Hess and Robert S. 
Dietz of the United States during the early 1960s. Periodic 
resurrection of the surface roughness of the Earth is an 
event that geologists continually plot, widely accept, and 
increasingly understand. 
Over the years there have been many other ideas that 

have posed complications for geomorphic theory. Notable 
among these were notions of continental submergence by 
seas (proposed by Georges-Louis Leclerc, comte de Buf- 

fon, about 1750), which had implications of relative sea- 
level changes and sedimentary leveling of submersed areas. 
Theoretical matters were complicated further by sugges- 

tions during the 19th century that iceberg rafting of gravel 
during Noah’s Flood accounted for glacial “drift.” Since 
that time, the Noachian Deluge has lost much of its geo- 
morphic appeal. Yet, sedimentary deposits laid down in 
ancient inland seas are widely acknowledged to account 
for much continental bedrock, and they underlie and cre- 
ate vast structural plains in areas such as Australia. 
The geomorphic implications of volcanism were already 

widely appreciated in the 1700s, though they were not well 
integrated into modern tectonic mechanisms until 1961. 
Climate, however, is another story. Glacial theory was 

introduced during the early 1800s and was seen by many 

to have climatic and geomorphic implications. Nonethe- 
less, the most popular theory of landform evolution of 

the past century, that proposed by the American geologist 
and geographer William Morris Davis (c. 1899), relegated 
continental glaciation to accidental status and gave no 
real consideration to the geomorphic effects of non-glacial 
climates. Until about 1950 this Davisian view held sway 
in geomorphology. Since then, research has shown be- 
yond question that a variety of climatic effects can have 
a profound influence on landscape, that climates change 
(often with great frequency and intensity), and that virtu- 
ally none of these events can be termed accidental. 

CONSTRAINTS ON MODERN LANDFORM THEORY 

Rather than merely trace the hit-or-miss development of 
geomorphic ideas from their beginnings roughly two cen- 
turies ago, it seems preferable to cite here those conditions 
firmly determined by intensive research that must serve as 
constraints for any modern theory of landform evolution. 
A brief mention of the postulates of earlier theorists will 

then show immediately what they accomplished, ignored, 
failed to consider, or were ignorant of. In sum, a modern 
theory of landform evolution must contend with the fol- 
lowing well-established factors: 

(1) Continents consist of a craton of crystalline rocks 
1,000,000,000 to 3,000,000,000 or more years old, have 
been periodically submerged by epicontinental seas, and 
are in most cases locally covered with veneers of nearly 
flat-lying sedimentary rocks. 

(2) Where orogenic events were involved less than 
500,000,000 years ago, mountainous elevations and relief 

containing deformed rocks exist on continents. 
(3) Lowering of the land by denudational processes is 

accompanied by essentially continuous isostatic adjust- 
ment by load-compensating uplift. 

(4) Mountainous relief of the continent-to-continent 
collision type (e.g., the Appalachian Mountains of eastern 
North America) can eventually be eliminated by erosion, 
whereas trench-type mountains (e.g., the Andes of western 
South America) probably cannot as long as the associated 
trench subduction system endures. 

(5) Climates on lands vary through time in response to 
lateral continental drift of 0-12 centimetres (0-5 inches) 
per year. North America, for example, is moving north- 
west at a rate of about three centimetres per year. On 
the other hand, Antarctica is hardly moving and has been 
in a polar position undergoing glaciation for about 30,- 
000,000 years. 

(6) Over most lands, climates also vary with atmo- 
spheric, oceanic, and solar factors in cycles lasting thou- 
sands of years (the Milankovitch solar radiation cycle, for 
example, has a duration of + 25,800 years). 

(7) In select hydrographically favoured sites on time 
scales not influenced by continental drift (e.g., Antarctica), 
climates on continents or portions thereof can remain 
essentially constant for periods of millions of years. 

(8) Since geomorphic processes under arid, humid, 
glacial, and possibly other climate conditions can induce 
particular landforms, areas subject to periodic climate 
change often show polygenetic landform associations. 

(9) Landforms exposed for millions of years to a con- 
stant environment may display a climax (steady-state) 
landform association that is essentially timeless and in 
which landform evolution through denudation is reduced 
to mere negative allotropic growth. 

(10) Since volcanism is seemingly localized in accor- 
dance with mobile heat-dispersal patterns within the Earth, 
eruptive effects may be imposed on any surficial geomor- 
phic system at any stage of development. 

(11) Similarly, mobile tectonic patterns involving rock 
deformation may be brought to bear on any surficial 
geomorphic system, with resulting relief, elevation, and 
topographic changes. 

(12) Impacts on planetary surfaces by falling meteoroids, 
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asteroids, and cometary bodies are periodic but are capa- 
ble of generating landforms of mountainous proportions. 
Such impacts are apparently diminishing in frequency and 

scale with time. 
(13) Surficial geomorphic agents of denudation respon- 

sible for many, if not most, landforms include mass wast- 
ing, running water, glacial ice, and wind. They are not all 
of equal significance in every climatic setting, however. 

(14) The geomorphic agents respond to various climates, 
changing in character and effect. They also respond in 
some degree to altered conditions of elevation and relief. 

(15) The behaviour of denudational agencies and re- 
lated geomorphic processes is neither constant nor linear 
in nature. Rates vary from long-term, imperceptible, and 
gradual to brief, rapid, and catastrophic. 

(16) Changes produced by geomorphic agents vary in 
magnitude but not directly with time—i.e., the same 
change involving the same energy expenditure may be 
either slow or fast. (Studies of river systems, for example, 
suggest that greater changes in channel morphology occur 
during brief infrequent floods than during protracted low- 
flow periods.) 

(17) Perturbations in geomorphic processes or environ- 
ments cause accelerated changes in most landform config- 
urations, soils, and deposits, which eventually slow down 
as new equilibrium forms develop. 

(18) A given landform or deposit is only stable in asso- 
ciation with its formative process and environment, and 
in any subsequent alternative setting it begins to change 
toward a new equilibrium morphology. 

(19) In a denudational setting, slope as an influence 

Over process rate may be subordinated to such factors 
as runoff volume, soil-moisture content, bedrock coher- 

ence, ground-cover type, channel roughness, channel cross 
section, weathering type, sediment calibre, and sediment 
quantity. 

(20) When climate in a region changes, elimination 

of relict landforms and deposits causes a disequilibrium 
phase, which is followed by a dynamic equilibrium phase 
as new geomorphic equilibria are established. The disequi- 
librium phase may range from a few score or hundred 
years for certain organic responses to many thousands of 
years for soil, hillslope, or drainage adjustments. 

(21) Certain landforms can only develop when a partic- 
ular climatic sequence ensues. For example, major marine 
deltas form on rivers that drain newly humid regions 
following glaciation or aridity; streams from regions that 
have long been humid have no deltas. 

(22) Some landforms or deposits, once formed, strongly 
resist subsequent changes regardless of climatic history— 
e.g., entrenched meanders such as those that exist in parts 
of the Appalachians, chert felsenmeers (accumulations of 
rock blocks) like those in the southern Ozark region of 
the United States, and duricrusts of the type commonly 
found in Australia. 

(23) No such thing as an “average” terrestrial climate 
seems to exist, and certainly a climatic “norm” for one 
continental configuration would differ from that for an- 
other—e.g., the supercontinent Pangaea of pre-Cretaceous 
times (more than 136,000,000 years ago) differed climati- 
cally from its subsequent fragments for both the Cretaceous 
(136,000,000 to 65,000,000 years ago) and the present. 

(24) Sea level has been found wanting as a stable lim- 

iting datum for erosional processes or as an influence on 
stream behaviour. Glacioeustatic fluctuations on the order 
of 130-150 metres appear to have been commonplace 
during the continental glacial sequences of the Carbonif- 
erous (345,000,000 to 286,000,000 years ago), Pleistocene 
(2,000,000 to 10,000 years ago), and at other times, and 
periodic dessication of restricted ocean basins has occa- 
sionally permitted major rivers to deepen their courses 
thousands of metres below mean sea level. 

(25) The Earth and the solar system as a whole are 
at least 4,500,000,000 years old. This is long enough for 
some geomorphic phenomena to occur several times but 
probably not long enough for others to happen even once. 
Certainly it is doubtful if more than nine collision-type 
mountain systems can have been eroded away in one spot, 
even if it were possible for them to form there. 

Historical survey 

Some of the more significant landform theories of the 
past 200 years or so are considered here, with particular 
attention to the degree to which they reflect the list of geo- 
morphic constraints cited above. It should be noted that 
most early theorists operated within the chronological lim- 
itations imposed by theologians. During the 17th century, 
for example, Archbishop James Ussher of Ireland added 
up the ages of men cited in the Old Testament of the Bible 
and concluded that the creation had occurred in 4004 Bc. 
John Lightfoot, an English divine and Hebraist, was so 
stimulated by this revelation that he additionally observed 
that the exact time was October 26 at 9:00 AM! This meant 
that all of the Earth’s surface features had to have been 
formed in less than 6,000 years. Given this time frame, 
geomorphologists could explain the genesis of landforms 
in only one way—on the basis of catastrophic events. Ev- 
erything had to occur quickly and therefore violently. 

LANDFORM THEORIES OF THE 18TH AND 19TH CENTURIES 

Catastrophism. During the late 18th and early 19th 
century, the leading proponent of this view was the 
German minerologist Abraham Gottlob Werner. Accord- 
ing to Werner, all of the Earth’s rocks were formed by 

rapid chemical precipitation from a “world ocean,” which 
he then summarily disposed of in catastrophic fashion. 
Though not directed toward the genesis of landforms 
in any coherent fashion, his catastrophic philosophy of 
changes of the Earth had two major consequences of 
geomorphic significance. First, it indirectly led to the for- 
mulation of an opposing, less extreme view by the Scottish 
scientist James Hutton in 1785. Second, it was in some 
measure correct: catastrophes do occur on the Earth and 

they do change its landforms. Asteroid impacts, Krakatoa- 
type volcanic explosions, hurricanes, floods, and tectonic 

erosion of mountain systems all occur, may be catastroph- 
ic, and can create and destroy landforms. Yet, not all 
change is catastrophic. 
Uniformitarianism. The Huttonian proposal that the 

Earth has largely achieved its present form through the 
past occurrence of processes still in operation has come 
to be known as the doctrine of urmiformitarianism. This 
is a geologic rather than a simply geomorphic doctrine. It 
is, however, more nearly aimed at actual surficial changes 
that pertain to landforms than were Werner’s notions. 
The idea championed by Hutton formed the basis of 
what is now often referred to as process geomorphology. 
In this area of study, research emphasis is placed on 

observing what can be accomplished by a contemporary 
geologic agency such as running water. Later, the role of 
moving ice, gravity, and wind in the molding of valleys 
and hillslopes came to be appreciated by study of these 
phenomena. Uniformitarianism also became the working 
principle for a growing number of geologic historians, 
notably William Smith and Sir Charles Lyell, in the 19th 
century. This was necessary as Lyell argued increasingly 
that geologic change was incremental and gradual. He 
needed a longer time scale if this approach was to work, 
and geologic historians were finding it for him. 
Gradualism. Lyell’s concept of gradualism and accom- 

panying process observation on an expanded time scale 
resulted in firmly establishing the fact that much could be 
accomplished by small forces working constantly for long 
periods. That conclusion is consistent even with present- 
day thought. Lyell’s almost total rejection of any geologic 
process that was abrupt and suggestive of catastrophe, 
however, was in itself an extreme posture. Research has 
shown that both gradual and rapid changes occur. 
In the philosophical climate established by Hutton’s uni- 

formitarianism and Lyell’s gradualism, geomorphologists 
of the 19th century realized many impressive accomplish- 
ments. Most notable among these were the studies of 
glacial phenomena in Europe by Johann von Charpentier 
and Louis Agassiz and the investigations of regional de- 
nudation in the American West by Grove K. Gilbert and 
Clarence E. Dutton, which emphasized the work of run- 

ning water. The findings pertaining to glaciers still stand 
for the most part, and Gilbert’s hydraulic studies laid the 
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groundwork for modern ideas. Yet, neither he nor Dutton 
made comprehensive theoretical proposals of terrestrial 
morphogenesis of a scope that could match those of the 
aforementioned W.M. Davis. 

DAVIS’ EROSION CYCLE THEORY AND RELATED CONCEPTS 
The geographic cycle. Beginning in 1899, Davis pro- 

posed that denudation of the land occurs in what he called 
“the geographical cycle.” According to Davis, this cycle is 
initiated by an uplift of an area above sea level, followed by 
a wearing down of the surface through the action of run- 
ning water and gravity until either the region is worn away 
(base leveled) or the events are interrupted by renewed 
uplift (Figure 1). It was further explained that such a cycle 
of erosion occurs under conditions of a rain-and-rivers 
environment (what present-day investigators would call a 
humid climate), which were assumed to reflect the normal 
climate for the Earth. The fact that Davis dismissed glacial 
phenomena as accidents of climate and viewed climatic 
areas as geographically fixed afforded his theory more lat- 
itude. Furthermore, Davis proposed the idea of a separate 
arid geographical cycle in 1905. In all cases, erosive power 
was presumed to be controlled primarily by slope; hence, 

the cyclic system was slowed down as the land was leveled 
and relief and elevation were diminished. The end point 
of a low-inclination landform was termed a peneplain, 
and it was said to be locally surmounted by erosionally 
resistant highs called monadnocks. The peneplain as a 
whole was presumed to be graded to regional base level 
(in all likelihood mean sea level) by denudational agencies 
(e.g., running water), which were supposedly controlled 
by this datum. 
The provisions of Davis’ erosion cycle run counter to at 

least half of the 25 constraints on theories of landform evo- 
lution listed above. The Davisian erosion cycle theory is 
hurt by three factors in particular: (1) the presently under- 
stood need for continuous isostatic uplift during erosion, 

(2) the climatic variability displayed by most lands, and 
(3) the hydraulic behaviour of rivers noted by Gilbert that 
precludes valley alluviation under normal humid condi- 
tions and limits base-level influences over interior slopes. 
The notion of an erosion cycle initiated by uplift is still 

possible within known constraints. Such a cycle is only 
possible under one particular climatic umbrella, however, 
and under much more limited geographic and hydro- 
graphic circumstances than Davis had assumed. Moreover, 
the morphological sets of landforms selected by Davis as 
chronological “mile posts” for his cycle of landform change 
(i.e., stages of development) have been found to constitute 
special, generally polygenetic arrays of landscape features 
that reflect the interplay of several environments and that 
have little or no sequential time significance. 
Davisian dynamic equilibrium. Davis’ contribution to 

the theory of landform evolution also includes the idea 
of process interruption as a means of accelerating change 
(rejuvenation) and the notion of process slowing in a 
late stage of process evolution as energy is consumed. 
The latter idea comes close to the present-day description 
of dynamic equilibrium, or attainment of a steady-state 
(climax) environment and parallels modern thinking on 
entropy relationships. 
Davis proposed his scheme of landscape development 

stages close on the heels of Charles Darwin’s theory of or- 
ganic evolution, and his designations “youth,” “maturity,” 
and “old age” (Figure |) are blatantly anthropomorphic. 
Thus, it is quite understandable why they had, at the turn 
of the century, such appeal and acceptance in spite of their 
actual lack of chronological significance. Their continued 
use is less comprehensible. 
The geomorphic concepts of Penck and King. The theo- 

retical groundwork laid by Davis for geomorphic evolution 
was further developed in a rather special fashion in 1924 
by Walther Penck of Germany, and subsequently (1953) 
championed with variations by Lester C. King of South 
Africa. Both retained some Davisian devices—peneplain, 
graded stream, and base-level control of erosion surfaces 
in Penck’s case and the latter two in King’s. Each thought 
that tectonic uplift punctuated the erosion cycle by ini- 
tiating renewed stream incision, and each utilized the 
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V-shaped valleys, few or no floodplains, extensive interfluves 

many falls and rapids plus some lakes and swamps; incising watercourse 

Maturity 

well-drained terrain, all in slopes except floodplains 

trunk and some tributary streams meander; maximum relief 

D 

broad, open valleys with widely meandering streams, indistinct divides. 

erosion remnants of resistant lithologies, surface near erosional base leve' 

Figure 1: Davis’ proposed landscape development states. 
The morphology shown is not actually time indicative. For 
example, (A) could be a gully system in soft sediment or 
a canyon such as the Royal Gorge in Colorado, which is 
millions of years old. The ridge-ravine topography of (B) 
would normally develop under humid conditions, but the 
river meandering on alluvium indicates a prior or extraneous 
non-humid aggrading mechanism. The riverine plain of (C) 
implies a complex history of planation and aggradation in a 
current fluvial mode. 

Adapted from H.F. Garner, The Origin of Landscapes (1974); Oxford University Press, Inc 

concept of parallel retreat of fluvial-structural escarpments 
to generate plains. King designated the planation pro- 
cess pedimentation, and his end point “pediplains” were 
surmounted by inselbergs (isolated hills standing above 
plains, the name being derived from the German term 
for “island mountains”) rather than monadnocks. Because The 
the resulting stair-stepped landscapes (7reppen, the Ger- Treppen 
man word for “steps”) of scarps and flats (Figure 2) were concept 
presumed to reflect tectonics and to be correlatable, the 
term Tectonic Geomorphic School has been applied to 
its advocates. 

From H.F. Garner, The Origin of Landscapes (1974); Oxford University Press, Inc 

inselberg 

> scarp retreat 

Figure 2: Cross section of an area undergoing erosion by 
escarpment retreat under Penck's Treppen mechanism (see 

text). Regional base level (+ mean sea level) was presumed to 
provide a limiting downward erosional datum following each 
episode of uplift marked by stream incision and escarpment 

development. 
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The notion of geomorphologists that denudational land- 
forms reflecting tectonic pulses were sufficiently synchro- 
nized on a global basis to be correlatable has suffered 
much from the development of the plate tectonics theory 
(see PLATE TECTONICS). The separate notion that hill- 

slopes, once developed, retreated laterally to produce a 
low-inclination surface worthy of a special name (pedi- 
ment-—pediplain) has found more support. 
In retrospect, Penck’s Treppen concept seems to suffer 

much of the same theoretical damage as Davis’ geograph- 
ical cycle, but it is generally less ingenious. Like Davis, 
Penck and King made no dynamic use of climatic in- 
fluences, and in fact the latter went so far as to claim 
that climate makes no difference. And like Davis, neither 
King nor Penck acknowledged the isostatic implications 
for erosion established nearly a century earlier. King sug- 
gested that sheetfloods “mold” the surfaces of pediments 
and depicted sparsely vegetated regions where this might 
be possible under the label semiarid. More recent work 
suggests that sheetfloods may be a product, rather than 
a cause, of the “flat” terrain on which they occur. The 
so-called molding would appear to be the result of desert 
stream-flood processes operating to local base levels in the 
absence of appreciable plant cover, as will be discussed 
below. 

There is an implied landform “chronology” for a geo- 
morphic system tied to intermittent uplift, as suggested by 
Penck and King, though dating such events is not readi- 
ly accomplished. Furthermore, King tied his planation 
method to a regional sea-level erosional datum that the 
aforementioned constraints throw into question. Perhaps 
the principal contribution of the Penck—King theoretical 
ensemble has to do with the concept of lateral escarpment 
retreat, as opposed to the wearing down of lands favoured 
by Davis. There are in fact landforms that are widely 
acknowledged to be pediments, They are planar in form, 
truncate a wide variety of bedrock types, and can most 
readily be explained by scarp retreat under non-vegetated 

conditions. Debate continues about how much or how 
little moisture best encourages this process. Yet, at least 
the general nature of the mechanism seems to have been 
identified (largely by detailed studies in the area of process 
geomorphology) and the hydraulic constraints established 
by Gilbert and others seem to be satisfied. 
In essence, it has been found that runoff deposits sed- 

iment in deserts where its excess transport energy is 
dissipated by volume loss caused by infiltration and evap- 
oration. Runoff upslope from the depositional base level 
established by the long-term locus of deposition cannot 
erode below the resulting deposit (Figure 3). Such over- 
land flow must expend its energy against non-vegetated 
hillslopes, resulting in their backwearing. 
The pedimentation phenomenon must rank as one of the 

more astute geomorphic insights, regardless of the fact that 
the hydraulic and sedimentologic details involved were not 
established until later. Today, this form of land planation 
in association with alluvial aggradation in deserts, stream 
incision that establishes regional drainage networks and 
augments relief under humid conditions as described by 
Davis, and glacial scour and deposition as elucidated by 
Charpentier, Agassiz, and others stand as the three most 
widely established morphogenetic systems on Earth. 

CLIMATIC MORPHOGENESIS 

Morphogenetic area. Notions that climate plays a ma- 
jor dynamic role in landform evolution only began to 
emerge about the mid-1900s. At that time the French, 
particularly Jean Tricart, André Cailleux, and Louis C., 
Peltier, began to employ the concept of a morphogenetic 
area—a region in which a particular set of landforms is 
being generated under a particular climate. Only slowly, 
however, and mainly from studies in the tropics did it 
come to be appreciated how extreme the regional climate 
shifts between arid and humid have been on the different 
continents. Davis long ago understood how distinctive the 
geomorphic mechanisms of humid and arid lands were. It 
was, however, the new evidence of wide geographic mo- 
bility for such environments that forced the recognition of 
the morphogenetic, or geomorphic, system. Such a system 

Figure 3: Three-phase block diagram of pedimentation of 
an upland in a desert. The process of “scarp” retreat and 
planation is accomplished by sheet wash on non-vegetated 
surfaces, but it cannot begin until a local base level of 
erosion—-deposition is established. Streams dissecting the 
upland cannot cut below the level created where deposition 
of alluvium begins as runoff dissipates. The long-term 
locus of that deposition established the datum for lateral 
stream-bank and valley-wall recession at higher elevations. 
Representative phenomena are designated by letters: alluvial 
fans (f), marginal pedimentation of horst (Pe), possible playa 
lake development (P,), pediplain (PP), inselbergs (I), and 
aggradation plain (AP). 

From H.F. Garner, The Origin of Landscapes (1974); Oxford University Press, Inc 

is defined as a group of agencies and processes interacting 
under a particular environment to “produce a landscape, 
Because morphogenetic areas and their systems can dis- 
place each other, it follows that they would leave behind 
relict landforms, soils, deposits, organisms, and so forth. 
The discovery of widespread climatic dynamism and 

the correlative recognition of plate-tectonic phenomena 
created a whole new theoretical situation for geomorphol- 
ogists. Not a single theory of regional landform devel- 
opment existing in 1950 accounted for the constraints 
imposed by the new climatic and tectonic findings in any 
significant way. 
Interactions between geomorphic systems. Climates 

change and periodically impose one of the foregoing geo- 
morphic systems on the relicts left by one of the others. 
In addition, areas of each climatic type export matter to 
adjacent morphogenetic areas and thereby modify the re- 
sulting landforms. For example, deserts export dust by eo- 
lian means, and the resulting deposits modify soil profiles 
in downwind regions, as in the eastern United States, or 
create actual depositional landforms of loess, as in Shansi 
Province of China on the lee of the Ordos Desert. River 
systems arising in humid lands develop their drainage 
networks therein and then may encroach on downslope 
deserts to create alluvial riverine plains where their flow 
will not maintain their sediment transport to some distant 
ocean. Alternatively, rivers form deltas following climate 
change when their sediment loads and flow are suffi- 
cient and the débouché (point of emergence) is protected. 
Glaciers produce their changes on ice-covered realms and 
then export their outwash deposits into whatever environ- 
ment is downslope. 

TECTONIC GEOMORPHOLOGY 

In addition to the usual climatic imprints, orogenic tec- 
tonism (including volcanism) adds its obvious dimensions 
of elevation and slope to any surficial environment it en- 
counters. It is now clear that orogenic realms in their early 

Tectonic 
geomor- 
phic 
systems 



phases create gravitational opportunities for Earth sculp- 
ture that hardly exist elsewhere. The usual mechanisms for 
concomitantly gradualistic denudation by ice, wind, and 
running water are set aside in orogenic belts by relatively 
rapid uplifts of material ranging from nearly unconsoli- 
dated sediment to semicoherent but intensely deformed 
masses of metamorphic and igneous rocks. Under these 
conditions, masses of rock measured in thousands of cubic 

kilometres are torn loose by gravity and fall and/or slide, 
often moving hundreds of kilometres in a “geologic in- 
stant” to a lower resting place (in some cases lubricated by 

subaqueous avenues). The term catastrophic seems most 
appropriate for an occurrence of this type (see Figure 4C). 
Sculpturing of the Earth is thus seen as more than the 

mere gradual removal of weathered debris by mechanisms 

Adapted from Gardner and Scoging (eds.), “Tectonic Denudation and Climatic Morphogenesis 
in the Andes Mountains of Ecuador,"’ Mega-geomorphology (1983); Clarendon Press, Oxford 
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Figure 4: Diagrammatic east-west cross section of the 
Ecuadorian region in (A) Late Cretaceous, (B) Paleocene, 
(C) early Eocene, and (D) Oligocene. The Azucar allochthon 
reflects tectonic erosion of the rising Andes Mountains. In the 
early Eocene, about 15,000 to 20,000 cubic kilometres of rock 
slid at least 250 kilometres in a very brief period of time. 
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under the control of climatic regimes. The Kamchatka 
Peninsula in the far eastern part of the Soviet Union is said 
to have more than 100 active volcanoes. Not surprisingly 
its terrain is dominated by volcanic landforms. The Afar 
Triangle at the foot of the Red Sea is shaped by newly 
formed faults that cut unweathered basaltic lava flows on 
a newly emergent seafloor in an almost totally tectonic 
landscape. In the Appalachians, south of the glaciated 
knobs, an ancient mountain system sheathed by thick 
saprolitic soils on its upper slopes exhibits ridge-ravine 
topography and may have been in a humid climatic nu- 
cleus for 100,000,000 years. Yet, the same region retains 
water gaps and entrenched meanders that echo drainage 
patterns established long ago, probably on alluvial cover 
masses of Early Mesozoic age (roughly 225,000,000 years 
old) following an arid-to-humid climate change at the end 

of the Jurassic Period (about 186,000,000 years ago). In 

the same area, tropical soils and ridge-top lateritic deposits 
of Georgia and Alabama reflect weathering conditions es- 
tablished 150,000,000 years ago when southeastern North 
America was still in the tropics before recent northwesterly 
continental drift. 

CONSIDERATION OF UNIQUE LANDFORMS AND OTHER 

DISTINCTIVE TOPOGRAPHIC FEATURES 

There are, of course, instances where special types of 
bedrock combine with particular weathering and erosion 
regimes to produce unique landforms and landscapes. Best 
known perhaps are the solutional effects expressed as karst 
topography. This is most pronounced in limestone terrain, 
such as that in Kentucky in the southeastern United States 
and the Karst plateau in Yugoslavia, as well as those in 
parts of northeast China and on islands like Puerto Rico 
and Jamaica. In tropical realms where silica is more sol- 
uble, similar landforms may develop on other varieties of 
sedimentary rock or on igneous or metamorphic types, as, 
for example, quartzite in the isolated plateau remnants of 
the Venezuelan Guiana Shield. The humid climatic con- 
ditions that promote solution production and dripstone 
formation are readily apparent in such tropical areas. 
Granitic terrain in several parts of the world also gives 

rise to a distinctive array of landforms that include domed 
erosion residuals, often in patterns closely tied to joint 
spacing in bedrock as noted by the Australian geomorphol- 
ogist C.R. Twidale. In regions where alternating humid 
and arid climates or human activity have led to erosional 
stripping of weathered zones, mammoth boulder piles of 
exhumed core stones exist. Such features are especially 
notable on the island of Hong Kong, in southern Brazil, 
in parts of India and Australia, and in the St. Francois 
Mountain region of Missouri in the United States. 

Theoretical overview 

The complexities of terrestrial surface change demand a 
theoretical overview that is both flexible and multifaceted. 
Oversimplified, sweeping landscape generalizations that 
apply to the whole Earth such as the postulates of Davis 
and King can hardly be employed when dealing with a 
planet where virtually every geomorphic element consti- 
tutes a potential interruption or complication to every 
other system. Nevertheless, there do seem to be certain 
kinds of activity that are repeated sporadically in both 
tectonic and climatic realms. These repetitions encourage 
the re-creation of particular suites of landforms and could 
be taken to imply a certain rationality to events. How- 
ever, they probably are no more rational than eddies in a 
river that—in a parody of Murphy’s Law—develop only 
where possible. 
Matters of geographic and chronological scale also en- 

ter into the question of what is indeed geomorphically 
possible and repeatable. The interplay between density 
variations in matter and gravity dictates that the Earth’s 
core (once formed) must remain firmly fixed, and so too 
must the lighter substances that make up the lithosphere. 
Concentration of the least dense solids in the continents is 
involved in a complex process now associated with plate 
tectonics, and it is at this level that a discussion of land- 
form evolution must begin. 
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Although the designers of the plate tectonics theoretical 
framework did not single out continents as landforms of a 
special kind, such is one of the basic consequences of that 
theoretical construct. Continents are first-order landforms, 
and there seemingly will be only one cycle of continental 
denudation in the history of the Earth. It began with 
the earliest concentration of continental lithosphere at the 
surface. And it presumably will end, as suggested above, 
when the last endogenic forces (i.e, those within the 
Earth) expire and gravity and entropy have their way as 
the internal systems of the planet run down. The details 
(in the context of the 8,000,000,000- to 10,000,000,000- 
year span of this cycle) hardly matter, since the results 
are inevitable—unless, of course, the Sun becomes a nova 
and disrupts things. 

Second-order features on continents consist primarily 
of mountains and the relatively low-elevation areas that 
come into existence as the mountains rise. In the context 
of continental landforms, mountains and the geomorphic 
systems that act upon them are unique in that the uplift 
creates an excess of potential energy, one far above that 
of the remaining land area. Landform evolution in moun- 
tains is necessarily skewed by this special kind of excess 
energy. Davis seemed to sense this in his theorizing, but 
he did not understand the limits on slope as a denuda- 
tional influence and the variety of climatic and tectonic 
factors at work. 

OROGENIC AND EPEIROGENIC MORPHOGENESIS 

Orogenic geomorphic systems. Such mountain-building 
systems evolve in the special contexts of type, setting, and 
style. The principal orogenic varieties recognized are (1) 
mountains of continent-continent collision type formed by 
lithospheric plate interaction along continental margins, 
(2) mountains of the collision type associated with oceanic 
trenches (sometimes developed along a single continen- 
tal margin) with an adjacent plate-tectonic subduction 
system (see below), and (3) rift-type mountains extend- 
ing into continental interiors where transcurrent faults 
shear cratons and deform associated sediment veneers or 
where spreading zones develop to create fault-block (horst- 
graben) mountainous terrain. Geologic time is sufficient 
for several orogenic events of each type to have occurred, 
and different rules apply to the geomorphic evolution of 
any given type. 

Mountains of the continent-continent collision type have 
special attributes that direct their geomorphic evolution. 
These distinctive characteristics are the following: 

(1) The collision creating the mountains incorporates 
a finite volume of rock that is not augmented following 
the collision. 

(2) The orogenic rock mass is subject to isostatic uplift 
during denudation; in general, sedimentary rock types are 
exposed first, followed by crystalline varieties. 

(3) The collision that initiates such orogenesis ulti- 
mately adds rock to the adjacent craton, and in thickening 
the adjacent crust often initiates nearby cratonic tilting 
and/or uplift. 

(4) Because such mountains develop between continents 
and are thus elevated in the midst of a consequent mega- 
continent (Pangaea in the case of the Appalachians), they 
are far from oceanic evaporation sources and therefore 
often undergo initial denudation under arid geomorphic 
systems in the manner of the present mountains of central 
Asia. 

(5) As the climatic setting of such mountains is largely 
established tectonically, it may endure in the same climate 
for scores of millions of years and, as noted in 1901 by the 
American geomorphologist Douglas W. Johnson, a desert 
mountain range tends to bury itself in its own waste. 

(6) Re-exposure of such mountains to nearby precipita- 
tion sources by plate adjustments may result in dramatic 
climate changes from arid to humid, so that perennial 
fluvial erosion is widely initiated on a relict and, alluvial 
cover mass with resulting transverse drainage by superim- 
position—one can compare the Appalachian Mountains 
of North America and the Zagros Mountains of Iran, as 
described by the American geomorphologist Theodore M. 
Oberlander in 1965. 

(7) Because of their finite initial rock volume, moun- 
tains of the continent-continent collision type can be low- 
ered by erosion, somewhat in the manner visualized by 
Davis. No such structures more than 500,000,000 years 
old show mountainous relief. 

(8) Volcanic landforms are rarely a part of the topogra- 
phy during orogenesis of this mountain type. 
Mountains of the collision type associated with oceanic 

trenches have their own distinct attributes that control 
evolution. These are as follows: 

(1) The merging of a pair of lithospheric plates along a 
deep-sea trench initiates orogenesis tied to the subduction 
process (i.e., the sinking of one plate beneath another at 
convergent plate boundaries). 

(2) Rock mass is added to the orogenic belt via subduc- 
tion as long as the trench remains “operational.” 

(3) Denudation accompanies uplift and may reduce rock 
mass in the orogenic system in the long run, but whether 
the total mass is growing, shrinking, or static depends on 
the budget established by additions from subduction ver- 
sus losses from erosion. 

(4) Mountainous elevations tend to increase through 
much of the life of the orogenic system, since rock lost 
through erosion is generally removed locally and linearly 
by rivers and glaciers (the Andes exemplify the type bor- 
dering a continent, and they appear to be higher now than 
at any time since they began to form 150,000,000 years 
ago). 

(5) Because mountains of the trench-associated subduc- 

tion type develop and endure adjacent to an ocean on at 
least one side, they are subject to climatic variability tied 
to such factors as latitudinal position, orientation with 

respect to prevailing wind patterns, ocean surface temper- 
atures, and progressively increasing elevations. 

(6) Examples such as the Andes that border a continent 

can show alternating segments that are highly volcanic. 
(7) Andean types also may display highly contrasting de- 

nudational systems under a variety of climatic conditions 
on opposite sides as well as along the length of the range. 

(8) Although an erosion cycle resulting in overall low- 
ering of a trench-associated mountain system does not 
appear viable as long as the trench endures, a complex 
steady-state mass situation would seem to be one potential 
development during this time. 

(9) Occasionally orogenesis related to trench-continent 
interaction may extend far inland; the parts of the Andes 
exhibiting this trait display mechanical rock deformation 
but little volcanism, and a similar genetic mechanism 
has been suggested for the Rocky Mountains of North 
America. 

(10) During their early years, the Rocky Mountains dis- 
played volcanic phases accompanied by upthrusting but 
now seem tectonically quiescent and are apparently expe- 
riencing denudational lowering. 
Rift-type mountains are primarily of the block-fault va- 

riety. They have the following set of special attributes: 
(1) Block-fault mountains appear to originate where a 

spreading ridge of the plate-tectonic type develops. 
(2) On continents, the spreading is expressed in high- 

angle faulting and may be accompanied by volcanism of 
tholetitic basalt type. 

(3) Rifting may be limited to linear zones, as in the 
Rift Valley system of East Africa, or may be more broadly 
expressed, as in the Basin and Range Province of the 
western United States. 

(4) The extent of rifting may be limited to mere surfi- 
cial fracturing of the continental crust, or it may extend 
to actual rupturing of a lithospheric plate and renewal of 
seafloor spreading, as occurred along the Atlantic seaboard 
of North America at the end of the Jurassic. 

(5) Because block-fault mountains are of endogenic 
origin, they may occur in and experience a variety of 
denudational environments. The examples from Africa 
and North America cited above are in settings ranging 
from arid to humid. The highest such mountains show 
glacial effects. 
For a detailed discussion of mountains and their evolu- 

tion, see below Mountains, mountain ranges, and moun- 
tain belts. 
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Climatically dominated epeirogenic realms. The epei- 
rogenic portions of continents (i.e., those that have es- 
caped orogenesis in the past 500,000,000 years) experience 
denudation in a situation in which the slope factor, if 
at all tectonic in origin, is regional in expression and so 
gentle as to exert little influence beyond giving direction 
to flowing water or ice. It is these regions that variously 
exhibit veneers of sedimentary rock largely accumulated 
in epicontinental seas over the past 500,000,000 years 
or that expose in shield areas the roots of worn-down 

mountain systems. In the absence of notable tectonism, 
it is not surprising to find that morphogenesis on stable 
cratons is dominated by climate. Vast expanses of cratons 
situated away from mountain belts either are occupied 
by temperate and tropical forests and grasslands or are 
seared by desert heat and wind. Only Antarctica currently 
sports a continental ice sheet, but both North America 
and Eurasia show they recently did so as well. It is in these 
epeirogenic regions that morphogenesis is most signifi- 
cantly punctuated by climate change. With few exceptions, 
the landforms are polygenetic. Many of the most recent 
glacial deposits scarcely show the incipient soil develop- 
ment begun under humid conditions only a few thousand 
years ago. Furthermore, broadly forested, humid regions 
still exhibit patches of cacti and alluvium left there when 
they were deserts. Therein, the notable slopes are denuda- 
tional in origin; the steeper ones were usually developed 
by stream incision and the more gentle ones commonly 
were produced by alluviation and/or pedimentation. 

A UNIFIED LANDFORM THEORY 

Viewed in their entirety, the individual concepts that 
pertain to landform development so far discussed (catas- 

trophism, uniformitarianism, gradualism, erosion cycle, 
dynamic equilibrium, disequilibrium, geomorphic system, 
morphogenetic area, tectonic geomorphology, and oro- 
genic and epeirogenic morphogenesis) have to date been 
treated by theorists as independent conceptual constructs 
rather than as geomorphic elements of a unified compre- 
hensive theory. There is a close parallel between this situ- 
ation and the fable of the several blind men who decided 
what an elephant is by touching only individual parts of 
the animal. For each of there geomorphic concepts has a 
measure of validity, but the earliest ideas were formulated 

on the basis of very incomplete information. When con- 
sidered in the context of the entire solar system, in which 
there is a group of planetary geomorphic entities, the the- 
oretical pieces begin to fall into more distinctly rational 
positions. Although a degree of variability is imposed by 
planetary location and by early differentiation of cosmic 
material, randomness in the solar system is incomplete 
because of the directional factors imposed by gravity, 
radiation, and increasing entropy. For any given planet, 
there are two potential geomorphic factors: (1) exogenic 
impact phenomena from solar debris possibly modified by 
tidal disruption caused by nearby planetoids, or radiation 
phenomena tied mainly to the Sun resulting principally in 
climatic influences and biologic activity, and (2) endogenic 
phenomena related to internal heating and expressed as 
tectonism and volcanism, as on the Earth. Morphogenesis 
occurs in accordance with interaction between planetary 
subsystems associated with the above factors. 
Behaviour of geomorphic systems. Gravity-driven geo- 

morphic systems are potentially cyclical in terms of the 
elimination of excess relief and elevation. They exhibit 
activity that graphs in two-phase form—initial disequilib- 
rium when free energy and relief are maximal (and the 
results are frequently catastrophic), and subsequent dy- 
namic equilibrium where relief and elevation are nearly 
eliminated and free energy available to do work is so low 
that change is nearly imperceptible (Figure 5). The latter 
behaviour is clearly gradualistic. Such systems must be 
disturbed by outside forces in order for the cycle to be 
interrupted or reinitiated. 
In the solar system the cycle of accretionary, gravity- 

propelled impact morphogenesis that creates cratered sur- 
faces and high relief is in a distinctly waning phase. Such 
activity apparently reached a peak within the first 1,000,- 
000,000 years after the planetary system was formed and 
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Figure 5: Graph showing the long-term results of a 
perturbation in a geomorphic system. Where uplift is the 
cause and creates excess mass subject to gravity and 

erosion, the disequilibrium phase may endure hundreds of 
millions of years and the climax, or expression of dynamic 
equilibrium, would be marked by the elimination of the 
excess relief and elevation. Where climate change is the 
cause and leaves relict landforms in a new environment, the 
disequilibrium continues until the relicts are eliminated or 
modified into a climax morphology that is in equilibrium with 
the new system (see text). 

From H.F. Gamer, ‘‘'Geomorphic Analogs and Climax Morphogenesis,’ Arkansas Academy of 
Science Proceedings (1963) 
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is not likely to be renewed. Its expression is epitomized 
by the surface of objects such as the Moon and the planet 
Mercury, where the near absence of endogenic tectonic 

forces has left impact effects most intact. On the Earth and 
a few other planets (or satellites), internal heating propels 
orogenesis and thereby periodically renews gravity-driven 
geomorphic cycles. As noted earlier, there will be only one 
continent-forming cycle in the history of the Earth. 
Radiation-driven geomorphic systems are tied to the 

Sun’s nuclear fusion processes and the fluctuations therein. 
Because of atmosphere and organisms, solar effects are 
most singularly manifested on the Earth as morphogenetic 
areas characterized by a particular climate and associated 
processes. The geomorphic changes in such areas are cycli- 
cal largely with respect to the destruction of relict features 
exposed to the system as the morphogenic areas move 
and also with respect to the creation of landforms and de- 
posits in morphological equilibrium with the new system. 
Changes in landforms, deposits, and processes also graph 
in two phases after the initiation of a system or after a 
perturbation in one (Figure 5). These landform changes 
are initially time-indicative, and unless morphogenesis has 
attained a dynamic equilibrium phase, the partially altered 
relict features may permit reconstruction of the events of 
landform evolution. 
It will be noted from the above that there is a close 

relationship between process and form in the dynamic 
equilibrium phase of radiationally driven geomorphic sys- 
tems (Figure 6). In morphogenetic areas in states of dis- 
equilibrium, form (strongly influenced by relict features) 
may show little or no conformance to process, which may 
have just been initiated. Relict features in the process of 
transformation, such as a desert or a glacial alluvial de- 
posit in a valley being reworked by a perennial stream, 
thus constitute hybrid features (compare with Davis’ ma- 
ture stream in Figure 1B). The stream valley illustrated 
has a flat floor unlike that of a late-phase humid valley, 
as shown in Figure 6, which has a V-shaped cross profile. 
Furthermore, the “hybrid” stream is not behaving as it 
would if there were no alluvium, and the alluvium is not 
the same after the stream has partially reworked it. 
Occasionally, the sequence of geomorphic events may 

conspire to preserve a form that is foreign to the associ- 
ated geomorphic system and processes. The sinuous paths 
of entrenched meanders that are cut into bedrock in such 
regions as the Appalachians express the granular surface 
and sediment-water volume relations that prevailed when 
the flow pattern was initiated in the Mesozoic rather than 
those of the present. 
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Figure 6: Typical selva (ridge-ravine) topography developed 

on the forested, humid western spurs of the Andes in central 
Ecuador. The valleys have V-shaped cross profiles and lack 
alluvial deposits at their bottoms. 

H.F. Garner 

The concept of periodic random dominance. On the 
Earth, gravity- and radiation-driven geomorphic systems 
interact independently, so that their two types of activity 
can mingle under conditions of periodic random dom- 
inance. Thus, peak energy expenditures engendered by 
each type of system may or may not coincide geograph- 
ically. Maximum rates of landform change occur where 
active orogenesis mingles with changing climates. Mini- 
mal change occurs where epeirogenic regions are occupied 
by morphogenic areas that are in states of dynamic equi- 
librium. In this arrangement of interacting geomorphic 
systems, there is clearly a place for both catastrophe and 
gradualism. There also is a place for cycles of erosion of 
several kinds and for dynamic equilibrium, either as an 
end phase of enduring climatic morphogenesis and/or as 
an end phase of relief and elevation reduction by denuda- 
tion following orogenesis. 
The concept of periodic random dominance as an aspect 

of landform evolution carries with it the implication of 
polygenetic landforms and landscapes where geomorphic 
system dominance fails to develop. Indeed, dominance 
becomes the special case because it is dependent on a 
particular juxtaposition of tectonic and/or climatic ele- 
ments over a protracted interval in a given area. One 
estimate places polygenetic landforms over approximately 
80 percent of the Earth’s land surface. Perhaps 20 percent 
is experiencing some type of geomorphic system domi- 
nance—less than 10 percent if Antarctica is omitted from 
the calculations. 

Process geomorphology and systems equilibria. Details 
of landform evolution within a given geomorphic system 
are matters of process behaviour and terrain response. 
In the context of geomorphic system dominance versus 
systemic alternation, two general situations exist: (1) those 
agencies operating in contact with relicts that they are 
modifying, often quite rapidly, and (2) those in contact 
with equilibrium features that they have created and have 
little or no ability to modify further. The principal surfi- 

cial geomorphic agencies on Earth—wind, running water, 
glacial ice, and gravity—in any given geomorphic system 
induce processes that tend to evolve toward a situation of 
least work. Polygenetic terrain is usually some combina- 
tion of hillslopes and “flats,” and either topographic type 
may dominate in the latter part of a geomorphic cycle, 
depending on whether the system tends to generate relief 
or reduce it. 

Natural geomorphic systems operating along the Earth’s 
surface are classified as open, since they are powered by 
external energy sources. Because the rates of both endo- 
genetic and exogenetic energy input vary, the coordinate 
agencies experience changes analogous to power surges in 
an electrical system. Thus rivers receiving excess runoff 
periodically flood. The atmosphere locally builds up ex- 
cess heat, and the transfer of this heat is expressed in 
storms. Glaciers, normally the epitome of slowness, can 
acquire a mass-energy excess and consequently surge. In 
all instances, energy available for erosion, transportation, 

and deposition of sediment varies greatly over time. In 
addition, the interaction between solids, fluids, and gases 
results in turbulence, eddy formation, shearing and vortex 
activity, and periodic local stagnation. 
In response to the foregoing situations, process associa- 

tions within individual geomorphic systems exhibit typical 
systems phenomena, including “feedback,” “threshhold 

reactions,” and evolution toward dynamic equilibrium 
(least-work) modes. Where a system is periodically per- 
turbed, processes can pass back and forth between dis- 
equilibrium and steady-state conditions rather frequently. 
The behaviour and apparent process direction of an 

individual agency may not reflect the evolution of the 
overall geomorphic system. For example, a 10,000-year- 
long episode leading to the formation of an alluvial fan 
may be seen to include numerous incidents of fan-head 
trenching that are separately destructive but subordinate 
to depositional events dominating the trend. Similarly, a 
river such as the Mississippi that is reworking a relict 
alluvial deposit in a valley may be seen to be depositing 
gravel on point bars on the insides of bends. The long- 
term consequence of the river’s activity, however, will be 

to remove the entire alluvial deposit in its path, including 
the point bars, unless subject to systemic interruption. 
(Humankind has of course “short-circuited” the natural 
evolution of the Mississippi and that of many other rivers 
with engineering modifications.) 
From the foregoing, it seems evident that the direction 

of landform evolution can only be grasped from the study 
of geomorphic process if the character and role of relict 
landforms and deposits are clearly understood. This is an 
obvious complication in the application of Hutton’s doc- 
trine of uniformitarianism. 

The concept of periodic geomorphic system dominance 
provides the rational potential end point of landform evo- 
lution under a particular set of conditions. Ideally, it may 
yield either modified or unmodified tectonic landscapes. 
These in turn may be either orogenic or epeirogenic. 
Where modified, they may express marine effects and/ 
or glacial, arid, or humid morphogenesis. Antithetically, 
where more common polygenetic morphogenesis occurs, 
some mixture of tectonic, marine, or climatic effects is 
superimposed on the setting, and a hybrid suite of land- 
forms results. (H.F.G.) 

TECTONIC LANDFORMS 

Whereas erosion shapes landforms, their origins lie with 
tectonic processes that build the major structures of the 
Earth—mountain belts, mountain ranges, and some indi- 
vidual mountains, as well as plateaus and certain kinds of 
valleys (rift valleys) and basins. The word tectonic is de- 
rived from the Greek word fekton, which means “builder.” 
Tectonic processes build landforms mainly by causing the 
uplift or subsidence of rock material—blocks, layers, or 
slices of the Earth’s crust, molten lavas, and even large 
masses that include the entire crust and uppermost part 
of the planet’s mantle. In some areas, these processes cre- 

ate and maintain high elevations such as mountains and 
plateaus. In others, they produce topographic depressions, 
as exemplified by Death Valley in the western United 
States, the Dead Sea in the Middle East, or the Turfan 
Depression in western China. Virtually all areas below sea 
level have been formed by tectonic processes. 
Mountain ranges and plateaus result either from the up- 

lift of the Earth’s surface or from the emplacement of 
volcanic rock onto the surface. Many mountain ranges 
consist of chains of volcanoes that are made up of rocks 
derived from depths of tens of kilometres below the sur- 
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face. Some plateaus are created by huge outpourings of 
lavas over vast areas. In addition, the intrusion of molten 
rock into the crust from below can raise the surface. Many 
other mountain ranges have been formed by the over- 
thrusting of one terrain or block of crust over an adjacent 
one, which is another mechanism that uplifts the surface 

(Figure 7). Similarly, the folding of rocks at the surface 
creates the ridges and valleys that define some mountain 
chains (Figure 8). These processes of overthrusting (or un- 
derthrusting) and folding result from horizontal forces that 
cause crustal shortening (in its horizontal dimension) and 
crustal thickening. Finally, heating and thermal expansion 
of the outer 100 to 200 kilometres of the Earth can uplift 
broad areas into either mountain ranges or plateaus. 
Similarly, tectonic valleys, basins, and depressions of 

smaller size can form by the reverse of two of the processes 
mentioned above. Crustal extension (in its horizontal di- 
mension) and crustal thinning occur where two blocks of 
crust move apart; a valley or basin forms between such 
blocks where the intervening segment of crust has been 
thinned and its top surface subsides (Figure 9). Likewise, 
subsidence of the Earth’s surface can occur by the cooling 
and the thermal contraction of the outer 100 kilometres of 
the planet. Plateaus and entire mountain ranges can sub- 
side by this mechanism to form large basins in some areas. 
Virtually all large-scale landforms are the result of both 

tectonic processes that built the large differences in eleva- 
tion and erosional processes that sculpted the relief of such 
areas into their individual shapes. Thus, it might be said 
that tectonic processes built the Alps, but erosional pro- 
cesses gave the Matterhorn its unique profile. In all cases, 
erosion acts to reduce differences in elevation, but when 
the rate of erosion is not too rapid, landforms created by 
tectonic processes can persist for hundreds of millions of 
years after the processes have ceased to operate. 

Mountains, mountain ranges, and 
mountain belts 

A mountain belt is a large tract of land, many tens to 
hundreds of kilometres wide and hundreds to thousands 

of kilometres long, that stands above the surrounding sur- 
face, which usually lies near sea level. Within mountain 
belts are individual mountain ranges or chains, which ex- 
tend tens to hundreds of kilometres in length and consist 
of individual mountains that are connected by ridges and 
separated by valleys. Within many such belts are plateaus, 
which stand high but contain little relief. Thus, for ex- 
ample, the Andes constitute a mountain belt that borders 

the entire west coast of South America; within it are both 
individual ranges, such as the Cordillera Blanca in which 

Peru’s highest peak, Huascaran, lies, and the high plateau, 
the Altiplano, in southern Peru and western Bolivia. 

GEOMORPHIC CHARACTERISTICS 

Mountainous terrains have certain unifying characteristics. 
Such terrains have higher elevations than do surround- 
ing areas. Moreover, high relief exists within mountain 
belts and ranges. Individual mountains, mountain ranges, 
and mountain belts that have been created by different 
tectonic processes, however, are often characterized by 
different features. 
Chains of active volcanoes, such as those occurring at 

island arcs, are commonly marked by individual high 
mountains separated by large expanses of low and gentle 
topography. In some chains, namely those associated with 
“hot spots” (see below), only the volcanoes at one end 
of the chain are active. Thus those volcanoes stand high, 
but with increasing distance away from them erosion has 
reduced the sizes of volcanic structures to an increasing 
degree. 
The folding of layers of sedimentary rocks with thick- 

nesses of hundreds of metres to a few kilometres often 
leaves long, parallel ridges and valleys termed fold belts, 
as, for example, the Valley and Ridge province of Penn- 
sylvania in the eastern United States. The more resistant 
rocks form ridges, and the valleys are underlain by weaker 
ones. These fold belts commonly include segments where 
layers of older rocks have been thrust or pushed up and 
over younger rocks. Such segments are known as fold and 
thrust belts. Typically their topography is not as regular as 
where folding is the most important process, but it is usu- 

Adapted from Vinton E. Gwinn, “'Thin-Skinned Tectonics in the Plateau and Northwestern Valley and Ridge Provinces 
of the Central Appalachians," Geological Society of America Bulletin, vol. 75, pl. 2, (September 1964) 
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Figure 9: Idealized cross section of a tectonic valley showing 
the subsidence and rotation of blocks along curved faults. 
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ally dominated by parallel ridges of resistant rock divided 
by valleys of weaker rock, as in the eastern flank of the 
Canadian Rocky Mountains or in the Jura Mountains of 
France and Switzerland. 
Most fold and thrust belts are bounded on one side, or 

lie parallel to, a belt or terrain of crystalline rocks—meta- 
morphic and igneous rocks that in most cases solidified at 
depths of several kilometres or more and that are more 

resistant to erosion than the sedimentary rocks deposited 
on top of them. These crystalline terrains typically con- 
tain the highest peaks in any mountain belt and include 
the highest belt in the world, the Himalayas, which was 

formed by the thrusting of crystalline rocks up onto the 
surface of the Earth. The great heights exist because of the 
resistance of the rocks to erosion and because the rates 
of continuing uplift are the highest in these areas. The 
topography rarely is as regularly oriented as in fold and 
thrust belts. 
In certain areas, blocks or isolated masses of rock have 

been elevated relative to adjacent areas to form block- 
fault mountains or ranges. In some places, block-fault 
ranges with an overall common orientation coalesce to 
define a mountain belt or chain, but in others the ranges 
may be isolated. 
Block faulting can occur when blocks are thrust, or 

pushed, over neighbouring valleys, as has occurred in the 
Rocky Mountains of Colorado, Wyoming, and Utah in 
the western United States or as is now occurring in the 
Tien Shan, an east-west range in western China and Cen- 
tral Asia. Within individual ranges, which are usually a 
few hundred kilometres long and several tens of kilome- 
tres wide, crystalline rocks commonly crop out. On a large 
scale, there is a clear orientation of such ranges, but within 
them the landforms are controlled more by the whims of 
erosion than by tectonic processes. 
Block faulting also occurs where blocks are pulled apart, 

causing a subsidence of the intervening valley between di- 
verging blocks. In this case, alternating basins and ranges 
form. The basins eventually fill with sediment, and the 
ranges—typically tens of kilometres long and from a few 
to 20-30 kilometres wide—often tilt, with steep relief on 

one side and a gentle slope on the other. The uniformity 
of the gently tilted slope owes its existence to long periods 
of erosion and deposition before tilting, sometimes with 
a capping of resistant lava flows on this surface prior to 
tilting and faulting. Both the Tetons of Wyoming and the 
Sierra Nevada of California were formed by blocks being 
tilted up toward the east; major faults allowed the blocks 
on their east sides to drop steeply down several thousand 
metres and thereby created steep eastern slopes. 
In some areas, a single block or a narrow zone of blocks 

has subsided between neighbouring blocks or plateaus that 
moved apart to form a rift valley between them. Moun- 
tains with steep inward slopes and gentle outward slopes 
often form on the margins of rift valleys. Less commonly, 
large areas that are pulled apart and subside leave between 
them an elevated block with steep slopes on both sides. 
An example of this kind of structure, called a horst, is the 
Ruwenzori in East Africa. 
Finally, in certain areas, including those that once were 

plateaus or broad uplifted regions, erosion has left what 
are known as residual mountains. Many such mountains 
are isolated and not part of any discernible chain, as, for 
instance, Mount Katahdin in Maine in the northeastern 

United States. Some entire chains (e.g., the Appalachians 

in North America or the Urals in Russia), which were 
formed hundreds of millions of years ago, remain in spite 
of a long history of erosion. Most residual chains and 
individual mountains are characterized by low elevations; 
however, both gentle and precipitous relief can exist, de- 
pending on the degree of recent erosion. 

TECTONIC PROCESSES THAT CREATE AND DESTROY 

MOUNTAIN BELTS AND THEIR COMPONENTS 

Mountains and mountain belts exist because tectonic pro- 
cesses have created and maintained high elevations in 
the face of erosion, which works to destroy them. The 

topography of a mountain belt depends not only on the 
processes that create the elevated terrain but also on the 
forces that support this terrain and on the types of pro- 
cesses (erosional or tectonic) that destroy it. In fact, it is 
necessary to understand the forces that support elevated 
terrains before considering the other factors involved. 
Mechanisms that support elevated terrains. Two prop- 

erties of rocks contribute to the support of mountains, 
mountain belts, and plateaus: strength and density. If rocks 
had no strength, mountains would simply flow away. At a 
subtler level, the strength of the material beneath moun- 
tains can affect the scale of the topography. 
In terms of strength, the lithosphere, the thickness of 

which varies over the face of the Earth from a few to more 
than 200 kilometres, is much stronger than the underly- 
ing layer, the asthenosphere (see PLATE TECTONICS). The 

strength of the lithosphere is derived from its tempera- 
ture; thick lithosphere exists because the outer part of the 
Earth is relatively cold. Cold, thick, and therefore strong 
lithosphere can support higher mountain ranges than can 
thin lithosphere, just as thick ice is better able to support 
larger people than thin ice. 
In terms of chemical composition, and therefore density, 

the Earth’s crust is lighter than the underlying mantle. 
Beneath the oceans, the typical thickness of the crust is 
only six to seven kilometres. Beneath the continental re- 
gions, the average thickness is about 35 kilometres, but 
it can reach 60 or 70 kilometres beneath high mountain 
ranges and plateaus. Thus, most ranges and plateaus are 
buoyed up by thick crustal roots. To some extent the 
light crust floats on the heavier maatle, as icebergs float 
on the oceans. 

It should be noted that the crust and lithosphere are 
defined by different properties and do not constitute the 
same layer. Moreover, variations in their thicknesses have 
different relationships to the overlying topography. Some 
mountain ranges and plateaus are buoyed up by a thick 
crust. The lithosphere beneath such areas, however, can 

be thin, and its strength does not play a significant role in 
supporting the range or plateau. Other ranges may overlie 
thick lithospheric plates, which are flexed down by the 
weight of the mountains. The crust beneath such ranges 
is likely to be thicker than normal but not as thick as it 
would be if the lithosphere were thin. Thus, the strength 
of the lithosphere supports these mountains and maintains 
the base of the crust at a higher level than it would have if 
the strong layer were absent. For instance, the Himalayas 
have been thrust onto the crust of the Indian shield, which 
is underlain by particularly cold, thick lithosphere that 
has been flexed down by the weight of the high range. 
The thickness of the crust is about 55 kilometres beneath 
the high peaks, which stand more than 8,000 metres high. 
The thickest crustal segment of 70 kilometres, however, 

lies farther north beneath the Plateau of Tibet (or Tibetan 
Plateau), whose altitude is about 4,500 to 5,000 metres but 
whose lithosphere is much thinner than that beneath the 
Himalayas. The strong Indian lithosphere helps to support 
the Himalayas, but the buoyancy of the thick Tibetan 
crust maintains the high elevation of the plateau. 
Tectonic processes that produce high elevations. As 

noted above, individual mountains, mountain ranges, 
mountain belts, and plateaus exist because tectonic pro- 
cesses have elevated terrains faster than erosion could 
destroy them. High elevations are created by three ma- 
jor processes: volcanism, horizontal crustal shortening as 
manifested by folding and by faulting, and the heating and 
thermal expansion of large terrains. 

Differences 
between 
the crust 

and 

lithosphere 
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Volcanism. Most, but not all, volcanoes consist of ma- 

terial that is thought to have melted in the mantle (at 

depths of tens of kilometres), which rose through the over- 

lying crust and was erupted onto the surface. To a large 
extent, the physical characteristics of the erupted material 
determines the shape and height of a volcano. Material of 
low density can produce taller mountains than can denser 
material. Lavas with low viscosity, such as in Hawaii, 
flow easily and produce gentle slopes, but more viscous 
lavas mixed with explosively erupted solid blocks of rocks 
can form steeper volcanic cones, such as Mount Fuji in 
Japan, Mount Rainier in the northwestern United States, 
or Mount Kilimanjaro in Africa. 
Many volcanoes are built on elevated terrains that owe 

their existence to the intrusion into the crust of magmas— 
i.e., molten rock presumably derived from the mantle. The 
extent to which this process is a major one in mountain 
belts is controversial. Many belts, such as the Andes, seem 
to be underlain, at least in part, by solidified magmas, but 

the volume of the intruded material and its exact source 
(melting of either the crust or the mantle) remain poorly 
understood. 
Crustal shortening. In most mountain belts, terrains 

have been elevated as a result of crustal shortening by the 
thrusting of one block or slice of crust over another and/ 
or by the folding of layers of rock. The topography of 
mountain ranges and mountain belts depends in part on 
the amount of displacement on such faults, on the angles 
at which faults dip, on the degree to which crustal short- 
ening occurs by faulting or by folding, and on the types of 
rocks that are deformed and exposed to erosion. Most of 
the differences among mountain belts can be ascribed to 
some combination of these factors. 
Heating and thermal expansion. Rocks, like most ma- 

terials, expand when they are heated. Some mountain 
ranges and plateaus are high simply because the crust and 
upper mantle beneath them are unusually hot. Most broad 
variations in the topography of the ocean floor, the mid- 
ocean ridges and rises, are due to horizontal variations in 
temperature in the outer 100 kilometres of the Earth. Hot 

areas stand higher—or at shallower depths in the ocean— 
than cold areas. Many plateaus, such as the Massif Cen- 
tral in south central France or the Ethiopian Plateau, are 
elevated significantly because the material beneath them 
has been heated. 
Tectonic processes that destroy elevated terrains. Be- 

sides erosion, which is the principal agent that destroys 
mountain belts, two tectonic processes help to reduce high 
elevations. Horizontal crustal extension and associated 
crustal thinning can reduce and eliminate crustal roots. 
When this happens, mountain belts widen and their mean 
elevation diminishes. Similarly, the cooling and associated 
thermal contraction of the outer part of the Earth leads to 
a reduction of the average height of a mountain belt. 

MAJOR TYPES OF MOUNTAIN BELTS 

Mountain belts differ from one another in various re- 
spects, but they also have a number of similarities that 

enable Earth scientists to group them into certain distinct 
categories. Each of these categories is characterized by the 
principal process that created a representative belt. More- 
over, within individual belts different tectonic processes 
can prevail and can be associated with quite different 
landforms and topography. Thus, for any category there 
are exceptions and special cases, as well as subdivisions. 
Mountain belts associated with volcanism. Volcanoes 

typically form in any of three tectonic settings. At the axes 
of the mid-ocean ridge system where lithospheric plates 
diverge, volcanism is common; yet, high-standing volca- 
noes (above sea level) rarely develop. At subduction zones 
where one plate of oceanic lithosphere plunges beneath 
another plate, long linear or arcuate chains of volcanoes 
and mountain belts associated with them are the norm. 
Volcanoes and associated landforms, as well as linear vol- 
canic chains and ridges (e.g., the Hawaiian chain) also can 
exist far from plate boundaries. 
Mid-ocean ridges and rises. Where two lithospheric 

plates diverge, new material is intruded into the gap be- 
tween the plates and accreted to each of them as they 
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diverge. The vast majority of volcanic rocks ejected onto 
the surface of the Earth is erupted at the mid-ocean ridges 
and rises where this process occurs. Thus, such submarine 

landforms comprise very long, narrow volcanic centres. 
Although volcanoes do form as isolated seamounts along 
the axes of mid-ocean ridges, they constitute only a small 
fraction of the erupted material. Moreover, areas along the 
ridges and rises where volcanism is particularly abundant 
are considered unusual; the excess amount of volcanic 

activity is generally attributed to “hot spots” in the mantle 
(see below). Finally, most of the relief that defines the mid- 

ocean ridges and rises is not due to volcanism at all but 
rather to thermal expansion, as will be explained below. 
Volcanic structures along subduction zones. Linear or 

arcuate belts of volcanoes are commonly associated with 
subduction zones. Volcanoes typically lie 150 to 200 kilo- 
metres landward of deep-sea trenches, such as those that 

border much of the Pacific Basin. The volcanoes overlie a 
zone of intense earthquake activity that begins at a shallow 
depth near such a trench and that dips beneath the volca- 
noes. They often form islands and define island arcs—ar- 
cuate chains of islands such as the Aleutians or the Lesser 
Antilles (see OCEANS: Major geologic and geographic fea- 
tures). Volcanoes usually are spaced a few to several tens 

of kilometres apart, and single volcanoes commonly de- 
fine the width of such belts. Elsewhere, as in Japan, in 
the Cascade chain of the northwestern United States and 
southwestern Canada, or along much of the Andes, volca- 
noes have erupted on the margin of a continent. Nearly 
all features typical of an island arc, including the narrow 
belt of volcanoes, deep-sea trench, and intense earthquake 
activity, can be found at such continental margins. 
The landscape of island chains of this kind is characteris- 

tically dominated by steep volcanic cones topped by small 
craters, and the relief between these volcanoes is low. 
A few such volcanoes have undergone massive eruptions 
and have expelled a large fraction of their interiors, as 
did Mount St. Helens in the northwestern United States 
in 1980. In the most intense eruptions of this sort, the 
remnants of the volcano collapse into the void at its cen- 
tre, sometimes leaving a caldera (a very large crater with 
relatively low rims). Examples of such structures include 
those formed by Krakatoa in Indonesia in 1883 and by 
Thera (also called Santorin or Santorini) in the Aegean 
Sea a few thousand years ago. 
The lavas erupted at these volcanoes are thought to be 

derived from the mantle in the wedge of asthenosphere 
above the lithospheric plate plunging into it. Water car- 
ried down in the interstices of the subducted rock and by 
hydrous minerals to which water is loosely bound chem- 
ically is expelled into the wedge of asthenosphere above 
the subduction zone. The introduction of water reduces 
the melting temperature of the rocks and allows material 
in the wedge to melt and rise to the surface. 
Landforms associated with hot spot volcanism. Some 

volcanic phenomena occur at large distances from plate 
boundaries (for example, on the Hawaiian Islands or at 
Yellowstone National Park in the western continental 
United States). Also, as noted above, volcanism is espe- 
cially intense at some parts of the mid-ocean ridge system 
(as in Iceland or the Galapagos Islands in the eastern 
Pacific). Magmas erupted in these settings originate in 
the asthenosphere, perhaps at depths of several hundred 
kilometres or more at what are called hot spots in the 

mantle. Such sources of melting may be due to chemical 
differences rather than to heat (see VOLCANISM: /ntraplate 

volcanism). Active volcanoes are usually localized in a 
region with dimensions of 100 to 200 kilometres or less. 
A chain of extinct volcanoes or volcanic islands (and 

seamounts), like the Hawaiian chain, or a volcanic ridge, 
like Walvis Ridge between the islands of Tristan da Cunha 
and the east coast of Africa, can form where a lithospheric 
plate moves over a hot spot. The active volcanoes all lie at 
one end of the chain or ridge, and the ages of the islands 
or the ridge increase with their distance from those sites of 
volcanic activity. Older volcanoes are more eroded than 
younger ones and are often marked only by coral reefs 
that grow on the eroded and subsiding volcanic island. 
Volcanic chains of this kind are not common in conti- 
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nental regions, in part because most continental masses 
move slowly over hot spots. Volcanic activity, however, 
can be particularly abundant when a plate moves so slowly 

with respect to a hot spot. Moreover, a long duration of 
volcanism often results in a warming of the lithosphere. 
This warming causes a localized thermal expansion and 

consequently a localized upwarping or doming of the 
Earth’s surface, as in the case of the Yellowstone area or 
the Massif Central in France. The resulting domes cover 
areas a few to several hundred kilometres in extent, and 
the mean elevations are rarely as much as 1,000 metres 
higher than the surrounding regions. Thus, except for the 
isolated volcanoes that lie on the upwarps, relief is gentle 
and due largely to erosion. 
Some hot spots are associated with massive eruptions 

of lava and ash, primarily of basaltic composition, which 
cover vast areas as extensive as tens or hundreds of square 
kilometres. Such flood basalts, or traps, buried the Snake 
River Plain west of Yellowstone a few million years ago, 

the Columbia River Valley some 20,000,000 years ago, 
and central India (the Deccan traps) 60,000,000 to 65.- 
000,000 years ago. Flood basalts create a remarkably flat 
surface that is later dissected into a network of sharply 
incised valleys (see below Plateaus). 
Most volcanoes that cannot be ascribed either to a sub- 

duction zone or to seafloor spreading at mid-ocean ridges 
are attributed to hot spots. There are, however, some vol- 
canoes, volcanic fields, and flood basalts that cannot yet 
be ascribed to hot spots with any certainty. Nevertheless, 
the landforms associated with such volcanic phenomena 
resemble those in other settings for which a simple cause 
can be offered. 
Mountain belts associated with crustal shortening. Most 

mountain belts of the world and nearly all of those in 
Europe, Asia, and North America have been built by 
horizontal crustal shortening and associated crustal thick- 
ening. The landforms associated with such belts depend 
on the rates, amounts, and types of crustal deformation 

that occur and on the types of rocks that are exposed to 
erosion. To some extent the deformation can be related to 
different tectonic settings. Large thrusted crystalline ter- 
rains and parallel fold and thrust belts are commonly as- 
sociated with continental collisions in which two separate 
continents have approached each other and one has been 

thrust onto the other. Continental collisions are responsi- 
ble for Alpine-, or Himalayan-, type mountain belts. Fold 
and thrust belts can also be associated with active con- 
tinental margins or Andean-type margins, where oceanic 
lithosphere is subducted into the asthenosphere but where 
crustal shortening occurs landward of the volcanic arc 
on the overriding continental plate. Block-faulted ranges 
commonly form as intracontinental mountain ranges or 
belts, far from collision zones and subduction zones. 
Alpine- (or Himalayan-)type belts. These belts are 

thought to have been created by the movement of one 
continent beneath another. In general, a thick layer of 
light, buoyant continental crust cannot be carried deep 
into the asthenosphere. Instead, the leading edge of the 
descending continent is scraped off, and the rest of the 
continent then plunges beneath the off-scraped slice. Even- 
tually the convergence between the two plates carrying the 
continents comes to a halt, but usually not before several 
slices of continental material have been removed from the 
underthrusting continent and stacked on top of it. 
The sedimentary rocks deposited on the continental crust 

and its margin long before the collision often constitute 
one or part of one of the off-scraped slices. They com- 
monly are deformed into a fold and thrust belt as the 
basement under them continues to plunge beneath the 
overriding plate at the subduction zone. Layers of strong 
sedimentary rock detach from the underlying basement 
at weak layers that commonly consist of evaporites (salt, 
gypsum, or anhydrite) or of shale by a process called 
décollement (from the French word meaning “ungluing”). 
The stronger layers of sedimentary rock are then folded 
into linear, regularly spaced folds—alternating anticlines 
and synclines—and thrust on top of one another. The 
Valley and Ridge province of Pennsylvania, which was 
formed during the collision of Africa and North America 

near the end of Paleozoic time (about 240,000,000 years 
ago), is a classic example. : 
Convergence between two lithospheric plates can be rapid 

in such settings—10 to 100 millimetres per year—and the 
amount of displacement on the major thrust faults also 
can be large—tens to more than 100 kilometres. Thus, 
when a slice of crystalline rock from deep in the crust is 
scraped off the remainder of the continent and is under- 
thrust by it, much of the slice is uplifted and pushed onto 
the relatively flat, ancient surface of the intact portion of 
the continent. Erosion generally removes the sedimentary 
cover of such slices and leaves expanses of crystalline 
rocks, as can be seen on Himalayan or Alpine peaks. 
Faults along which a slice of continental crust is torn 

from the rest of the continent and thrust onto it are called 
ramp overthrusts. When the fault first forms, it dips at 10° 
to 30° (or more). Slip on this fault (i.e., the movement 

of one face of the fault relative to the other) brings the 
leading edge of the off-scraped slice of crust to the surface 
of the Earth, where it then slides along the surface. The 
intact continent is flexed down by the weight of the mate- 
rial thrust on top of it. As a consequence, its initially flat 
surface dips at a very gentle angle of only a few degrees. 
Accordingly, a ramp overthrust consists of two segments. 
The first segment, the ramp, dips relatively steeply; slip on 
it causes uplift of the overriding slice and of the crystalline 
rocks from deep in the crust to create high relief and the 
high range. The other segment, which was once the top 
surface of the continent, has been flexed down and dips 
at a gentle angle. Slip on it allows the overthrust slice to 
advance over the rest of the continent, where it plows the 

sedimentary layers in front of it into folds and smaller 
overthrusts. 
When a major ramp overthrust is active and the intact 

continent is flexed down in front of the overriding moun- 
tain range, a foreland basin is formed by the flexure (see 
below Tectonic basins and rifi valleys; also Figure 10). 
Foreland basins usually exist as subsurface features that 
have been filled with debris eroded from the advancing 
overthrust slice of crust. These deposits, called molasse, 

can in turn be folded and thrust over one another shortly 
after they are deposited. Fold and thrust belts in such 
material, as found at the northern edge of the Alps or 
at the foot of most of the Himalayas, are often narrow, 
composed of only one or two parallel folds and faults. 
The topography associated with them generally consists 
of low, elongated hills of poorly consolidated sedimentary 
rock that is easily and rapidly eroded. 
Collision zones are thus commonly identified by narrow 

belts of elevated crystalline terrain and parallel fold and 
thrust belts. The crystalline terrain has been thrust up- 
ward and toward the fold and thrust belt. Deformation is 
generally confined to shallow depths of only a few kilo- 
metres at such belts but penetrates deeply into the Earth 
beneath the crystalline terrains. The rapid uplift of these 
resistant rocks creates a high range. A crystalline terrain 
often exhibits large folds in which the rocks appear to 
have flowed instead of having been bent. Folds of this 
sort have formed at depths where the rocks were hot and 
soft before they reached the relatively cold surface of the 
Earth. The overthrusting of crystalline terrains onto intact 
continental crust can occur at rates of tens of millimetres 
per year, which is rapid for rates of slip on faults, and the 
crystalline rocks can be uplifted 10 to 20 kilometres by 
slip on ramp overthrusts. 

Andean-type belts. At some continental margins, 
oceanic lithosphere is subducted. At some of these sites, 
the landscape is dominated by volcanoes, such as along 
the Cascades of western North America or in Japan, but at 
others, such as along much of the Andes of South America, 
volcanoes constitute only a small or even negligible part of 
the relief. At Andean-type margins, the crust is typically 
thicker than normal, and high mountains can exist even 
in the absence of volcanoes. Some of the thickened crust 
is due to the intrusion of magma from the mantle, and 
some to crustal shortening. 
Oceanic lithosphere is commonly subducted at active 

continental margins at rates of tens to more than 100 
millimetres per year, but crustal shortening within the 
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Figure 10: Simplified north-south cross section of the Himalayas, revealing a foreland basin 
(Ganga Basin), an overthrusting of crystalline terrains onto the Indian Plate, and a steeper 
thrust fault (a ramp) beneath the Great Himalayas. 

Adapted from P. Moinar and W-P. Chen, ‘Seismicity and Mountain Building,'’ Mountain Building Processes, p. 44 (1982); 
Academic Press, New York 

overriding plate typically occurs at rates of only a few 
millimetres annually. As at continent-continent collision 
zones, the crustal shortening occurs both by overthrusting 
of crystalline terrain onto intact continental crust, which 
in this case lies landward of the volcanic belt, and by 
the formation of a fold and thrust belt within sedimen- 
tary rock lying on the intact continent. The thrusting of 
crystalline terrain is probably facilitated by a heating and 
consequent weakening of the rocks near the volcanoes. 
The presence or absence of a parallel fold and thrust belt 
depends in part on the presence or absence of thick sedi- 
mentary rocks within which detachment of separate layers 
can take place. 
Notwithstanding large variations in topography and in 

the style of deformation among Andean belts in general, 
the scales of deformation and uplift are less than those at 
collision zones. Overthrust crystalline terrains are smaller, 
and the crystalline rocks themselves have not been thrust 
up from depths as great as those at collision zones. Much 
of the Andes, for instance, consists of sedimentary rock 

that never was buried deeper than a few kilometres and 
therefore has not been metamorphosed (heated to high 
temperature or put under high pressure) or at most only 
has been mildly metamorphosed. Topography in the high 
parts of the Andes is typically much gentler than in the 
Himalayas. The most impressive relief is on the eastern 
flank of the Andes where rivers responding to a wet cli- 
mate have cut deep canyons. 

Fold and thrust belts can be very well developed at 
Andean margins. The eastern Cordillera of the Bolivian 
Andes is an extremely wide fold and thrust belt, but only 
along the eastern third of the cordillera do simple parallel 
folds control the topography. Farther west, both the greater 
role of thrust faulting in the evolution of the cordillera and 
the longer duration of erosion have diminished the role of 
folding. Except where rivers have cut deep canyons, relief 
is not exceptionally great. Similarly while oceanic litho- 
sphere was underthrust beneath the west coast of Canada 
during the Mesozoic Era (248,000,000-65,000,000 years 

ago), the Canadian shield was underthrust more than 
200 kilometres beneath the Canadian Rocky Mountains, 

with crustal shortening occurring by décollement and by 
folding and thrust faulting within the sedimentary cover 
(Figure 11). 

Thus Andean-type belts have a narrow belt of volcanoes 
and often a fold and thrust belt on their landward margin. 
The volcanoes of some belts are built on a high range that 
is more of a long, narrow plateau than a mountain range, 
for relief on it is not necessarily great. 
Intracontinental mountain belts. In some _ regions, 

mountain belts have been formed by crustal shortening 
within a continental mass, rather than where two con- 

tinents have collided. Some 40,000,000 to 80,000,000 

years ago, the Rocky Mountains of Colorado, Utah, and 

Wyoming formed in this way, and today both the Tien 
Shan and the Atlas Mountains of northwestern Africa 
are actively forming within a continent. In general, in- 
tracontinental mountain belts are characterized by block 
faulting. Blocks, tens of kilometres wide and hundreds of 
kilometres long, are uplifted along faults that dip beneath 
them at angles of 25° to 45°. Because of the displacement 
on steep faults, crystalline rocks commonly crop out in 
the mountains. The edges of the ranges can be sharply 
defined. Fold and thrust belts are not common and are 
usually narrow where present. 
At the edges of such ranges, sedimentary rocks are 

commonly tilted up, and, where resistant, they can form 
narrow, sharp-crested ridges called hogbacks that are par- 
allel to the front of the ranges. A particularly prominent 
hogback lies along the east edge of the Front Range in 
eastern Colorado. 
Intracontinental belts generally consist of elongated block- 

faulted ranges, which in some cases overlap but are not 
necessarily parallel to one another. Thus, in parts of the 
Tien Shan, two or three nearly parallel, sharply bounded 
ranges are separated from one another by parallel basins 
that are 10 to 30 kilometres wide. The ranges of this great 
mountain system are being overthrust onto the basins, 
and one such basin, the Turfan Depression, has dropped 
below sea level (see below Tectonic basins and rift valleys). 
In contrast with the parallel ranges in the Tien Shan, 
the northwest-trending Wind River Range in Wyoming, 

Adapted from R.A. Price, “The Cordilleran Foreland Thrust and Fold Belt in the Southern Canadian Rocky Mountains,’ Thrust and Nappe Tectonics (1981); The Geological Society of London 

0 

Rocky 

Mountain Purcell anticlinorium Kootenay Arc 

20 kilometres 

Rocky Mountains VW] 15 miles 

foothills 

Es sz z= =F LNAI If Ae 
A a a 

———<s— 

NE 

LSE IF LB 

AZZ — 

basement 

Figure 11: Southwest-northeast cross section of the Canadian Rocky Mountains showing the 
uplift of crystalline terrains onto the downflexed Canadian shield and the fold and thrust belt 
on the east side of the range. 
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the east-west trending Uinta Mountains in Utah, and the 
north-south trending Front Range in Colorado are all part 
of the same intracontinental belt, the Rocky Mountains. 

MAJOR MOUNTAIN BELTS OF THE WORLD 

Most mountains and mountain ranges are parts of moun- 
tain belts that have formed where two lithospheric plates 
have converged and where, in most cases, they continue to 
converge. In effect, many mountain belts mark the bound- 
aries of lithospheric plates, and these boundaries in turn 
intersect other such boundaries. Consequently, there exist 
very long mountain systems where a series of convergent 
plate boundaries continue from one to the next. A nearly 
continuous chain of volcanoes and mountain ranges sur- 
rounds most of the Pacific Basin (the so-called Circum- 

Pacific, System). A second nearly continuous chain of 
mountains can be traced from Morocco in North Africa 
through Europe, then across Turkey and Iran through 
the Himalayas to Southeast Asia; this chain, the Alpine- 
Himalayan (or Tethyan) System, has formed where the 
African, Arabian, and Indian plates have collided with 
the Eurasian Plate. Nearly all mountain ranges on the 

Earth can be included in one of these two major systems 
(Figure 12) and most that cannot are residual mountains, 
which originated from ancient continental collisions that 
occurred hundreds of millions of years ago. 
The Circum-Pacific System. A nearly continuous chain 

of volcanoes surrounds the Pacific Ocean. The chain 
passes along the west coast of North and South America, 
from the Aleutian Islands to the south of Japan, and from 

Indonesia to the Tonga Islands, and to New Zealand. The 
Pacific Basin is underlain by separate lithospheric plates 
that diverge from one another and that are being sub- 
ducted beneath the margins of the basin at different rates. 
This Circum-Pacific chain of volcanoes (often called the 
Ring of Fire) and the mountain ranges associated with it 
owe their formation to the repeated subduction of oceanic 
lithosphere beneath the continents and the islands that 
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surround the Pacific Ocean. Differences among the various 
segments of the Circum-Pacific chain arise from differ- 
ences in the histories of subduction of the different plates. 
The Andes. The Nazca Plate, which underlies most of 

the southeastern Pacific, is being subducted beneath most 
of the west coast of South America at a rapid rate of 80 
to 100 millimetres per year. A nearly continuous chain 
of volcanoes lines the margin of South America, and the 
world’s tallest volcano, Ojos del Salado (6,893 metres), is 

one of these peaks. The Andean range, however, is more 
than just a chain of volcanoes, and its highest peak, Mount 
Aconcagua (6,959 metres), the tallest outside Asia, is not 
volcanic. Crustal shortening and crustal thickening occur 
all along the eastern margin of the Andes by the westward 
underthrusting of the stable areas of Brazil and Argentina 
beneath the Andes at a rate of a few millimetres per year. 
The southern part of the Andes in southern Chile and 

Argentina consists of a narrow range only 100 to 200 kilo- 
metres wide. A chain of volcanoes follows the axis of the 
range, but crustal thickening due to crustal shortening is a 
principal cause of the high range, and many of the volca- 
noes are built on folded and faulted sedimentary rock. 
From northern Argentina to northern Peru and Ecuador, 

the Andes are much wider, with the widest segment 
across southern Bolivia. There, the mountain belt con- 
sists of two parallel ranges, the Cordillera Occidental 
(or Western Cordillera) and the Cordillera Oriental (or 
Eastern Cordillera), which surround the high plateau, the 
Altiplano. 
The volcanic chain has been constructed on thick crust 

and forms the Cordillera Occidental. The Brazilian shield 
has been underthrust beneath the Cordillera Oriental, 

which comprises the western edge of a wide fold and thrust 
belt. This fold and thrust belt is marked by north-south 
trending folds and north-south trending ridges and valleys 
in northern Argentina and southeastern Bolivia. North of 
the latitude where the west coast of South America bends, 
the trend of the Andes, including that of both cordilleras, 
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Figure 12: Tectonic map of the world. 
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is northwesterly parallel to the coast of Peru. The fold and 
thrust belt east of the Cordillera Oriental is narrower than 
that farther south but is well defined by a few northwest- 
erly trending ridges and valleys. 
Lying between the two cordilleras in northern Argentina, 

western Bolivia, and southern Peru, the Altiplano stands 
at an average height of about 3,800 metres. Within it lies 
Lake Titicaca, the highest navigable lake in the world. 

The Altiplano is a high arid basin that captures sediment 
eroded from the eastern and western cordilleras bounding 
it (see below Plateaus). Older rocks that crop out within 
it have been folded; thus crustal shortening probably has 
been an important factor in creating the high elevations 
and the thick crust that underlies this plateau. 

In Colombia, the Andean chain diverges into three sep- 
arate chains, each about 100 kilometres wide. Volcanoes 

occur in the westernmost chain, but all three have un- 

dergone crustal shortening. For example, the easternmost 

of the three, which continues into Venezuela as the 

“Venezuelan Andes,” is being underthrust from the north- 
west by the Maracaibo Basin and from the southeast by the 
Guiana Shield underlying southeastern Venezuela. Thus 
the Venezuelan Andes are an intracontinental mountain 
belt. 
The divergence of the Andes into three chains in Colom- 

bia extends northward. The western chain continues into 
Panama and through Central America. The central chain 
continues toward the Caribbean. The Venezuelan Andes 
intersect an east-west trending chain along the north coast 
of South America in Venezuela. 
The Caribbean chains. The mountain range along the 

coast of Venezuela is a remnant of a phase when 
the Caribbean Sea was subducted southward beneath 
Venezuela and where rocks were folded along east-west 
axes. Right-lateral strike-slip faulting and rather slow 
mountain building occur there today, as much by slight 
vertical displacement on predominantly strike-slip faults 
as by slow obliquely oriented folding and thrust faulting 
and associated crustal shortening. 

At the eastern end of the Caribbean Sea, the Lesser 
Antilles—volcanic islands that form a typical island arc— 
mark a zone where a part of the floor of the North 

Atlantic Ocean underthrusts that of the Caribbean Sea— 
namely, the Caribbean Plate. This plate has moved east 
relative to both North and South America at a rate of 10 
to 20 millimetres per year for tens of millions of years. 
This displacement and the consequent overthrusting of 
the seafloor to the east are responsible for the volcanic arc 
that constitutes the Lesser Antilles as well as for the strike- 
slip displacement occurring in Venezuela. 
Most of the major islands that define the northern mar- 

gin of the Caribbean—Puerto Rico, Hispaniola, Cuba, 
and Jamaica—are mountainous, and these mountainous 
terrains, like that in northern Venezuela, are remnants 

of the period of convergence between North and South 
America and also of complicated deformation along the 
ancient margins of the Caribbean Plate. At present, crustal 
shortening occurs at only a very slow rate, if at all, on 
these islands. 
At the western margin of the Caribbean Plate another 

small plate, the Cocos Plate, is being underthrust beneath 
Mexico and Central America. A belt of volcanoes extends 
from northern Panama to western Mexico, and virtually 
all of the highest mountains in this belt are volcanic. 
These volcanoes are built on thickened crust, and crustal 
shortening has occurred within the Central American 
Cordillera, but the principal tectonic process that has af- 
fected the landscape is volcanism. 
The North American Cordillera. A broad mountain belt 

extends north from Mexico to Alaska, and it reflects both 
a more diverse and a more complicated history of con- 
vergence between lithospheric plates than that presently 
occurring at the Andes or Central America. 
Subduction of oceanic lithosphere presently occurs only 

beneath two segments of the coast of western North 
America, The subduction of a small plate, the Juan de 
Fuca Plate, beneath northern California, Oregon, Wash- 

ington, and southern British Columbia is responsible for 
the Cascade chain of volcanoes, which includes Mount St. 
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Helens. The very large Pacific Plate, which underlies most 
of the northern and western Pacific Basin, moves north- 
northwest with respect to North America nearly parallel to 
the coast, and is subducted beneath southern Alaska and 
the Aleutians. The volcanic chain that forms the Aleutian 
Islands and continues into the Alaskan peninsula to the 
Wrangell Mountains is a consequence of this convergence 
and subduction. 

Most of the North American Cordillera was built dur- 

ing Mesozoic and Early Cenozoic times (between about 
170,000,000 and 40,000,000 years ago) when lithospheric 
plates converged with North America at rapid rates of 
many tens to more than 100 millimetres per year. The 
Juan de Fuca Plate is the last remnant of one of these 
plates. The others have been subducted beneath western 
North America and have completely disappeared. Thus, 
in Mesozoic and Early Cenozoic times, an Andean margin 
similar to that which presently bounds the west coast of 
South America bounded western North America. 
The Coast Ranges of central and northern California, 

Oregon, and Washington consist of folded and faulted 
slices of oceanic crust and its overlying sedimentary rocks. 
Much of the rock that constitutes these mountains was 
scraped off the oceanic lithosphere at the trench just west 
of the continent. The Olympic Mountains in northwestern 
Washington, for instance, consist largely of off-scraped 
seamounts. The rock of such coastal mountains was in- 
tensely deformed and metamorphosed before being ele- 
vated to produce the present range. Specifically, the hard 
basalt that makes up much of the oceanic crust has been 
metamorphosed into the easily deformed rock serpenti- 
nite, which contains the weak, fibrous mineral serpentine. 

The gentle relief of the Coast Ranges is due in part to the 
weakness of serpentinite, a characteristic that gives rise to 
frequent landslides and rapid erosion. 
A belt of granite lies inland and forms a mountainous 

zone from the axis of Baja California (in Mexico), through 
southern California, along the Sierra Nevada in the states 
of California and Nevada, northwestward into Idaho, and 
then north-northwestward along the western margin of the 
Canadian Rocky Mountains to Alaska. This granite belt 
underlay the volcanoes that marked the subduction zone 
in Mesozoic and Early Cenozoic times. The intrusion of 
this granite was most intense between 170,000,000 and 
70,000,000 years ago during the Mesozoic Era. The Sierra 
Nevada of California, which contains Mount Whitney, the 
highest peak in the contiguous United States, is composed 
almost entirely of this granite. 
While subduction of oceanic lithosphere occurred be- 

neath western North America, a major fold and thrust belt 
developed east of the granitic belt. During Mesozoic time, 
the Precambrian basement of Canada and North America 
was underthrust westward at least 200 kilometres beneath 
the Andean margin, and the sedimentary rocks covering it 
were folded and thrust onto one another. Although pres- 
ent in the western United States, this fold and thrust belt 
is most clearly revealed in the Canadian Rockies along 
the border between the provinces of Alberta and British 
Columbia, particularly in Banff and Jasper national parks. 
In sum, throughout the latter half of the Mesozoic from 

about 170,000,000 to 65,000,000 years ago, the topogra- 
phy of western North America probably resembled that 
of western South America: a trench lay offshore; a belt 
of volcanoes underlain by granitic intrusions marked the 
western edge of a high range of mountains; and a fold 
and thrust belt lay east of the range. The tectonic history 
of western North America is more complicated, however, 
because during this period fragments of both continents 
and sub-oceanic plateaus were carried to the subduction 
zone and collided with North America. Most of the rock 
now found in westernmost Canada and Alaska consists of 
separate terrains of rock that were independently accreted 
to North America and that were subsequently deformed 
when the next such terrain collided with it. Moreover, 
tectonic processes occurring during the Cenozoic (since 
65,000,000 years ago) have been different from those that 
occurred earlier and have severely modified the landscape. 
Beginning about 70,000,000 to 80,000,000 years ago, the 

locus of crustal shortening in the United States shifted 
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from the fold and thrust belt, whose remnants now lie 

along the borders of western Utah and eastern Nevada 
and of western Wyoming and eastern Idaho, to eastern 
Utah, Colorado, and central Wyoming. Between about 
70,000,000 and 40,000,000 years ago, thrust faulting on 
the margins of the Front Range in Colorado, the Laramie 
Mountains and the Wind River Range in Wyoming, and 
the Uinta Mountains in Utah, among others, allowed the 

uplift of blocks of Precambrian rock that are now exposed 
in the cores of these ranges. Together, these intracontinen- 
tal ranges of block-faulted mountains form most of the 
Rocky Mountains of the United States. 
During roughly the same period, volcanic rocks were 

erupted and deposited in parts of the Rockies, such as 
in southwestern Colorado in what are now the San Juan 
Mountains. The area that now forms the Colorado Plateau, 
in southern Utah and northern Arizona, underwent only 
very mild deformation in the form of small faults and folds 
and apparently lay at relatively low elevation. Sediment 
derived from the fold and thrust belt to its west and from 
the Rockies to its north and east was deposited on this 
relatively stable area. Thus, some 40,000,000 years ago, a 
high range of mountains lay along the western margin of 
North America. This range consisted of a volcanic chain 
along most of its western edge and an eroded fold and 
thrust belt on its eastern edge. At the latitude of Wyoming, 
Colorado, and Utah, another belt of mountains, the pre- 
sent-day Rocky Mountains, lay farther east. 
The topography of the western United States has been 

modified extensively by tectonic processes during the 
last 20,000,000 years. Much of the mountainous terrain 
of Utah, Nevada, and California underwent large-scale 
crustal extension, beginning more than 40,000,000 years 

ago but accelerating about 15,000,000 years ago. The 
crustal extension approximately doubled the surface area 
of the region between central Utah and the Sierra Nevada, 
presumably with a reduction in the mean elevation of 
the mountains. 
The present topography of the Basin and Range Province 

of North America is a direct manifestation of this crustal 
extension (see below Tectonic basins and rift valleys). 
The most prominent basins, such as Death Valley and 
Owens Valley in California, are small rift valleys that were 
formed during the last few million years. This phase of the 
crustal extension continues even today, with such basins 
becoming deeper and the surrounding ranges increasing in 
height. This condition is readily discernible in the case of 
Owens Valley and the Sierra Nevada. The occurrence of a 
major fault on the east side of the Sierras has allowed the 
valley to drop with respect to the mountain range, which 
has been tilted up toward the east. 
Concurrent with this extension, the uppermost mantle 

beneath parts of the western United States has become 
hotter. The considerable height of the Colorado Plateau, 
for instance, appears to be the result of the warming of 
the underlying mantle during roughly the past 10,000,- 
000 years. Such mantle heating also seems to have been 
responsible, at least in part, for the present elevation of 
much of the North American Cordillera. 
The one area where rapid subduction of oceanic litho- 

sphere (more than 50 millimetres per year) has continued 
is southern Alaska, where the Pacific Plate is being un- 
derthrust beneath the coast. The St. Elias Mountains, the 
tallest in southeastern Alaska and the Yukon, appear to 
be the direct consequences of this convergence and rapid 
underthrusting. Deformation of the southern Alaskan 
crust extends northward several hundred kilometres to 
the Alaska Range, where the highest mountain in North 
America, Mount McKinley, is found. 

North-south crustal shortening in southern Alaska occurs 
both by thrust faulting and by strike-slip faulting on nearly 
vertical, northwesterly trending planes. Mount McKinley 
lies adjacent to one such major strike-slip fault, the Denali 
Fault. The rocks that make up Mount McKinley have 
been displaced several tens of kilometres northwestward 
relative to the rocks north of the Denali Fault and a few 
kilometres upward. This small vertical component, com- 
pared with the large horizontal component, has created 
the high peak. 

Volcanoes and island arcs surrounding the Northwest Pa- 
cific Basin. A chain of volcanoes extends from mainland 
Alaska down the Alaska Peninsula along the Aleutian 
Islands and then southwestward down the peninsula of 
Kamchatka in northeastern Siberia and along the Kuril 
Islands to Japan. The Pacific Plate is being subducted 
beneath this long volcanic chain. Most of the relief is the 
result of volcanism. The Aleutians and Kurils are volcanic 
islands, and for the most part the volcanoes on the con- 
tinental areas of the Alaska Peninsula, Kamchatka, and 
Japan are built up from sea level rather than on high 
ranges, as is the case with the Andes. For instance, Mount 
Fuji, a symmetrically shaped volcanic cone, rises from a 
low elevation to more than 4,000 metres. 
In the central part of the Japanese island of Honshu, 

the Circum-Pacific System diverges into two chains. One 
continues southward along the Izu, Bonin, and Mariana 
islands. These volcanic islands form island arcs where the 
Pacific Plate is subducted beneath the floor of the Philip- 
pine Sea to the west. Southwest of Honshu, the Ryukyu 
Islands are another island arc where the Philippine Sea 
floor is subducted beneath the Yellow Sea. 
The Ryukyu island arc ends abruptly at the island of 

Taiwan, which is not part of the Ryukyu arc. Taiwan 
is a small mountainous island consisting of folded and 
thrusted sedimentary rocks on the southeastern margin of 
the Asian continent. The sedimentary rocks of Taiwan 
were deposited on that margin under tranquil conditions, 
much as sedimentary rocks have been deposited on the 
margins of the Atlantic Ocean. Then, in the last few 
million years a segment of the Asian continental margin 
encountered a subduction zone that dipped east-southeast. 
As that short segment of the margin began to be under- 
thrust, the sedimentary rocks were scraped off its leading 
edge and thrust back on top of it. Thus, not only the 
mountains of Taiwan but also virtually the entire island 
consists of folded and thrust sedimentary rocks that have 
rapidly piled up on what had been a submerged conti- 
nental shelf. 
A couple of volcanic islands south of Taiwan mark 

the southward continuation of this subduction zone to 
Luzon, the large northern island of the Philippines. The 
mountainous landscape of the Philippine Islands is a con- 
sequence both of subduction of the South China Sea floor 
eastward beneath Luzon and of subduction of the Philip- 
pine Sea floor westward beneath the southern Philippine 
islands. Volcanism and, in Luzon, crustal shortening have 
built the major mountains. 
A major system of island arcs extends across the Indone- 

sian islands of Sumatra and Java and eastward almost to 
the island of New Guinea and then again eastward along 
the New Britain, Solomon, and New Hebrides (Vanuatu) 
chains. Virtually all of the high mountains of the Sunda, 
or Indonesian, arc are volcanoes, some of which are as- 
sociated with particularly noteworthy eruptions. In 1883 
the massive eruption of the volcano on the island of 
Krakatoa, in the straits between Java and Sumatra, was 
followed by a collapse of its caldera, which caused a huge 
sea wave that was recorded all around the world. The 
eruption in 1815 of the Tambora Volcano on Sumbawa 
was perhaps the greatest in recorded history. Debris from 
this eruption darkened the skies for several months and 
caused a temporary global cooling that made 1816 “the 
year without a summer.” The Sumbawa volcanic arc is 
associated with the northward subduction of the Indian 
Ocean floor beneath Indonesia. Similarly, the volcanic arcs 
of New Britain, the Solomon and New Hebrides islands, 
are associated with the northward subduction of the floor 
of the Solomon Sea and that of the Coral Sea beneath 
these island arcs. 

A high range of mountains forms the backbone of the 
island of New Guinea between the Sunda and New Britain 
arcs. Whereas seafloor continues to be subducted beneath 
these arcs, the northern margin of the Australian conti- 
nent has encountered the segment of the subduction zone 
between these arcs. The mountains of New Guinea con- 
sist of folded and faulted volcanic and sedimentary rocks. 
The volcanic rocks include both ancient seafloor and old 
island arcs that were thrust up and onto the northern 
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margin of Australia. The sedimentary rock includes a full 
complement of Paleozoic, Mesozoic, and Cenozoic rock 
deposited in the tranquil conditions of an ancient con- 
tinental shelf. Thrust faulting has elevated metamorphic 
rock to the crest of the high range where glaciers persist 
even at the Equator, while the sedimentary rock is being 
deformed in a fold and thrust belt along the southern 
margin of the range. 
East of the New Hebrides Islands, the Circum-Pacific 

System is defined by the Tonga and Kermadec islands, 
volcanic islands associated with the westward subduc- 
tion of the Pacific Plate. The subduction zone continues 
southward to the North Island of New Zealand, where 
volcanism is the principal tectonic process that has created 
mountains and relief. The mountains of the South Island 
of New Zealand, however, have been produced by differ- 

ent tectonic processes. Whereas the convergence between 
the Pacific Plate and the seafloor beneath the Tasman Sea 
manifests itself as subduction of the Pacific Plate at the 
Tonga-Kermadec-North Island zone, it results in crustal 

shortening across the South Island. The Southern Alps of 
New Zealand have resulted from this crustal shortening, 
which occurs by folding, by thrust faulting, and by vertical 
components of slip on predominantly strike-slip faults that 
trend southwest across the northern and western parts of 
the island. Rapid uplift, possibly as much as 10. millime- 
tres per year, keeps pace with the rapid erosion of the 
easily eroded schists of the Southern Alps. 
The Circum-Pacific System continues southwest of New 

Zealand along a submarine ridge, the Macquarie Ridge. In 
short, the Circum-Pacific System consists of a variety of 
mountain types and ranges where different tectonic pro- 
cesses occurring at different geologic times in the past have 
shaped the landscape. The grouping of these different belts 
into this single system is thus only a crude simplification. 
The Alpine-Himalayan, or Tethyan, System. The inter- 

connected system of mountain ranges and intermontane 
plateaus that lies between the stable areas of Africa, Ara- 
bia, and India on the south and Europe and Asia on 
the north owes its existence to the collisions of different 
continental fragments during the past 100,000,000 years. 
Some 150,000,000 years ago, India and much of what is 
now Iran and Afghanistan lay many thousands of kilome- 
tres south of their present positions. A vast ocean, called 
the Tethys Ocean, lay south of Europe and Asia and 
north of Africa, Arabia, and India. Much of the rock that 
now forms the mountain system, which includes the Alps 
and the Himalayas was deposited on the margins of the 
Tethys Ocean. 

As in the case for the Circum-Pacific System, the group- 
ing of these different mountain ranges into a single system 
is an oversimplification. The various ranges (and plateaus) 
of the Alpine-Himalayan System formed at different times, 
at different rates, and between different lithospheric plates, 
and consist of different types of rocks. 
The easternmost segment of the system begins at the 

western end of the Sunda island arc and continues into 
the arcuate chain of mountains that constitute the Hi- 
malayas, which contain the highest peaks on Earth. This 
chain was formed as the Indian subcontinent, a passenger 
on the same plate that currently underthrusts the Sunda 
arc, collided with the southern margin of Asia and sub- 
sequently penetrated some 2,000 kilometres into the rest 
of Asia. As the leading edge of India, on which Paleo- 
zoic and Mesozoic sedimentary rocks had been deposited, 
plunged beneath southern Tibet, these rocks were scraped 
off the subcontinent and thrust back onto its more stable 
parts. With continued penetration of the Indian subcon- 
tinent, slices of the metamorphic basement of its leading 
edge were scraped off the rest of it and thrust onto one 
another, so that the rocks of the present-day Himalayan 
chain consist of slices of India’s ancient northern conti- 
nental margin. 
Physiographically, this chain can be subdivided into three 

parallel belts; the Lesser Himalayas, the Great Himalayas, 
and the Tethys Himalayas. (Some authorities prefer a 
subdivision into four belts, the additional one designated 
the Outer, or Sub-Himalayas.) The Great Himalayas are 
defined by an arcuate chain of the highest peaks. To the 
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south lie the Lesser Himalayas, a belt about 100 kilo- 
metres wide with an average elevation of 1,000 to 2,000 
metres that is dissected by the rivers emanating from the 
Great Himalayas and north of it. To the north, the Tethys 
Himalayas form the southern edge of the Tibetan Plateau. 
The rocks of the Lesser Himalayas consist primarily of 

mildly metamorphosed sedimentary rock largely of Pre- 
cambrian age. At present, the remainder of the Indian 
subcontinent underthrusts the Lesser Himalayas on a very 
gently dipping thrust fault, so that the rocks forming this 
belt are sliding over the ancient top surface of India. As 
a result, the uplift of the Lesser Himalayas seems to be 
relatively slow. 

The rate of uplift in the Himalayas seems to be rapid 
in two parallel zones: (1) at the very front of the range 
where the ancient metamorphic and sedimentary rocks of 
the Lesser Himalayas have been thrust up and onto the 
young sediments, and (2) beneath the Great Himalayas. 
The thrust fault that carries the Himalayas onto the intact 
part of India is a ramp overthrust, with the steep part of 
the ramp dipping north beneath the Great Himalayas. Slip 
on this steep part allows the rapid uplift of the Great Hi- 
malayas, which in turn creates the high peaks and carries 
rock from deep in the crust to the Earth’s surface. 
Most of the constituent rocks of the Great Himalayas 

are metamorphic; they once constituted the middle and 
lower crust of India’s ancient northern margin but were 
subsequently scraped off and thrust up onto the surface. 
The very tops of many of the peaks, however, consist of 
Paleozoic sedimentary rocks, which dip northward. North 
of the Great Himalayas, in the Tethys Himalayas, these 
Paleozoic rocks and the Mesozoic sedimentary rocks de- 
posited on them along the southern edge of the Tethys 
Ocean have been folded and faulted into east—west ridges. 
Geologically, the northern margin of the Himalayas fol- 

lows the Indus River in the west and the Brahmaputra 
River (also.called Tsang-po or Yarlung Zangbo Jiang) in 
the east. The last remnants of the Tethys Ocean floor can 
be found in what some refer to as the Indus-Tsang-po 
Suture Zone, where a jumble of volcanic and sedimentary 
rocks have been folded and thrust over one another in 
a narrow zone parallel to these rivers. North of this su- 
ture, a belt of granites forms the backbone of the Trans- 
Himalayan range. These granites were intruded into the 
crust of the southern margin of Asia between 120,000,000 
and 50,000,000 years ago, when the Tethys Ocean floor 
was being subducted beneath southern Asia and before 
India collided with it. 
Since India collided with Eurasia, it has penetrated 2,000 

kilometres or more into the ancient Eurasian continent. 
The northern edge of India may have been subducted 
a few hundred kilometres beneath southern Tibet, but 

most of its penetration has been absorbed by crustal 
shortening north of the collision zone. The crust of the 
Tibetan Plateau appears to have been severely shortened; 

the thickness of its crust has approximately doubled. Al- 
though much of Asia underwent extensive deformation 
during phases of mountain building in Late Precambrian, 
Paleozoic, or Mesozoic times, the high altitudes of all of 
the mountain ranges surrounding the Tibetan Plateau— 
the Pamir, Karakoram, Kunlun, Nan, Ch’i-lien (Qilian), 
and Lung-men (Longmen) mountains—have formed since 
India collided with Eurasia. 
In some areas, blocks of crust undeformed since Pre- 

cambrian time, such as beneath the Takla Makan (or 

Tarim Basin), have remained in that state, but have 
been displaced in response to India’s penetration. The 
northward displacement of the Tarim Basin has caused 
intracontinental crustal shortening in the Tien Shan, the 
aforementioned east-west trending mountain range with 
peaks exceeding 7,000 metres in height that lies 1,000 to 
2,000 kilometres north of India’s northern edge. The Tien 
Shan was the site of Late-Paleozoic mountain building, 

but by the time India collided with Eurasia erosion had 
planed down the ancient Tien Shan to a featureless terrain 
buried in its own sediment. The present elevation there- 
fore seems to be a consequence of India’s penetration into 
Asia notwithstanding its great distance from India itself. 
The penetration of India into Eurasia not only has 
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caused crustal thickening in front of itself, but it also 
is squeezing parts of Asia eastward out of its northward 
path. One manifestation of this extrusion of material out 
of its path is the crustal shortening on the eastern margin 
of the Tibetan Plateau, where crustal thickening is actively 
occurring. The eastward displacement of crustal blocks 
along major strike-slip faults also seems to have caused 
rift systems to open in a northwest-southeast direction. 
The Baikal Rift Zone in Siberia and the Shansi Graben 
in northern China seem to have resulted from the east- 
southeastward extrusion of material out of India’s path. 
Moreover, crustal thickening in the Tibetan Plateau has 
ceased, and now east-west extension of the plateau con- 
tributes to the eastward extrusion. The plateau is laced 
with northerly trending rift zones that are bounded by 
northerly trending tilted, block-faulted mountains. Thus, 
virtually all of the tectonic landforms of Asia seem to be 
attributable, directly or indirectly, to India’s collision with 
Eurasia and its subsequent penetration into the continent. 
The eastward extrusion has been facilitated by the lack of 

any major obstacle to the eastward displacement of South 
China. Minor westward displacement of material also has 

occurred in Afghanistan, but this process has been blocked 
by the collision of Arabia with southern Iran and Turkey, 
where to some extent the same processes have occurred as 
in eastern Asia. 
The Arabian Peninsula, its northeastern edge covered 

by thick sedimentary rocks, has collided with Iran and 
Turkey at the Zagros and Bitlis sutures to form the Zagros 
and Bitlis mountains. Thick layers of salt in the Arabian 
shield’s sedimentary rock have allowed the overlying layers 
to detach and fold, creating a particularly well-developed 
fold and thrust belt in the Zagros. 
While these overlying sedimentary rocks have become 

detached and folded, the penetration of the Arabian shield 
into Iran and Turkey has built plateaus in front of it and 
mountain ranges on the north sides of the plateaus: the 
Kopet-Dag and Elburz ranges north of the central Iranian 
plateau and the Caucasus north of the Anatolian plateau. 
North-south crustal shortening is the principal process 
by which these ranges were built, but volcanism has 
contributed in some cases. Many of the high mountains 
in this area are volcanoes, including Mount Demavand, 

which towers over the city of Tehran, Mount Ararat on 
the border of Turkey and Armenia where Noah reputedly 
landed, and Mount Elbrus, the highest peak in the Cauca- 
sus. The penetration of the Arabian Peninsula into eastern 
Turkey also has induced a westward extrusion of Anatolia, 
the high central part of Turkey. Thus, the same processes 
active in eastern Asia have affected the landscape of the 
western portion but only on a smaller scale. 
The evolution of the western segment of the Tethyan 

System is the most complicated, involving more than just 
a collision of the African continent with parts of Europe. 
In Early Jurassic time (about 180,000,000 years ago), 
Africa, which then lay close to Europe, moved southeast- 

ward away from it. In doing so, it caused new ocean floor 
(Tethys) and new continental margins to form. Much of 
the rock in the Alps, for instance, was deposited on this 
newly formed margin of southern Europe. Later, during 
the Cretaceous (about 100,000,000 years ago), the di- 
vergence of Africa and Europe ceased, and convergence 
between them began. Mountain ranges through northern 
Greece (the Pindus), the Yugoslav region (the Dinaric 
Alps), Romania, Hungary, the Czech Republic, and Slo- 
vakia (the Carpathians), and Austria, Switzerland, France, 
and Italy (the Alps) all formed as the Italian peninsula—a 
promontory on the African continent—moved first north- 
northeast toward Europe at 20 to 30 millimetres per year 
and later northwest at a slower rate of about 10 millime- 
tres per year. The change in the direction of motion and 
the irregular shape of this promontory are two reasons 
that the tectonic evolutions of the different ranges of Eu- 
rope are very different from each other. This is unlike the 
situation of the Himalayas, where the history of the belt is 
similar throughout the 2,500-kilometre-long range. 
The best-studied of these ranges is the western Alps in 

Switzerland and France. The western end of the Tethys 
Ocean floor was subducted beneath northern Italy until 

about 45,000,000 to 35,000,000 years ago. At that time, 
southern Europe and northern Italy collided. As the south- 
ern margin of Europe began to be subducted beneath 

northern Italy, the sedimentary cover deposited on the 
European margin of the Tethys Ocean was detached and 
scraped off the margin. Thick layers of relatively strong 
sedimentary rock (e.g., limestone and sandstone) that had 
been deposited on weak layers of salt (and in some cases 
shale) became detached and folded into huge nappes— 
enormous, flat layers of rock that seem to have been folded 
and sometimes dragged over one another like sheets of 
cloth pushed over a table or bed. 
As northern Italy continued to override the coast of 

southern Europe, it not only pushed the sedimentary cover 
farther onto the European landmass, but it also scraped 

up bits and pieces of the deeper metamorphic rocks of 
Europe’s basement. Moreover, as the crust thickened, the 

increase in pressure and temperature metamorphosed the 
deeply buried rocks. Although there are exceptions, the 
northern and western parts of the Alps thus are dominated 
by folded, unmetamorphosed sedimentary rock, and the 
southern part consists largely of metamorphic rock. 
As Europe was flexed down under the weight of the Alps 

thrust onto it, a foreland basin (see below) formed just 
north of the Alps: the Molasse Basin of northern Switzer- 
land and southern Germany. Continental convergence in 
the past 10,000,000 years has caused folding and thrust- 
ing in the Jura Mountains of northwest Switzerland and 
France, and displacement on ramp overthrusts beneath the 

front of the Alps has elevated several crystalline massifs: 
the Belledonne and Mont Blanc massifs in France and the 
Aare (or Aar) and Gotthard massifs in Switzerland. More- 
over, with the elevation of the Alps above the Po plain of 
northern Italy, a southward overthrusting has carried the 
southern part of the Alps back onto the basin there as the 
Italian promontory has continued to penetrate into the 
rest of Europe. 
The Apennines, which form the backbone of the Italian 

peninsula, were built by the folding and faulting of sedi- 
mentary rock deposited on the peninsula (Figure 13). The 
deformation in a direction nearly perpendicular to that 
of the Alps was due in part to a phase of the northeast- 
ward movement of Italy toward the Adriatic coast of the 
Balkan Peninsula and also to the rotation of Corsica and 
Sardinia away from southern France and toward Italy. 
Thus, while the crust of the Alps was being shortened 

in its north-south or northwest-southeast dimension, that 

of the Apennines was being shortened in its northeast— 
southwest dimension. 
While the Alps, the Apennines, and the ranges of east- 

ern Europe were being built, different processes created 
mountain ranges in parts of western Europe and destroyed 
others in eastern Europe. For instance, while the last rem- 
nant of the Tethys Ocean, the eastern Mediterranean Sea, 
continues to be subducted beneath Greece and Turkey, 
north-south crustal extension and associated crustal thin- 
ning occurs in the Aegean area and western Turkey. This 
crustal thinning has already lowered the surface of what 
may have been a high range or plateau to below the level 
of the Aegean Sea and is reducing the average elevation 
of western Turkey. 

In contrast, the western Mediterranean Sea—between 
Italy, Spain, and North Africa—was formed during the 
past 30,000,000 years and is not a remnant of the Tethys 
Ocean. Since that time and concurrently with the sub- 
duction of the Tethys lithosphere beneath southern Italy, 
Greece, and Turkey, fragments of crust have separated 
from southern Europe. As these fragments drifted across 
the ancient westernmost end of the Tethys Ocean, they 
opened the new western Mediterranean basin behind them. 
The collisions of these fragments with parts of Italy 

and Africa have contributed to the building of mountain 
ranges in these areas. Corsica and Sardinia swung out from 
southern France, and the eastern margin of Corsica, which 
lies below sea level, collided with Italy. The Calabrian 
peninsula of southern Italy once lay against Sardinia, but 
its southward drift opened the Tyrrhenian Sea. The volca- 
noes of Italy, including Mount Vesuvius near Naples and 
Mount Etna on Sicily, were formed as a result of the sub- 
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Figure 13: (Top) Small-scale cross section of the Maritime Alps and northern Apennines. 
(Bottom) Large-scale cross section of a portion of the Alps. Folding and faulting are 
apparent at both shallow and deep levels. 

Adapted from Dietrich Roeder, ‘'Geodynamics of the Alpine-Mediterranean System—A Synthesis,’ Eclogae Geologicae Helvetiae, 
vol. 73/2, p. 368 (July 1980); published by the Swiss Academy of Natural Sciences 

duction of the ancient oceanic lithosphere of the Tethys 
beneath the Calabrian arc, which only recently collided 
with the rest of Sicily and the southern part of the Ital- 
ian peninsula. Small fragments farther west collided with 
North Africa, causing crustal shortening and mountain 
building across northern Tunisia, Algeria, and Morocco. 
The convergence of another small fragment with Europe 

built the Pyrenees. The Iberian Peninsula lay against the 
_ western margin of France until about 90,000,000 or 100,- 
000,000 years ago, when it began to rotate into its present 
position and opened the Bay of Biscay behind it. As the 
peninsula moved toward southern France, a combination 
of crustal shortening and strike-slip deformation along 
the Pyrenees built the narrow range that separates Spain 
and France. 

Residual mountain ranges and thermally uplifted belts. 
Although isolated mountains and mountainous terrains 
exist on all continents, most mountain belts not part of ei- 
ther the Circum-Pacific or the Alpine-Himalayan systems 
either are composed of residual mountains or owe their 
existences to localized thermally induced uplifts. Most 
such linear belts are residual ranges. The Appalachians 
in the eastern United States, for example, emerged as a 
result of a collision between Africa and North America 
in Late Paleozoic time before the present Atlantic Ocean 
formed. The well-developed Valley and Ridge province in 
the states of Pennsylvania, West Virginia, Virginia, and 
Kentucky has been eroded, but strong layers remain and 
define the ridges that once were limbs of folded layers. 
Similarly, the Ural Mountains were formed by the collision 
of Europe and Siberia in Late Paleozoic time. Much of the 
mountainous terrain in northeast Siberia was formed by 
collisions of continental fragments with the rest of Siberia 
in Mesozoic time. 
Some high areas follow old mountain belts, but the pres- 

ent elevations are the result of recent uplift due to the heat- 
ing of the lithosphere and to its thermal expansion. Strictly 
speaking, these belts are not residual mountain ranges. 
The mountainous topography of Norway and northern 
Sweden, for instance, follows an Early Paleozoic belt that 

marks the zone where Europe and North America (in- 
cluding Greenland) collided more than 400,000,000 years 
ago, long before the present Atlantic Ocean formed. The 
present-day topography, however, probably exists because 
this area was heated when Greenland was rifted away 
from Europe some 55,000,000 years ago when the North 
Atlantic Ocean began to form. Similarly, the mountains 
of eastern Australia, including the Snowy Mountains that 
contain the continent’s highest peak, follow a Paleozoic 
belt; yet, the present topography seems to be the result of 
the warming of the lithosphere both when New Zealand 
separated from the east coast of Australia some 80,000,000 
to 90,000,000 years ago and again when Australia drifted 
over a hot spot in the asthenosphere tens of millions 
of years ago. 

Except for the chain of mountains across North Africa, 
virtually all mountains and high terrains on that continent 
and on Antarctica result from thermal processes. The high 
margins of the Red Sea and the Gulf of Aden on both 
Africa and Arabia are due to the heating of the litho- 
sphere that occurred when these narrow bodies of water 
began to open 20,000,000-40,000,000 years ago and to 
the existence of a hot spot in the asthenosphere beneath 
the Ethiopian Plateau. Most of the high plateaus of central 
and southern Africa, such as the Ahaggar, formed because 

of hot spots beneath them. The same can be said of the 
high plateau that surrounds the East African Rift System 
and of the high volcanoes, such as Mount Kilimanjaro 
and Mount Kenya, built on that plateau. Similarly, the 

Transantarctic Mountains probably are high because of 
recent heating of the lithosphere beneath them. At the end 
of the range are two volcanoes, Mount Erebus and Mount 
Terror, which probably owe their existence to a hot spot 
beneath them. 
Most of the highlands of continents that are not char- 

acterized by chains of mountains have resulted from a 
heating of the lithosphere. The majority of them, however, 

are better described as plateaus than mountain ranges. 

Plateaus 

Plateaus are expanses of terrain that stand at higher el- 
evation than surrounding terrain, but they differ from 
mountain ranges in that they are remarkably flat. Some 
plateaus, like the Altiplano in southern Peru and western 
Bolivia, are integral parts of mountain belts. Others, such 
as the Colorado Plateau (across which the Colorado River 
has cut the Grand Canyon), were produced by processes 
very different from those that built neighbouring moun- 
tain ranges. Some plateaus, as, for example, the Deccan 
Plateau of central India, occur far from mountain ranges. 

The differences among plateaus can be ascribed to the 
different geologic processes that have created them. 

GEOMORPHIC CHARACTERISTICS 

The high flat surface that defines a plateau can continue 
for hundreds or even thousands of kilometres, as in the 
case of the Tibetan Plateau. In spite of the paucity of 
roads, one can drive over most of this plateau, where ele- 
vations exceed 4,500 metres, and encounter less relief than 

in some major cities of the world (e.g., San Francisco or 
Rio de Janeiro). Although ranges of hills and mountains 
rise above the rest of the plateau, their topography, too, is 
rather gentle. 
Plateaus dissected by rivers have remarkably uniform 
maximum elevations, but their surfaces can be interrupted 

by deep canyons. In the case of some regions described 
as plateaus, the surface is so dissected that one does not 
see any flat terrain. Instead, such a plateau is defined by 
a uniform elevation of the highest ridges and mountains. 
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The eastern part of the Tibetan Plateau, which constitutes 
the headwaters of many of the great rivers of Asia (e.g., 
Huang Ho, Yangtze, Mekong, Salween, and Irrawaddy), 

is dissected into deep canyons separated by narrow, 
steep ridges; the high uniform elevation that characterizes 
plateaus is only barely discernible in this area. 

FORMATIVE PROCESSES 

The formation of a plateau requires one of the same three 
types of tectonic processes that create mountain ranges— 
volcanism, crustal shortening, and thermal expansion (see 
above). The simplest of these is thermal expansion of the 
lithosphere (or the replacement of cold mantle lithosphere 
by hot asthenosphere). 

When the lithosphere underlying a broad area is heated 
rapidly—e.g., by an upwelling of hot material in the 
underlying asthenosphere—the consequent warming and 
thermal expansion of the uppermost mantle causes an 
uplift of the overlying surface. If the uplifted surface had 
originally been low and without prominent relief, it is 
likely to remain relatively flat when uplifted to a relatively 
uniform elevation. The high plateaus of East Africa and 
Ethiopia were formed this way. As in parts of Africa, 
plateaus of this sort can be associated with volcanism and 
with rift valleys, but these features are not universal. Most 
of the high plateau in East Africa that holds Lake Victoria 
does not contain volcanic rock and is cut only by small, 
minor rift valleys. 

Where the uplifted surface lay at a low elevation for 
a very long time and was covered by resistant sedimen- 
tary rock, the flatness of the plateau can be particularly 
marked. The rock underlying the Colorado Plateau has 
undergone only very mild deformation since Precambrian 
time, and layers of very resistant limestone and sandstone 

deposited during the Paleozoic form its top surface in 
many areas. The warming of the underlying lithosphere in 
late Cenozoic time caused this area to rise to its present 
elevation, and those resistant Paleozoic formations define 
the surfaces that make the remarkably flat horizons at the 
Grand Canyon (see Figure 17 below). 
The great heights of some plateaus, such as the Tibetan 

Plateau or the Altiplano, are due to crustal shortening. 
The geologic structure of plateaus of this kind is entirely 
different from that of the Colorado Plateau, for instance. 
Crustal shortening and crustal thickening, as described 
above, have created high mountains along what are now 

the margins of such plateaus. In most mountain ranges, 
streams and rivers transport eroded material from the 
mountains to the neighbouring plains. When drainage is 
internal and streams and rivers deposit their debris in the 
valleys between mountains, however, a plateau can form. 
The surface of this sort of plateau is defined by very flat, 
broad valleys surrounded by eroded hills and mountains. 
The rocks that make up the mountains and the basement 
of the valleys are often strongly deformed, but the young 
sediment deposited in the valleys usually lies flat. These 
plateaus generally survive erosion only in dry climates 
where erosion is slow. In many cases, the valleys, or basins, 
are occupied by flat dry lake beds. Thus, plateaus built 
by crustal shortening are really mountain ranges buried in 
their own debris. 
A third type of plateau can form where extensive lava 

flows (called flood basalts or traps) and volcanic ash 
bury preexisting terrain, as exemplified by the Columbia 
Plateau in the northwestern United States. The volcanism 
involved in such situations is commonly associated with 
hot spots. The lavas and ash are generally carried long 
distances from their sources, so that the topography is not 
dominated by volcanoes or volcanic centres. The thickness 
of the volcanic rock can be tens to even hundreds of me- 
tres, and the top surface of flood basalts is typically very 
flat but often with sharply incised canyons and valleys. 
The separation of plateaus into the above three types 

is not always easy because two or even all three of the 
processes involved frequently operate simultaneously. For 
instance, where the uppermost mantle is particularly hot, 
volcanism is common. The Ethiopia Plateau, on which 
Precambrian rocks crop out, stands high because the un- 
derlying lithosphere has been heated; however, Cenozoic 

volcanic rocks cover much of the plateau, especially those 
areas that are the flattest. Although the scale is different, 
there are active volcanoes and young lavas covering some 
broad basins on the northern part of the Tibetan Plateau. 
All three processes—thermal expansion, crustal shorten- 
ing, and volcanism—may have contributed to the high, 
flat elevation of at least part of this plateau. 

GEOGRAPHIC DISTRIBUTION 

Plateaus of one type or another can be found on most 
continents. Those caused by thermal expansion of the 
lithosphere are usually associated with hot spots. The Yel- 
lowstone Plateau in the United States, the Massif Central 
in France, and the Ethiopian Plateau in Africa are promi- 
nent examples. Most hot spots are associated with the 
upwelling of hot material in the asthenosphere, and this 
hot upwelling not only heats the overlying lithosphere and 
melts holes through it to produce volcanoes but also up- 
lifts the lithosphere. The relationship of such plateaus to 
hot spots insures both a wide distribution of plateaus and 
an absence of belts of plateaus or of interrelated plateaus. 
Some plateaus, like the Colorado Plateau, the Ordos 

Plateau in northern China, or the East African Highlands, 
do not seem to be related to hot spots or to vigorous 
upwelling in the asthenosphere, but appear to be under- 
lain by unusually hot material. The reason for localized 
heating beneath such areas is poorly understood, and thus 
an explanation for the distribution of plateaus of this type 
is not known. 

Plateaus that were formed by crustal shortening and in- 
ternal drainage lie within major mountain belts and gener- 
ally in arid climates. They can be found in North Africa, 
Turkey, Iran, and Tibet, where the African, Arabian, and 
Indian continental masses have collided with the Eurasian 
continent. The Altiplano lies between the Cordillera Oc- 
cidental composed of volcanoes and the Cordillera Ori- 
ental beneath which the Brazilian shield is being thrust. 
All these areas have undergone crustal shortening during 
Cenozoic time, and in each case the surface of the plateau 
includes both strongly deformed pre-Cenozoic rocks and 
very young, flat-lying sediment. 
There are some plateaus whose origin is not known. 

Those of the Iberian Peninsula and north-central Mexico 
exhibit a topography that is largely high and relatively flat. 
Crustal shortening clearly occurred in Mexico during the 
Late Cretaceous and Early Cenozoic (between 100,000,- 
000 and 50,000,000 years ago) and in some parts of Spain 
during the Cenozoic, but the high elevations in either case 
do not seem to be supported by thick crust. These areas 
are probably underlain by a hot uppermost mantle, but 
proof of this is still lacking. 
Volcanic plateaus are commonly associated with erup- 

tions that occurred during the Cenozoic or Mesozoic. 
Eruptions on the scale needed to produce volcanic plateaus 
are rare, and none seems to have taken place in recent 
time. The volcanic eruptions that produce lava plateaus 
tend to be associated with hot spots. For example, the 
basalts of the Deccan traps, which cover the Deccan 
Plateau in India, were erupted 60,000,000 to 65,000,000 
years ago when India lay in the Southern Hemisphere, 
probably over the same hot spot that presently underlies 
the volcanic island of Réunion. The Serra Geral basalts 
that cap a plateau of the same name on the Atlantic coast 
of Brazil were erupted some 135,000,000 years ago before 
Africa and South America separated from each other and 
when the future continental margins overlay the hot spot 
now beneath the volcanic island of Tristan da Cunha 
in the South Atlantic Ocean. In North America, the 
Columbia River basalts may have been ejected over the 
same hot spot that underlies the Yellowstone area today. 
Lava plateaus of the scale of these three are not common 
features on the Earth. 

Tectonic basins and rift valleys 

GEOMORPHIC CHARACTERISTICS 

Most tectonic basins and valleys, including rift valleys, are 
characterized by relatively steep, mountainous sides and 
flat floors. The steep sides are created by displacement on 
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faults such that the valley floor moves down relative to the 
surrounding margins, or, conversely, the margins move 
up relative to the floor. Differences in the elevations of 
valley floors and surrounding mountains or plateaus range 
from only several hundred metres to more than 2,000 
metres in major rift valleys. The widths of tectonic valleys 
and basins vary from as little as 10 kilometres to more 
than 100 kilometres. Their lengths typically are hundreds 
of kilometres, but range from a few tens to thousands 
of kilometres. 
The vast majority of tectonic basins and valleys is pro- 

duced by an extension of the Earth’s crust and the subse- 
quent dropping of a block of crust into the space created 
by the divergence of large crustal blocks or lithospheric 
plates. The extension of the brittle crust causes it to frac- 
ture, and as the adjoining crustal blocks or plates move 
apart, a smaller block slides down into the resulting gap. 
The down-dropping of this block between the surrounding 
fault blocks, which commonly rise during an episode of 
crustal extension, creates a rift valley or tectonic basin. 

The geologic term for this type of tectonic depression is 
“graben,” the German word for “ditch” or “trough.” 
Tectonic depressions also can be produced by horizon- 

tal compression of the crust—i.e., by crustal shortening. 
Two types of compressional tectonic valleys and basins 
can be recognized: ramp valleys and foreland basins. A 
ramp valley is analogous to a rift valley but is formed by 
the margins of the valley being pushed over its floor. A 
foreland basin, on the other hand, results from a gentle 
downward bending or flexing of the entire lithosphere. 

PRINCIPAL TYPES 

Rift valleys. In the simplest case, a rift valley forms 
when a block of crust, tens of kilometres wide and hun- 
dreds of kilometres long, drops down between two diverg- 
ing lithospheric plates, much as the keystone in an arch 
will fall if the walls of the arch move apart. This process 
is responsible for the relatively symmetrical cross sections 
of most parts of the East African Rift System, where the 
valley floor lies 1,000 metres or more below the higher 
plateaus of Ethiopia and Kenya. In some places, the sides 
of the rift valley make single, steep walls as high as 1,000 
metres. In others, the edges of the valleys consist of steps 
or tiers with each small inner block dropping with respect 
to its neighbouring outer block (Figure 14). Thus the 
deepest part of the rift valley is not always at its centre. 
Volcanoes mark the axes of some, but by no means all, 

rift valleys. Where the lithospheric plates separate and the 
crust is thinned, the underlying parts of the lithosphere in 
the mantle also must diverge, allowing hot material from 
the asthenosphere to rise to shallow depths. Some such 
material from the asthenosphere has erupted at volcanoes 
within the eastern rift of the East African Rift System in 
Ethiopia and Kenya (Figure 14) and within a small section 
of the western rift in Zaire. Most of the western rift, which 

extends from Uganda through Lake Tanganyika and Lake 
Nyasa (Malawi), however, has no volcanoes. 
Many rift valleys are asymmetrical with one steep wall 

and one gentle side. The steep wall is formed by slip 
on one or two major faults; however, unlike the simple 
grabens described above, no major fault bounds the other 
side of the rift valley. Instead, the other side is formed 
by a flexing of the lithosphere and by a tilting of the 
surface. Small faults are common, but over all there is a 
relatively gentle slope into the rift valley. Death Valley, in 
California, has a very steep eastern margin and a gentler 
western edge. The floor of Death Valley is moving down 
along a fault along its eastern margin and is rotating about 
an axis west of the valley. Thus, the most rapid sinking is 
along the valley’s eastern edge, where the lowest point in 
the Western Hemisphere, Badwater, lies 86 metres below 
sea level. Similarly, the Baikal Rift, which contains the 
deepest lake in the world, Lake Baikal, has a very steep 
northwestern edge and a gentler southeastern margin. 
Within some rift valleys are narrow ridges (10 to 20 kilo- 

metres wide) that are bounded by steep sides, separating 
the ridges from neighbouring parts of the valleys. A ridge 
of this kind is called a horst, a block of crust bounded 
by faults such that the flanks of the range have dropped 
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Figure 14: Cross sections of the East African Rift showing 
down-dropped blocks and thick volcanic rocks. 

Adapted from B.H. Baker, P.A. Mohr, and L.A.J. Williams, ‘Geology of the Eastern Rift System 
of Africa'’; The Geological Society of America, Inc. Special paper 136 

with respect to it. A horst is the opposite of a graben. The 
third highest mountain in Africa, Margherita Peak of the 

Ruwenzori Range (located along the border of Uganda 
and Zaire) marks the highest point on a horst within the 
western rift of the East African Rift System. 
Horsts can be found in most rift valleys, but unlike the 

Ruwenzori, they rarely dominate the landscape. The floors 
of most rift valleys have dropped relative to the surround- 
ing landscape, but the tops of horsts rarely stand higher 
than the surface outside the valleys. Thus most horsts 
are merely blocks that have remained at nearly the same 
height as the unbroken crust outside of the rift valleys. 
Most horsts exist because rift valleys formed adjacent to 
them, not because they were elevated. 
Some rift valleys, such as the East African Rift Valley in 

Ethiopia and Kenya, have formed over large domes (Fig- 
ure 15). Upwelling of hot material within the underlying 
asthenosphere not only pushes the overlying lithosphere 
up but heats it as well, causing it to expand. To some 
extent the upward bulging of the lithosphere causes it to 
stretch, and this stretching manifests itself as a rift valley. 
Rift valleys that have formed in this way are commonly 
associated with extensive volcanism. 
Certain rift valleys seem to be created by distant forces 

acting upon the lithosphere. These valleys cannot be as- 
sociated with large domes, and in general volcanism is 
rare or absent. The Baikal Rift, for example, seems to 

be associated with the same forces that are pushing India 
into the rest of Eurasia. Moreover, though the elevations 
of the flanks are high (more than 3,000 metres in some 
places), the overall elevation decreases rapidly to only a 
couple of hundred metres at distances of just 50 to 100 
kilometres northwest of Lake Baikal. Thus, a broad dome 
is not present. 
Basins and ranges. Some areas, such as the Basin 

and Range Province of the western United States (Utah, 
Nevada, and California), contain an extensive network of 

relatively small tectonic depressions closely akin to rift 
valleys. The topography consists of basins 10 to 30 kilo- 
metres wide and 50 to 200 kilometres long, separated by 
ranges of similar dimensions. The basins contain young 
sediment derived from the neighbouring ranges and are 
quite flat. The sides of the basins can be steep or gentle. 
Where a major fault separates a basin from a range, the 

Plio-Pleistocene volcanics 

fas and sediments 

Basin and 
Range 
Province 

of the 
western 

United 

States 



726 Continental Landforms 

ARABIA 

Ethiopian 
Plateau 

SOMALIA 

Equator 

INDIAN 

OCEAN 

fovki| Uplifted plateaus 

Depressions: basins and 
asymmetrical grabens 

Za Major grabens 

Step-fault platforms 

Horsts 

oe Monoclines 

4 Faults 
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Rift System (see text). 
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edge of the basin is often steep. Where the edge of the 
basin is produced by the tilting of the basin down and of 
the range up, the flank is gentle, with average slopes of 
from a few to 15°. These tilted, gently dipping slopes are 
particularly apparent wherever lavas, resistant to erosion 
in dry climates, had flowed onto the surfaces before they 
were tilted. Such tilted lava-capped surfaces are known as 
louderbacks. In sum, the tectonic basins of the Basin and 
Range Province are similar to rift valleys, but their dimen- 
sions are smaller, and the ranges are tilted blocks or horsts. 
Networks of basins and ranges exist in several other 

high plateaus. Northerly trending basins lace the Tibetan 
Plateau; however, unlike those of the western United 

States, they are more widely spaced, occurring hundreds 
of kilometres apart. Moreover, a single northerly trending 
range in Tibet does not in general separate neighbouring 
basins from one another. The development of a basin 
and range morphology in Tibet is at a much earlier geo- 
logic stage than that of the western United States. The 
landscape of western Turkey likewise is cut by easterly 
trending basins and neighbouring ranges that were formed 
by crustal extension in its north-south dimension. This 
morphology of basins and ranges extends westward be- 
neath the Aegean Sea. Many of the islands in the Aegean 
are ranges between basins that stand high enough to poke 
above sea level. Thus, whereas the dominant feature in 
a rift valley is the deep wide valley itself, the ranges and 
valleys are of comparable importance in basin and range 
topography. 

Pull-apart basins. Some tectonic valleys are rectangular 
or rhomb-shaped basins, bounded by as many as four 
steep sides. The Dead Sea, the lowest place on Earth, lies 

396 metres below sea level at the bottom of just such a 
basin. Another is the Imperial Valley of southern Califor- 
nia, most of which also lies below sea level. These tectonic 
valleys are closely related to major strike-slip faults— 
nearly vertical faults along which material on one side 
moves horizontally with respect to that on the other. 
In regions such as the Dead Sea or southern California, 

nearly parallel strike-slip faults bound two sides of the 
tectonic valley and end at the valley. Slip on the over- 
lapping segments of the strike-slip faults results in crustal 
extension in the region between the two faults. Thus two 
sides of the tectonic valley are bounded by faults with 
primarily horizontal displacement, and the other two sides 
are bounded by faults with vertical components of slip. 
These basins are called pull-apart basins because the crust 
is literally pulled apart in the section between the two 
strike-slip faults. 
Ramp valleys. As previously noted, these depressions 

are similar to rift valleys, but they have been formed by 
the opposite process—crustal shortening. A ramp valley 
develops when blocks of crust are thrust toward one an- 

other and up onto an intervening crustal block. The latter 
is forced down by the weight of this material, resulting in 
the formation of the valley. The thrusting of the material 
onto the intervening crustal block creates high mountains 
adjacent to the valley. 
Ramp valleys are characterized by steep sides tens of 

kilometres apart, and flat floors, which contain debris 

eroded from the neighbouring mountains. Escarpments 
on the edges of ramp valleys are not as sharply defined as 
for simple rift valleys, but the surrounding mountains can 
be higher than those that bound the latter. To a casual 
observer, the landscapes of ramp and rift valleys are very 
similar. In fact, early theories for rift valleys incorrectly 
attributed their origin to that of ramp valleys. 
The most spectacular example of a ramp valley is the 

Turfan Depression, the second lowest place on Earth (154 
metres below sea level), which lies within the Tien Shan 
of western China and along the northern margin of the 
Gobi. In general, the rapid filling of ramp valleys in all 
but the most arid climates makes them ephemeral fea- 
tures; however, small, young ramp valleys can be found 
in the South Island of New Zealand éast of the Southern 
Alps, and remnants of ramp valleys lie within the Rocky 
Mountains of the western United States. 
Foreland basins. These lie in front of major mountain 

ranges—e.g., south of the Himalayas, north of the Alps, 
and east of the Canadian Rocky Mountains. Most basins 
of this kind are subsurface features, filled with sediment 
eroded from the adjacent mountain ranges; thus, they are 
not easily recognized in the flat landscape that is visi- 
ble. Foreland basins are formed because the overthrusting 
of the mountains onto a neighbouring lithospheric plate 
places a heavy load on the plate and flexes it down, much 
as a diving board is flexed down by the weight of the 
diver. Foreland basins are deepest and young sediments 
are thickest next to the mountain range, and the thickness 
of material decreases gradually and smoothly away from 
the mountains. The rapid deposition of sediment from the 
mountains makes a nearly flat surface, such as the Indo- 
Gangetic Plain of northern Pakistan and India where the 
Indus and Ganges rivers flow south of the Himalayas. 
Foreland basins can be important sites of oil and gas 
reserves. (P.H.M.) 

Volcanic and tectonic caves 

VOLCANIC CAVES 

Caves of various types and sizes occur where volcanic 
rocks are exposed. These are caves formed by flowing 
lava and by the effects of volcanic gases rather than by 
dissolution of the bedrock. (For a discussion of the latter 
type, solution caves, see below Caves and karst landscape.) 
Because volcanic caves form very close to the land sur- 
face, they are easily destroyed by erosional processes. As 
a result, such caves are usually found only in recent lava 
flows, those that are less than 20,000,000 years old. 
Lava tubes. These are the longest and most compli- 

cated of volcanic caves. They are the channels of rivers 
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of lava that at some earlier time flowed downslope from 
a volcanic vent or fissure. Lava tubes develop best in 
highly fluid lava, notably a basaltic type known as pahoe- 
hoe. They rarely form in rough, clinkery aa flows or in 
the more massive block lavas. In pahoehoe flows volatile 

components remain in solution in the molten rock where 
they decrease both the rate at which the lava solidifies 
and its viscosity. Because of this, pahoehoe lava flows like 
a sticky liquid, sometimes rushing down steep slopes and 
forming lava falls. 
Process of formation. Near the vent of a volcano, the 

overflowing lava is directed toward whatever natural chan- 
nels or gullies are available. As the flow advances down- 
slope, the sides begin to congeal, so that more and more of 
the flowing lava is confined to a progressively narrowing 
channel. At this stage, the lava flow behaves like a river 
moving at relatively high velocity in a narrow canyon. 
Gradually the surface of the flow becomes crusted over 
and may also be covered with solid blocks of lava that 
have been rafted along the flow. As more and more of 
the surface crusts over, the supply of fluid lava feeding 
the advancing front of the flow is confined to a roughly 
cylindrical tube beneath the surface. It is possible in the 
later stages of crusting to observe the lava river through 
the few remaining “windows” in the crust. 
The development of a channel that feeds the advancing 

front of the lava flow represents the initial stage in the 
formation of a lava tube. The second stage is the draining 
of the original conduit. If the source of lava is cut off at 
the vent, the fluid lava in the tube continues to flow and 
the tube drains. The combustion of gases released from 
the lava maintains a high temperature, and the walls of 
the conduit may be fused to a black glaze. The draining 
of the tube may take place in stages, so that benches or 
ledges are formed along the walls. Lava dripping from the 
ceiling congeals to form lava stalactites, while lava drip- 
ping onto the floor gives rise to lava stalagmites. The floor 
of a lava tube often has a ropey pattern parallel to the 
flow direction, showing how the last dregs of the draining 
lava were frozen into place. Other features of the moving 
fluid such as trenchlike channels in the floor, lava falls 
over ledges, ponded lava, and embedded blocks may also 
be found frozen in place. 
General characteristics. In their simplest form, lava tube 

caves are long tunnels of uniform diameter oriented down 
the slope of the volcano from which they had their origin 
(Figure 16). Their roofs and walls consist of solidified lava. 
In some cases, the floor is covered with sand or other 

unconsolidated material that has been washed into the 
cave by water. The roof of a lava tube commonly breaks 
down, and some caves of this type are littered with blocks 
of fallen ceiling material. Complete collapse of segments 
of the roof forms “skylights.” When such openings occur 
at the upper end of a tube, the tube acts as a cold air trap. 

D&J McClurg 

Figure 16: Rectangular-shaped passage in Bat Cave, 
Medicine Lake Highlands, near Lava Beds National 
Monument, California. 
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Many lava tubes contain ice formations—ponded ice as 
well as icicles and ice stalagmites where seepage water has 
frozen in the cold air trapped within the tubes. Some of 
these ice deposits persist far into the summer. 
Lava tubes that have more complicated shapes also oc- 

cur. Where slopes are gentle, the original lava river may 
branch into a distributary pattern near the toe. If these 
are all drained, the remaining tube branches in the down- 
stream direction. New lava flows may override older flows 
and result in the formation of additional lava tubes on 
top of existing ones. Sometimes they are connected by 
younger flows falling through the roof of the older one, 
thus rejuvenating the older tube. Because most lava flows 
are thin, lava tubes form near the land surface. Portions 
of the roof frequently collapse, and the resulting sinkholes 
provide entrances to the lava tubes. The collapse process 

also segments the tubes, so that most lava caves have 

lengths of only a few hundred to a few thousand metres. 
Often one can line up the individual caves on maps to 
identify the course of the original tube. Some lava tube 
caves are found tens of kilometres from the vent where 
the flow originated. 
Other types of lava caves. Small caves are produced in 

regions of active volcanism by at least three other pro- 
cesses. These are (1) pressure-ridge caves, (2) spatter cone 

chambers, and (3) blister caves. 

The solidified crust of pahoehoe flows often buckles from 
the movement of lava underneath. The buckled crust 
appears as ridges several metres to a few tens of metres 
high, elongated perpendicular to the flow. So-called pres- 
sure-ridge caves can be formed beneath the ridges by the 
mechanical lifting of the roof rock. Such cavities typically 
measure one to two metres in height, have a roughly tri- 
angular cross section, and extend several hundred metres 
in length. Unlike lava tube caves that are oriented along 
the flow, pressure-ridge caves are oriented perpendicu- 
lar to the flow. 
Liquid lava can be forced upward through cracks in the 

congealed surface layers of the flow. When the ejected 
blobs of liquid freeze and weld together, they form spatter 
cones. if the lava subsequently drains from the feeder 
channel, a dome-shaped chamber is formed beneath such 
a cone. The depths of these spatter cone pits range from 
several metres to a few tens of metres. 
Trapped steam or other gases can lift layers of lava while 

it is still in a plastic state to form small blister caves. These 
cavities consist of dome-shaped chambers somewhat re- 
sembling those of spatter cones. They are generally small, 
ranging from one to a few metres in diameter, but they 
often occur in great numbers in many lava flows rich in 
volatile components. 
In the United States lava caves are found chiefly in 

the Pacific Northwest—northern California, Washington, 

Oregon, and Idaho—and in Hawaii. One of the longest 
(measuring 3.4 kilometres) is Ape Cave on the flank of 
Mount St. Helens in Washington. The cave is located on 
the side of the volcano opposite that involved in the cat- 
astrophic eruption of 1980 and so survived the outburst. 
Ape Cave is only one fragment of a series of interrelated 
lava tubes that mark a continuous flow path down the 
volcano. A large number of lava tubes also occur beneath 
a nearly flat plain in the Bend region of central Oregon. 
Many of these are related to fissure eruptions rather than 
to a single volcanic cone. Lava tubes are commonly found 
in other young volcanic regions of the world, notably in 
the Canary Islands, on Iceland, along the East African Rift 
Valley, and in parts of Australia. 

TECTONIC CAVES 

Tectonic caves are formed by a mass movement of the 
bedrock. The rocks separate along joints or fractures, and 
are pulled apart mechanically. The resulting cave is usu- 
ally a high, narrow fissure that has nearly planar walls 
with matching patterns on opposite sides of the passage. 
The ceiling is often a flat bed of rock that did not move 
or that moved along some different fracture. The floor of 
a tectonic cave may consist of massive bedrock or of a 
rubble of fallen blocks, or it may be covered with soil and 
other material washed in from the surface. 
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Because tectonic caves are formed by mechanical pro- 
cesses, the most important characteristic of the bedrock 
is that it be mechanically strong. Massive, brittle rocks 
such as sandstones and granites are the best host rocks for 

tectonic caves. 
Although tectonic caves can be formed by any geologic 

force that causes rocks to move apart, the key mechanism 

is gravity sliding. The optimum setting for the develop- 

ment of tectonic caves occurs where massive rocks dip 

gently to the sides of ridges or mountains. The presence 
of shale layers between beds of massive sandstone can act 
as a lubricating layer and facilitate mechanical slippage. 
Gravity causes the massive rocks to slip and separate along 
vertical fractures, which then become tectonic caves. The 
amount of slippage must be small for the cave to maintain 

STRUCTURAL 

Treated in this section are the topographic features formed 
by the differential wearing away of rocks and the deposition 
of the resulting rock debris under the influence of exoge- 
netic geomorphic forces. Such forces operate at the inter- 
face of the planetary atmosphere, lithosphere, cryosphere, 
and hydrosphere. The processes generating these forces are 
the major agents of erosion, transport, and deposition of 
debris. These include fluvial, eolian, glacial, groundwater, 
and coastal-marine processes, as well as those associated 
with mass movement. Structural landforms result from 
forces generated by these processes interacting with resis- 
tances, imposed by rocks and sediments. For change to 
occur, the forces must exceed the thresholds of resistance 
imposed by the earth materials on which they act. The 
landform itself, however, may alter the forces by devel- 
oping specific shapes. Sand dunes, beaches, river valleys, 
and glacial drumlins are all examples of landforms that 
modify the forces imposed upon them. Such self-regula- 
tion of landform development is a quality of landscapes 
that achieve equilibrium. 
Although structure and lithology establish the resistance 

factors for structural landforms, climate defines the nature 
of the exogenetic geomorphological processes. In cold re- 
gions ice-related processes dominate in the development 
of landscapes, while in warm-wet regions fluvial processes 
exert primary control. Thus, a climatically controlled style 
of landscape development is imposed on the structurally 
defined surface. Moreover, process and structure inter- 
act through geologic time on an evolving landscape. As 
pointed out by the eminent William Morris Davis, land- 
scape is a function of the trilogy of structure, process, and 
time (see above). 

Stream valleys and canyons 

Wherever sufficient rainfall occurs, opportunity exists for 
the land surface to evolve to the familiar patterns of hills 
and valleys. Of course, there are hyperarid environments 
where fluvial activity is minimal. There also are geo- 
morphological settings where the permeability of rocks or 
sediments induce so much infiltration that water is unable 
to concentrate on the land surface. Moreover, some land- 
scapes may be so young that insufficient time has elapsed 
for modification by fluvial action. The role of fluvial action 
on landscape, including long-term evolutionary processes, 
is considered here in detail. For additional information on 
fluvial and hillslope processes relating to valley formation, 
see GEOMORPHIC PROCESSES and RIVERS. 
Probably the world’s deepest subaerial valley is that of the 

Kali Gandak River in Nepal. Lying between two 8,000- 
metre Himalayan peaks, Dhaulagiri and Annapirna, the 
valley has a total relief of six kilometres. Because the 
Himalayas are one of the Earth’s most active areas of 
tectonic uplift, this valley well illustrates the principle 
that the most rapid downcutting occurs in areas of the 
most rapid uplift. The reason for this seeming paradox 
lies in the energetics of the processes of degradation that 
characterize valley formation. As will be discussed below, 
the steeper the gradient or slope of a stream, the greater 

its roof. Too much slippage and consequent roof collapse 
will form an open canyon. Still more slippage can result 
in a landslide. 
Tectonic caves occur in many geologic settings and in 

great numbers, since they are produced by minor slip- 
pages in outcrops of massive sandstones, granites, basalts, 
and even limestone. Tectonic caves are among the most 
common caves, but they are rarely noticed or catalogued. 
They contain few, if any, features that attract attention 
and usually are quite small. Most such caves measure from 
several metres to a few hundred metres in length. Many of 
them consist of a single passage that extends into hillsides 
along major fractures. Some of the larger tectonic caves 
have a grid or network pattern that matches the pattern 
of the fractures or joints. (W.B.Wh.) 

LANDFORMS 

its expenditure of power on the streambed. Thus, as up- 
lift creates higher relief and steeper slopes, rivers achieve 
greater power for erosion. As a consequence, the most 
rapid processes of relief reduction can occur in areas of 
most rapid relief production. 
A canyon is a deep and very narrow type of river valley. 

Perhaps the most famous example is the Grand Canyon 
of the Colorado River in northern Arizona (Figure 17). 
The Grand Canyon is about 1.6 kilometres deep and 180 
metres to 30 kilometres wide and occurs along a 443- 
kilometre long reach where the Colorado River incised 
into a broad upwarp of sedimentary rocks. 

GEOMORPHIC CHARACTERISTICS 

The relief of valleys and canyons is produced by the incis- 
ing action of rivers. Hillslope processes are indeed critical 
in the development of valley sides (see below), but it is 
rivers that lower the level of erosion through degradation. 
Rivers ultimately adjust to a baselevel, defined as the 
lowest point at which potential energy can be transformed 
to the kinetic energy of river flow. In most cases, the 
ultimate baselevel for rivers is sea level. Some rivers drain 
to enclosed basins below sea level, as, for example, the 
Jordan River, which flows to the Dead Sea in Israel and 
Jordan. Moreover, rivers may adjust to local baselevels, 
including zones of resistance to incision, lakes, and dams 
(both natural and artificial). 
Valley longitudinal profiles. The longitudinal profile of 

a valley is the gradient throughout its length. Valleys 
formed by river action typically have a concave upward 
profile, steep in the headwaters and gentle in the lower 
reaches. The lower end of such a profile is adjusted to an 
effective lower limit of erosion defined by the baselevel 
(Figure 18). 
In an ideal case of river adjustment to uniformly resistant 

materials, the longitudinal profile of a stream assumes 
a characteristic form that minimizes variations in trans- 
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Figure 17: Grand Canyon of the Colorado River in 
northern Arizona. 
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Figure 18: Simplified concave upward longitudinal profile of a 
river that illustrates the concept of base level and the defining 
terms used in calculating stream power. 

porting power. Power in a river derives from the rate of 
transfer of potential energy, dE/dt, which depends on the 
rate of fall in elevation of water, dy/dt, according to 

dE dy 
at 0S ads (1) 

Where E is energy, ¢ is time, m is mass, g is the accel- 
eration of gravity, and y is elevation. The rate of fall in 
elevation, in turn, can be expressed as follows: 

dy dy dx 7 

ee 2) 
where S is the slope (fall in elevation, dy, with downstream 
horizontal distance, dx), and V is the flow velocity (change 
in horizontal distance, dx, with time, d7). 
Combining equations (1) and (2) and using the fluid 

density p (mass per unit volume of water), one obtains 

E 
a Pk WD L)SY, (3) 

where W is channel width, D is channel depth, L is a unit 
length of stream, and the other parameters are as defined 

above. Because flow discharge Q is defined as 

O=W-D-V, (4) 

the power per unit length of flow, Q, can be expressed as 

Q=dE/dt/L=pgQ5. (5) 

It should be noted that in order to minimize variation 
in power, a river increasing its discharge in a downstream 
direction must decrease its slope. Thus, slope must be 
constantly decreasing downstream, explaining the concave 
upward character of the longitudinal profile. 
The idealized concave upward longitudinal profile de- 

fined purely by energy considerations, noted above, only 
occurs where channel bed resistances and adequate ad- 
justment time permit. Resistant zones of bedrock require 
greater power for a stream to incise at a given discharge 
Q than do less resistant zones. Therefore, by equation (5) 
the stream gradient S must be locally steeper at resistant 
zones. Similarly, a rapid base-level change, such as a fall 
of sea level, may not allow adequate time for the entire 
longitudinal profile to adjust. One indication of such ef- 
fects on a longitudinal profile is a nick point, or abrupt 
change in slope of the profile. 
Valley cross profiles. The cross profiles of valleys in- 

volve a combination of fluvial and hillslope processes. 
Although slopes and rivers are often studied separately by 
process geomorphologists, hills and valleys are the features 
that dominate landscapes. In upland areas cross profiles of 
valleys are often narrow and deep. Canyon morphologies 
are most common. Further downstream, valley floors are 

wider and often dominated by floodplains and terraces. 
Types of valleys. One of the few classifications of valleys 

is that used by the German climatic geomorphologists 
Herbert Louis and Julius Bidel. In areas of rapid uplift 
and intense fluvial action such as tropical mountains, 
Kerbtal (German for “notched valley”) forms occur. These 
are characterized by steep, knife-edge ridges and valley 
slopes meeting in a V-shape. Where slopes are steep but 
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a broad valley floor occurs, Sohlenkerbtal (meaning pre- 
cisely a valley with such characteristics) is the prevailing 
form. Valleys of this kind develop under the influence of 
groundwater flow in Hawaii (see below Processes). Gutter- 
shaped valleys with convex sides and broad floors are 
called Kehital; and broad, flat valleys of planation surfaces 
are termed Fachmuldental. 
It is important to remember that the form of valleys 

reflects not only modern processes but also ancient ones. 
The entire valley or some landforms within it may be 
relict, with features inherited from past geologic periods 
during which occurred tectonic and climatic processes of 
intensities quite different from those prevailing today. 
Hillslopes. HHillslopes constitute the flanks of valleys 

and the margins of eroding uplands. They are the major 
zones where rock and soil are loosened by weathering 
processes and then transported down gradient, often to a 
river channel. 
Two major varieties of hillslopes occur in nature (Figure 

19). On weathering-limited slopes, transport processes are 
so efficient that debris is removed more quickly than it 
can be generated by further weathering. Such hillslopes 
develop a faceted or angular morphology in which an up- 
per free face, or cliff, contributes debris to a lower slope of 
accumulation. Slopes of this sort are especially common 
on bare rock where the profile of the slope is determined 
by the resistance of the rock, not by the erosional pro- 
cesses acting on it. One consequence of this is that many 
rock slopes retreat parallel to themselves in order to pre- 
serve the characteristic slope angle for a rock type of given 
strength. If the features of the rock change with depth into 
the slope, however, the characteristic angle of the slope 
will change. Rock slopes develop where weathering and 
soil erosion are slow (as in arid regions) and where rock 
resistance is high. 
The second major variety of slope is transport limited. 

Transport-limited slopes occur where weathering processes 
are efficient at producing debris but where transport pro- 
cesses are inefficient at removing it from the slope. Such 
slopes lack free faces and faceted appearances, and they 
are generally covered with a soil mantle. The profile of 
this type of slope generally has a sigmoid appearance, with 
convex, straight, and concave segments. The shape of the 
slope is an expression of the process acting upon it. 
Convex slope segments commonly occur in the upper 

parts of soil-mantled slopes, as near the drainage divide. 
The noted American geomorphologist G.K. Gilbert elu- 
cidated the principles applying to convex slopes in his 
study of piles of mining-waste debris in California. The 
processes of soil creep and raindrop splash erode soil on 
the upper parts of slopes. Since soil eroded from the upper 
slope must pass each point below it, the volume of soil 
moved increases with distance from the divide. Since the 
transport rate for creep and rain splash is proportional to 
the slope angle, the slope angle must also increase from 
the divide, resulting in the slope convexity. 
Straight slope segments are dominated by mass move- 

ment processes. Talus slopes are a type in which debris 
piles up to a characteristic angle of repose. When new 
debris is added to the slope, thereby locally increasing 
the angle, the slope adjusts by movement of the debris 
to reestablish the angle. Again, the result is a dynamic 
equilibrium in which the landform adjusts to processes 
acting upon it. 
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Figure 19: Comparison of idealized profiles for 
weathering-limited, faceted hillslopes (left) and 
transport-limited, sigmoid hillslopes (right). 
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Concave slopes are especially common where overland- 
flow runoff transports sediment derived from upper slopes. 
Because the collection area for wash increases downslope 

and discharge Q is proportional to collection area, stream 
power—equation (5)—can be maintained at lower slope 
angles. In addition, the size of particles being transported 
decreases downslope because of weathering and abrasion. 
Because the finer particles are easier to transport, slope 
angles can be reduced in the downslope direction. The 
result is a concave shape to the slope profile. 

ORIGIN AND EVOLUTION 

River valleys figure prominently in the evolutionary se- 

quence of landscape development conceived by W.M. 

Davis (see above Davis’ erosion cycle theory and re- 
lated concepts). Unfortunately Davis’ marvelous deductive 

scheme of progressive landscape change with time was 
somewhat abused by those who employed it merely for 
description and classification. By the mid-20th century, 
the focus of geomorphological research shifted from evo- 
lutionary sequences to studies of processes. Today, new 
procedures for radiometric dating have rekindled interest 
in long-term landscape evolution. 
Valley development with time can be conceived of as a 

functional relationship, as follows: 

v= f(r tp Us (6) 

where v is the valley morphology, c is the climate, r is relief 
factors including slope, / is lithology and rock structure, p 
is the type of process operating (surface runoff or spring 
sapping), and f is time. 

Valley morphology can be described in numerous ways. 
A useful measure is drainage density Dd, which relates 
the length of valleys (or streams) L to the area A in 
which they occur: 

Dd=—,. (7) 

In many applications, A is defined as the drainage area in 
which a network of valleys is developed. There is a close 
relationship of drainage density to hillslope angles and lo- 
cal relief. For a given relief, higher drainage density results 
in short, steep valley-side slopes. For the same relief, a 
lower drainage density results in long, gentle slopes. 
Processes. Runoff processes. When rain falls on a land 

surface, part of it may infiltrate, depending on the rate of 
rainfall and the permeability of the substrate. The amount 
of rainfall that exceeds the infiltration capacity collects 
in pools and eventually flows over the land surface. This 
process of overland flow is quite inefficient because a large 
surface area greatly resists water movement. Depending 
on the substrate resistance and power of the flow, the 
tendency is to incise to form a channel. This transition 
from overland flow to channel flow is the first step toward 
a response to rainfall input. Eventually the dissection by 
channels leads to the differentiation of hills from valleys. 
Not all the rainfall is transformed to overland flow and 

infiltration to groundwater. A portion is lost to evapora- 
tion and to transpiration by plants. What eventually flows 
off the landscape from surface and subsurface sources is 
the runoff R given by 

R=P—ET#S, (8) 
where P is the precipitation and ET is the combination 
of evaporation and transpiration; S is a storage term for 
water held in plants, soils, and subsurface rocks. The 
overland flow component of runoff appears very quickly 
after storms, while the subsurface flow components appear 
much more slowly. In channels, all forms of runoff gener- 
ate increased stream power because of increased discharge. 
This allows streams to incise, thereby deepening valleys, 
which may widen through hillslope processes. 
Sapping. Sapping is a process of hillslope or scarp 

recession by the undermining of an overlying resistant 
material in the form of weathering or water flow occur- 
ring in an underlying less-resistant material. A variation 
of this process, spring sapping, occurs where groundwater 
outflow undermines slopes and, where appropriately con- 

centrated, contributes to the development of valleys. The 
action of groundwater in sapping may be concentrated at 
valley heads, leading to headward growth. Both enhanced 
weathering and direct erosion by the concentrated fluid 
flow lead to slope undermining and collapse at sites of 
groundwater outflow. 
A conceptual model of valley development by sapping 

can be envisioned with the initial condition of a water table 
having a regional slope toward a hydraulic sink provided 
by a depressed region. Water emerging along a spring line 
would then foster chemical weathering and thereby in- 
crease the porosity of the seepage zone, reducing the local 
rock tensile strength and rendering the weathering zone 
more susceptible to erosional undercutting of adjacent 
slopes. Local zones of heterogeneity in the rock will result 
in some zones achieving the critical conditions necessary 
for such undermining before other zones achieve them. 
Joints, faults, and folds serve this function. These criti- 
cal zones then experience enhanced undermining. Once 
initiated, this process becomes self-enhancing because the 
lines of groundwater flow converge on the spring head. 
The increased flow accelerates chemical weathering, which 
leads to further piping at the same site. 
The farther a spring head retreats, the greater the flow 

convergence that it generates, thereby increasing the rate 
of headward erosion. Headward sapping proceeds faster 
than valley widening because the valley head is the site 
of greatest flow convergence. Headward growth, however, 
may intersect other zones that are highly susceptible to 
sapping. A particularly favourable zone will result in a 
tributary that also experiences headward growth and that 
may generate tributaries of its own. Thus, sapping that oc- 
curs in a zone of jointing or faulting will develop a pattern 
aligned with those structures. It will, however, be orga- 
nized by the hydraulic controls on the groundwater flow. 
This process of sapping, headward retreat, and branching 

eventually forms a network of valleys. The developing 
network works to counteract the self-enhancing effect of 
flow concentration mentioned above. As spring heads mi- 
grate to the neighbourhood of one another, their demands 
for the available groundwater compete with each other. 
Eventually an equilibrium is achieved at some optimum 
drainage density. <* 
Excellent examples of valleys formed by sapping are 

found in the massive sandstone terrains of the Colorado 
Plateau. Groundwater seepage from the sandstone con- 
tributes to local disintegration of the bedrock at the bases 
of cliffs, thereby undermining slopes and leading to back- 
wearing. Because of structural concentration of water flow 
along joints and faults, valleys grow headward along zones 
of structural weakness. Canyons formed by sapping have 
prominent structural control vertical to overhanging walls, 
flat floors, elongate shape, low drainage density (leaving 
undissected uplands), relatively short tributaries to main 
trunk valleys, irregular variation in valley width as a func- 
tion of valley length, and theatre-like valley heads. Many 
of the sapping valleys of the Colorado Plateau are proba- 
bly relict features, since lowered water tables and/or dessi- 
cating climatic conditions have in all likelihood resulted 
in reduced groundwater flow to the valley floors today. 
During wetter climatic episodes of the Quaternary (from 
about 2,000,000 years ago to the present), which probably 
coincided with periods of mountain glaciation, spring sap- 
ping activity would have been more pronounced. Under 
modern climatic conditions, the results of past spring- 
sapping processes are obscured by the modifying action of 
non-sapping morphogenetic processes. 
Valley evolution in Hawaii. The Hawaiian Islands com- 

prise a chain of volcanic islands, with ages increasing pro- 
gressively to the northwest from the island of Hawaii with 
its active volcanoes, Kilauea and Mauna Loa. In general, 
the dissection of the Hawaiian volcanoes also increases 
with age to the northwest, but the details of dissection 
are considerably influenced by climate, factors related to 
parent material, and changes in process. Nevertheless, a 
remarkable opportunity to study valley development with 
time is afforded by the phenomenon of the northwesterly 
movement of the Pacific Plate carrying a succession of 
volcanoes away from a stationary mantle plume (rising jet 
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of partially molten rock material) located at the southern 
tip of Hawaii. 
Rainfall is heaviest on the northeastern slopes of the 

volcanoes because of the prevailing trade winds. Although 
this results in generally higher drainage densities on the 
windward rather than leeward slopes of islands such as 
Hawaii, there are important exceptions. Mauna Loa, for 
example, lacks dissection on its northeastern flanks in 
spite of having the same amount of rainfall as highly dis- 
sected parts of Mauna Kea. Such is the case because the 
basaltic lava flows of the volcanoes are so permeable that 
drainage will not develop until a less permeable ash man- 
tle is emplaced or until weathering reduces infiltration. 
Examples of both phenomena occur in Hawaii. Kilauea 
Volcano, the youngest of the Hawaiian shields, displays 
essentially no dissection except where ash from the 1790 
Keanakakoi eruption was emplaced. The older Mauna 
Loa and Mauna Kea shields display V-shaped ravines only 
where their flanks were mantled by Pahala ash. Dissec- 
tion is more pronounced on Mauna Kea, which is older 

than Mauna Loa. Kohala Volcano is the oldest shield on 
the island of Hawaii, having formed about 700,000 years 
ago. Deep weathering of its basalt has reduced infiltration 
sufficiently to promote high-density drainage on its north- 
eastern slopes. 
Valley initiation on the Hawaiian volcanoes thus de- 

pends on rainfall and infiltration capacity. When runoff 
valleys are initiated, their streams incise to form V-shaped 
ravines. The ravine systems eventually become deep 
enough that they expose deeper layers where groundwater 
activity and spring sapping become more important (Fig- 
ure 20). The deepest incision produces U-shaped, theatre- 
headed valleys. Because the layered basalt flows are most 
permeable parallel to dip, there is efficient groundwater 
movement toward the sea. The regional water table on the 
islands is near sea level, with a slight bulge in the central 
parts of the islands that have a gentle seaward slope in 
all directions. 
The U-shaped sapping valleys of the older Hawaiian 

volcanoes display enhanced weathering at the water table. 
This undermines the side slopes of the valleys, so that 

their steep-sided walls meet their floors at a sharp angle 
(Figure 21). The valleys widened laterally as they were 
developed by headward growth of springs at the valley 
heads. Perennial flow was maintained by large springs. 
Channels and valleys on Mars. At least one other 

planetary body in the solar system besides the Earth is 
dissected by valleys of fluvial origin—namely, Mars. The 
heavily cratered terrains of Mars are extensively dissected 
by interconnected, digitate networks of valleys. Many of 
the valleys are steep-walled and have theatre-like headward 
terminations, especially near the equatorial regions of the 
planet. Additional properties include common structural 
control of the networks, low drainage densities, and low 
junction angles with tributaries. This combination of fea- 
tures seems best explained by a sapping mechanism for 
much of the valley formation. 

Kohala Volcano 
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Figure 20: Association of V-shaped ravines and deep valleys 
enhanced by spring sapping as typical of valley development 
on Hawaiian volcanoes. 
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Figure 21: Large U-shaped valleys developed on Kohala 
Volcano, Hawaii. 

The valleys of Mars are for the most part extremely an- 
cient. Very large numbers of craters are superimposed on 
the valleys, indicating that they formed about the time of 
the phase of heavy bombardment early in the history of 
the solar system. 
Another variety of valley on Mars occurs at fairly high 

latitudes where temperatures are colder. These valleys 
have rounded, subdued wall topography, and their floors 
are covered with debris that appears to have been pro- 
duced from the walls and flowed across the floors. Masses 
of similar debris surround isolated massifs. It is probable 
that subsurface ice facilitated the production and flowage 
of the debris in a manner similar to what is observed in 
the Earth’s periglacial regions. 
Influence of structure. The role of structure in drainage 

development may be passive, in which case the compo- 
sition of rocks and various rock discontinuities (joints, 
faults, and bedding) dictate the details of erosion. In 
this way, structure provides the boundary conditions for 
landscape degradation. During tectonism, such as faulting 
and folding, structural controls change with time, and the 
erosional system must adjust to changing resistances. Dif- 
ferent structural controls also are encountered as incision 
of streams exposes lower units in the Earth’s crust. 
Over the years, Russian and eastern European investi- 

gators have emphasized structural control in geomorphic 
analysis. I.P. Gerasimov defined structural units of the 
landscape called morphostructures as terrain types gener- 
ated by a combination of tectonic activity and climate. 
Various morphostructures are produced by alternating 
periods of uplift (with resulting dissection) and stabiliza- 
tion (yielding planation surfaces). The history of a mor- 
phostructure and regional tectonism can be studied by 
analyses of river terraces, planation surfaces, and correla- 
tive sedimentary deposits. 
Drainage patterns. The pattern of fluvial dissection of a 

landscape is of considerable importance in understanding 
the structural influence on drainage evolution. Dendritic 
patterns (Figure 22), so called because of their similarity to 
branching organic forms, are most common where rocks 
or sediments are flat-lying and preferential zones of struc- 
tural weakness are minimal. The conveyance properties of 
a dendritic network are analogous to blood circulation sys- 
tems and tree branching. Rectangular and angular patterns 
occur where faults, joints, and other linear structures in- 
troduce a grain to drainage. Where a broad tilt or regional 
slope occurs on a surface of otherwise uniform resistance, 

a parallel pattern occurs. Special drainage patterns char- 
acterize belts of parallel folds (trellis pattern), domes or 
volcanoes (radial pattern), and other landscape types. 
In a series of tilted sediments the differential erosion of 

softer units, such as clay and shale, results in valleys de- 
veloped perpendicular to the dip or tilt of the units. These 
strike valleys are paralleled by ridges of the tilted sediments 
called cuestas. Another term for a strike stream, which 
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Figure 22: Dendritic drainage pattern developed on 
flat-lying limestone in central Yemen. 

By courtesy of National Aeronautics and Space Administration 

parallels the structural grain, is a longitudinal stream. In 
contrast, transverse streams cut across structural trends. 
Streams flowing down the tilted sediments of the cuesta 
are called dip streams because they parallel the structural 
dip of the strata. Streams draining the cuesta scarp into 
longitudinal valleys flowing opposite to the structural dip 
are called antidip streams. 

Cross-axial drainage. One of the most interesting 
anomalies that occurs in drainage evolution is the devel- 
opment of stream courses across the axes of structural 
zones (é.g., upwarps and fold belts). Some examples of 
cross-axial, or discordant, drainage include rivers that ap- 
pear to take the most difficult routes possible through 
folded regions such as the Appalachian Mountains of the 
United States and the Zagros Mountains of Iran. The clas- 
sical studies of cross-axial drainage were made during the 
exploration of the Colorado River system in the 19th cen- 
tury by the American geologist John Wesley Powell. The 
Colorado River and its tributaries cross great structural 
upwarps. Rather than flowing around domes or plunging 
folds, the rivers carved canyons into what appears to be 
paths of greatest resistance. One theory posed by Powell 
for such relationships is that of antecedence. According to 
this view, the rivers were already in their present positions 
when the various anticlinal folds and upwarps began to 
grow. A relevant analogy is a saw into which a log is being 
pushed. The saw represents the river and its continuing 
degradation, and the log represents the growing upwarp. 
Another possible origin of cross-axial drainage is superim- 

position. According to this theory, a cover of sedimentary 
material must bury older structures. The river develops 
on this overlying sedimentary cover and subsequently im- 
poses its pattern across the underlying structures as they 
are exposed by continuing degradation. 
A third explanation for cross-axial drainage is that of 

inheritance. In this hypothesis, an erosion surface is 
developed across the structure zone by long-continued 
planation. When the streams incise, abandoning the for- 
mer planation surface, they become imposed across the 
structures. Alternatively, the stream may actually exploit 
zones of weakness or minimal resistance as it downcuts 
from former levels. Stream capture (also called stream 
piracy) occurs as more aggressively eroding portions of the 
drainage cut through divides. In many cases, a complex 
combination of the above processes probably occurs to 
yield the final result. 

Stream capture is especially common where longitudinal 
streams flowing on the weaker rocks of a fold belt erode 
into the valleys of transverse streams that must cross the 
resistant strata. Sections of valley abandoned after such 
captures are known as wind gaps. These contrast with 
the water gaps that still contain transverse streams. The 
famous water gaps of the Appalachians are excellent ex- 
amples of such patterns. 
Influence of climate. The importance of climate in land- 

scape evolution, particularly valley development, has been 
emphasized by many European geomorphologists. Jean 
Tricart and André Cailleux of France and Julius Bidel of 
Germany developed climatic geomorphology as a synthe- 
sis of relief-forming processes. Climatic geomorphologists 
define systematic morphoclimatic zones on the globe in 
which relief-forming mechanisms differ as a function of 
climate. Some of the important morphoclimatic zones are 
briefly outlined in the following sections. 
Periglacial zone. The term periglacial relates to cold- 

climate processes and landforms (see below Periglacial 
landforms). The most important periglacial influence on 
valleys is frost action, which produces abundant debris 
by freeze-thaw action on rock and soil. During the cold- 
est periods of the Quaternary (the last 1,600,000 years), 
the periglacial zone was enlarged to approximately twice 
its present extent. Hillslopes became mantled with frost- 
shattered rubble that moved downslope during cycles of 
freezing and thawing. The relicts of this periglacial ac- 
tivity characterize much of the modern humid-temperate 
zone—e.g., in portions of Pennsylvania and Wisconsin in 
the United States and England and Poland. 
Arid zone. In arid ‘regions moisture conditions are in- 

adequate to support abundant vegetative cover of the land 
surface. As a result, the land is subjected to intense fluvial, 
eolian, and mass-wasting processes. The importance of flu- 
vial action may seem ironic for an arid region. Although 
most arid regions receive little rainfall, the amount that 
falls is especially effective. Rare but intense arid-region 
rainstorms act upon a landscape that is unprotected by 
vegetation. Of course, some hyperarid regions receive such 
infrequent rainfall that fluvial processes are indeed inef- 
fective. Nevertheless, even the most arid places on Earth 
show evidence of fluvial activity, either because of wetter 

conditions in the past or because of very rare rainstorms. 
Tropical zone. ‘Tropical regions are dominated by dense 

vegetative cover and deep weathering profiles. In continu- 
ously humid tropical zones, fluvial activity is facilitated by 
intense rainfall but inhibited by the protective effect of rain 
forests. The lateritic soils of these regions, however, do not 

promote deep root penetration, and the vegetative cover 
may be undermined by fluvial erosion or mass move- 
ment. Fluvial activity may be quite intense in the tropics, 
especially in tectonically active areas. In more stable cra- 
tons, however, the landscape is dominated by low-relief 

planation surfaces. Rivers flowing on the deeply weath- 
ered regolith of these surfaces have low stream power and 
transport mainly fine-grained weathering products. Thus, 
immense contrasts in fluvial activity exist in the tropics. 
At higher tropical latitudes, the continuously humid zone 

of the Equator changes to a zone of seasonal rainfall. Such 
regions have savanna vegetation because of prolonged dry 
seasons. Erosion rates may be extremely high in savanna 
environments. 
Role of climatic change. Because the Earth’s climate has 

changed profoundly during the Quaternary and Tertiary 
(roughly the past 65,000,000 years), many landscapes are 
palimpsests—i.e., they are composed of relict elements 
produced under the influence of past climates and mod- 
ern elements produced in the present climatic regime. 
The study of such landscape changes is sometimes called 
climato-genetic geomorphology. Some researchers in the 
field, notably Budel, have maintained that little of the 
extant relief in humid temperate regions of the Earth re- 
sults from modern relief-forming processes. Rather, they 
believe, much of the familiar humid temperate land- 
scape is inherited from past climatic conditions, including 
periglacial, arid, and tropical. 

Budel focused attention on differences in the nature of 
valley formation as a function of climate through the 
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history of a landscape. He argued that very rapid valley 
formation accompanied periods of periglacial activity in 
central Europe. Modern rivers in the region seem less 
effective at valley incision. Most of them flow on fills 
within great bedrock valleys, indicating that aggradation 
rather than downcutting is occurring today. Prior to the 
Quaternary phase of valley cutting, central Europe in the 
Tertiary seems to have experienced a prolonged period of 
planation, resulting in low-relief plains. Bidel proposed 
that the remnants of these Tertiary plains, now preserved 
as broad planar uplands, are inherited from a time of 
tropical planation. Remnants of a former tropical regolith 
on the uplands provide some evidence for this hypothesis. 
Paleovalleys. The southwestern desert of Egypt is one 

of the most arid places on Earth. The region lacks surfi- 
cial traces of active fluvial processes and is dominated by 
eolian activity. In this region, a research team headed by 
John F. McCauley of the U.S. Geological Survey discov- 
ered in 1982 that the local drift sand had buried an array 
of valleys and other relict fluvial features. The discovery 
was made possible by the imaging radar system of the U.S. 
Space Shuttle, which penetrated several metres of the ex- 
tremely dry sand to reveal the previously unknown valleys. 
The relict valleys were probably part of Late-Tertiary river 
systems that drained the eastern Sahara during relatively 
wet climatic conditions prior to the onset of hyperaridity 
in the Quaternary. 
A very important American paleovalley involves the 

complex history of the Ohio River. Prior to the glacial 
phases of the Quaternary, the preglacial predecessor of 
the Ohio drained northwestward from the Appalachians 
across the Midwest, but far north of its present course. 
Numerous water wells in Ohio, Indiana, and Illinois are 
located along this paleovalley, which is called the Teays 
River System. The advances of Quaternary ice over the 
course of the Teays River eventually caused the drainage 
to shift from the Teays route to one roughly paralleling the 
glacial boundary. The modern Ohio River is the product 
of this heritage. 
Misfit streams. Another manifestation of the impact of 

climatic change is the misfit stream. Such streams are 
those for which some practical measure of size, most often 
the meander wavelength, indicates that the modern river 
is either too large or too small for the valley in which it 
flows. The former condition, known as an overfit stream, 
is relatively rare. An example, described below, occurs 

where cataclysmic glacial floods invaded valley systems 
formed by overland flow processes in a non-glacial climatic 
regime. The more common case is the underfit stream, in 

which valley morphology indicates a larger ancient stream 
(Figure 23). 

The English-born geomorphologist George H. Dury de- 
veloped a theory for the widespread phenomenon of 
stream underfitness. He believed that, when the larger 
valley forms developed, climatic change was required to 
reduce the channel-forming discharges from past highs to 
the modern shrunken channel dimensions. Dury argued 
that the last phase of stream shrinkage occurred at the 
end of the last glaciation when the global climate changed 
from cool and moist to warm and dry. He quantified 
his theory, utilizing the relationship between the wave- 

Figure 23: Idealized map view of a stream that is underfit 
in relation to its valley. The contrast between the meander 
wavelength A of the modern river and that of the valley is 
apparent. 
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length of modern meandering rivers (A) and their bank- 
full discharge (q,), 

A= 54.3 g,°, (9) 

where the units of A and g, are metres and cubic metres 
per second, respectively. 

Using equation (9), Dury found that since valley mean- 
ders were five to 10 times larger than modern river me- 
anders, the ancient bank-full discharges must have been 

25 to 100 times larger than the modern values. Such large 
modifications implied a phenomenal climatic change that 
was not accepted by the general scientific community. 
Numerous other factors besides climatic change play a 
role in the development of underfitness. These include 
changes in the type and amount of sediment transported 
by streams, the role of different rock types in shaping valley 
dimensions, and the role of large, rare floods (as opposed 

to bank-full discharge) in defining channel dimensions. 
The problem of underfitness remains a challenge awaiting 
complete geomorphological explanation. 
Probably the most remarkable example of a misfitness is 

the channeling of the basaltic plain of eastern Washington 
in the northwestern United States by cataclysmic glacial 
floods. The great floods emanated from glacial Lake Mis- 
soula, which was impounded between about 17,000 and 
12,000 years ago by a lobe of the Cordilleran ice sheet 
that extended into northern Idaho. Failure of this ice dam 
released a lake volume of about 2,500 cubic kilometres at 

discharges of up to 2 X 10’ cubic metres per second. These 
immense flows completely overwhelmed the preglacial 
stream valleys of the Columbia Plain in eastern Washing- 
ton. As the floods eroded loess and bedrock from former 
valley divides, a great plexus of scoured channel ways 
known collectively as the Channeled Scabland was formed. 
Because preglacial valleys were filled to overspilling, this 
process is really an example of stream overfitness. Nu- 
merous diagnostic landforms, including great cataracts, 
characterize the Channeled Scabland. 
The above relationships were first described in the 1920s 

by the American geologist J Harlen Bretz, who contended 
that the Channeled Scabland could only be explained by 
the action of cataclysmic flooding. He encountered ve- 
hement opposition to this hypothesis but was eventually 
able to convince most of his critics of its validity by care- 
fully documenting the overwhelming evidence for flood- 
produced landforms. Of considerable importance was the 
discovery of giant current ripples composed predominantly 
of gravel. More than five metres high and spaced 100 
metres apart, these current ripples occurred on large bars 
of gravel and boulders. 

The channels of Mars. The landforms produced by 
large-scale fluid flow in the Channeled Scabland are re- 
markably similar to those in the channeled terrains of Mars. 
In contrast to the Martian valley networks (see above), 
the channels of the planet display evidence of large-scale 
fluid flows on their floors. Most Martian channels show 
that the erosive fluid emanated from zones of complex 
terrain. Apparently the fluid was derived from subsurface 
reservoirs, and the overlying materials collapsed as fluid 
was released. The channels, unlike the valley networks, 
probably formed over a considerable span of Martian his- 
tory. The fluid for carving the channels was most likely 
water, perhaps with substantial amounts of entrained ice 
and sediment. Ground ice in Martian permafrost may 
have provided a source for the immense ancient floods. 

Other landforms associated with stream 
erosion 

PLANATION SURFACES 

Among the most common landscapes on Earth is that of a 
low-relief plain cutting across varied rocks and structures. 
There has been much scientific controversy over the ori- 
gins of these surfaces. Because genetic implications are so 
often associated with various names, it seems best to refer 
to these features as simply planation surfaces. 
Figure 24 shows a spectacular planation surface that 

bevels sandstone cuestas in the James Range in central 
Australia. Clearly an erosive process cut across rocks of 
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Figure 24: Planation surface cut across dipping Paleozoic 
sandstone in the James Range, central Australia. 

varying resistance. The rock structure would never have 
developed such a flat surface unless a lateral erosive pro- 
cess had been at work in the past at a particular base 
level. Where many beveled cuestas of this sort line up at 
the same approximate elevation, they define the regional 
planation surface. 
Planation surfaces, such as that shown in Figure 24, are 

especially common in the ancient, tectonically stable land 
masses of the Southern Hemisphere. The South African 
geomorphologist Lester C. King identified several phases 
of cyclic planation, which he correlated on a global ba- 
sis. The oldest surfaces he recognized, termed Gondwana, 

were Mesozoic in age and related to the ancient landmass 
of Pangaea and its subsequent breakup during the Meso- 
zoic. A younger surface, called the African or Moorland, 
developed during the Late Cretaceous and Early Cenozoic 
by the stripping of weathered materials from the ancient 
Gondwana surfaces. Younger surfaces developed during 
the Late Tertiary and Pleistocene as incomplete planation 
at levels below the remnants of the ancient plains. 
Pediments. The portion of a plain adjacent to moun- 

tain slopes is known as a piedmont. In desert regions the 
characteristic faceted slopes of the mountain front result 
in a pronounced juncture of mountain and piedmont, 
the piedmont angle. Where piedmonts have experienced 
extensive erosion, often to a degree that bedrock is ex- 
posed, they constitute pediments. There may be a veneer 
of alluvium over the erosional surface, particularly where 
soft rocks (e.g., shales) occur on the piedmont. Massive 
rocks, such as granite, may develop spectacular bare-rock 
pediments that sharply mark a mountain front. 

Peter Kresan 

Figure 25: Dissected pediment surfaces on the northeastern flank 
of Mount Graham, southeastern Arizona. The pediments are 
mantled with early Pleistocene-late Pliocene alluvium. 

Pediments probably develop through a complex of pro- 

cesses, including the backwearing of the front slopes of 
a mountain, mantling and weathering of the pediment 
surface, and removal of weathered mantles by fluvial and 
slope processes. In many cases, the erosional history of 
the pediment does not allow for the preservation of di- 
agnostic evidence as to its origin. Pediments are most 
common in areas where tectonism is relatively slow, since 

rapid uplift increases the capability of streams to deliver 
sediment to piedmont areas, leading to a dominance of 
deposition over erosion. In nature, the distinction between 
depositional piedmont landforms (alluvial fans) and ero- 
sional ones (pediments) is often unclear. The history of a 
piedmont influenced by climatic and tectonic changes is 
almost certainly to be marked by changes in the relative 
erosional or depositional character. A common situation 
is to find ancient pediments that were once mantled with 
fluvial deposits (they may have constituted fans) and that 

were subsequently left as relict forms when mountain front 
streams incised the surface (Figure 25). 
The growth of pediments at the expense of the mountain 

mass results in retreat of the mountain front. For a small 
mountain range in an area of tectonic stability, the entire 
range may be eroded. This leaves a dome-like surface 
composed of the coalesced pediments. Cima Dome in the 
eastern Mojave Desert of California is an excellent exam- 
ple of this advanced stage of planation. 
Pediplain. Where pedimentation occurs over broad re- 

gions, the coalesced surface is termed a pediplain. King 
believed that this process was responsible for many of the 
ancient planation surfaces of the world. Most geomor- 
phologists, however, consider pedimentation to be a local 
process at mountain fronts, perhaps capable of generating 
planation surfaces for an individual mountain range but 
not uniquely the cause of globally correlated surfaces. 
Etchplain. Where deep weathering occurs on a land- 

scape, a dichotomy is set up between the thick regolith 
of weak, weathered rock and the underlying zone of in- 
tact rock. If subsequent erosion removes the weathered 
regolith, then a new planation surface develops through 
exposure of the old weathering front. This process often re- 
sults in the exposure of structurally defined compartments 
of resistant rock. A subsurface landscape is essentially 
etched from the rock by deep weathering and subsequent 
removal of weathered products. 
Etchplanation appears to have been especially character- 

istic of the ancient, stable cratonic areas of Gondwanaland, 
the supercontinent that many researchers believe once ex- 
isted in the Southern Hemisphere. Deep weathering, gen- 
erally tropical laterization, occurred through the Mesozoic 
and Early Tertiary. Great planation surfaces developed as 
tectonic factors influenced the periodic removal of weath- 
ering products. 

Peneplain. The concept of a peneplain (the word mean- 
ing “almost a plain”) emerged from W.M. Davis’ cyclic 
view of landscape evolution. As rivers and hillslopes re- 
duced relief through the phases of youth, maturity, and 
old age, explained Davis, the eventual result was a plain 
of extremely low relief. This plain could only change very 
slowly, since potential energy for fluvial action was greatly 
reduced. Such a peneplain, as with any planation surface, 
could become relict when renewed uplift induced stream 
incision below its former position on the plain. 
Because it is tied genetically to the Davisian theory of 

landscape development, the concept of peneplains is rarely 
used in modern geomorphology. There is, however, fre- 
quent reference to peneplanation in older literature. For 
modern applications, it is best to use a purely descriptive 
term such as planation surface or erosion surface for fea- 
tures that were formerly classified as peneplains. 

INSELBERGS 

The early German explorers of southern Africa were im- 
pressed by immense low-relief plains (planation surfaces) 
from which isolated highlands rose abruptly. The domed 
or castlelike highlands were dubbed inselbergs (literally 
“island mountains” in German). Spectacular examples 
include Ayers Rock and the Olga Rocks (Figure 26) in 
central Australia. 
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Figure 26: Enormous inselbergs towering above the central 
Australian landscape. 

Maicoim S. Kirk—Peter Arnold, Inc. 

Inselbergs are relict features. They have maintained their 
relief as the adjacent surrounding landscape was lowered. 
C.R. Twidale of Australia demonstrated the role of sub- 
surface weathering in shaping the flanking hillslopes and 
pediments of granitic inselbergs. 
The occurrence of inselbergs implies immense variations 

in the rates of degradational activity on the land surface. 
These structures are one of several varieties of landform 
called paleoforms that can survive with little modification 
for tens of millions of years. In inselberg landscapes, the 
active erosional processes are confined to valley sides and 
valley floors. 

Landforms associated with stream deposition 

ALLUVIAL FANS AND BAJADAS 

Alluvial fans are fan-shaped zones of fluvial deposition 
that occur where streams emerge from highlands or moun- 
tain fronts to adjacent plains. Like pediments, alluvial fans 
characterize piedmonts, and the two landform types may 
be considered, respectively, erosional and depositional end 
members in a continuum of piedmont landscapes. A ba- 
jada is a piedmont that consists of multiple coalescing 
alluvial fans. 
Tectonically active mountain fronts in desert regions are 

excellent areas for the development of alluvial fans. Abun- 
dant sediment production is achieved from hillslopes that 
lack vegetative cover, and this sediment is deposited down- 
stream of the point where the stream emerges from the 
mountain front. Characteristic examples occur in Death 
Valley in southeastern California (Figure 27). On the west- 
ern side of the valley, very long fans extend eastward from 

L.K. Lustig—E.B. Inc. 

Figure 27: Alluvial fan at the mouth of Copper Canyon, Death 
Valley, California, an area of internal drainage. 
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the Panamint Range. Because of the eastward tilting of the 
valley, the toes of fans on the eastern side are being buried 

by the playa sediments of the valley centre. Consequently, 
the east-side fans are much smaller. 
Some of the biggest alluvial fans occur in humid regions. 

For example, the fan of the Kosi River, which drains the 
Himalayas, covers an area of 15,000 square kilometres. 

The Kosi fan has an extremely low gradient. The slope 
at its apex is one metre per kilometre, and this decreases 
distally to less than 0.2 metre per kilometre near the 
Ganges River. The paleo-channels at the fan apex have 
diffuse patterns that indicate probable braiding when they 
flowed. Near the fan toe, the abandoned paleo-channels 
are meandering. 
From 1736 to 1964 the Kosi River shifted 110 kilome- 

tres from east to west, reworking all the land in between. 
Unlike alluvial fans of arid regions that show somewhat 
random shifts of erosion and deposition, the Kosi fan 

was developed by a progressively shifting channel. The 
shifting occurred as deposition raised the active portions 
of the fan, and the river moved to lower terrain on the 
inactive portions. 
Alluvial fans and bajadas may accumulate sediments in 

tectonic basins over millions of years. The processes that 
operate on them and the locations of deposition or erosion 
may vary through time, reflecting changes in climate and 
tectonism. Processes on alluvial fans include debris flows 
and mudflows, which are most common at the proximal 
apex of arid-region fans with mountainous sources of ap- 
propriate rock types. Channelized and sheetflood water 
flows may persist to the distal portions of fans, depend- 
ing on the climate and infiltration capacity of the fan 
surface. Fans in humid regions are dominated by water 
flows, which tend to produce lower-gradient fan surfaces 
than do debris flows. (For a detailed discussion about the 
characteristics and formation of alluvial fans, see RIVERS.) 

PLAYAS, PANS, AND SALINE FLATS 

Playas, pans, and saline flats are among the flattest known 
landforms. Their slopes are generally less than 0.2 metre 
per kilometre. When filled with only a few centimetres of 
water, many kilometres of surface may be inundated. It 
is the process of inundation that develops and maintains 
the near-perfect flatness so characteristic of these arid- 
region landforms. 
Playas occupy the flat central basins of desert plains. 

They require interior drainage to a zone where evapora- 
tion greatly exceeds inflow. When flooded, a playa lake 
forms where fine-grained sediment sand salts concentrate. 
Terminology is quite confused for playas because of many 
local names. A saline playa may be called a salt flat, 
salt marsh, salada, salar, salt pan, alkali flat, or salina. A 
salt-free playa may be termed a clay pan, hardpan, dry 
lake bed, or alkali flat. In Australia and South Africa 
small playas are generally referred to as pans. The low- 
relief plains of these lands contrast with the mountainous 
deserts of North America, resulting in numerous small 
pans instead of immense playas. The terms takyr, sabkha, 
and kavir are applied in Central Asia, Saudi Arabia, and 
Iran, respectively. 
Saline flats are specialized forms located adjacent to large 

bodies of water, as, for example, along coasts, lakeshores, 
and deltas. They flood during storms, either with surface 
runoff or with surges from the nearby body of water. The 
saline crusts of saline flats are quite similar to those that 
develop in playas. ° 
Physical characteristics. Enclosed basins of salt and 

clay accumulation may originate from numerous causes. 
Tectonic causes include faulting, as in the East African 

Rift Valley and Death Valley, and warping, as in Lake 
Eyre in Australia, Lake Chad in central Africa, and Shatt 
al-Jarid (Chott Djerid) in Tunisia. Wind deflation can 
produce shallow basins with downwind dunes, as in south- 
eastern Australia. Even very large basins, such as the Qat- 
tara Depression of Egypt, have been ascribed to deflation. 
Local cataclysmic disruptions of drainage (e.g., volcanism, 
landslides, and meteorite impacts) may produce playas in 
desert regions. 
Modern playa surfaces are not passive receptors of sed- 
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iment as they were once believed to be. They serve as 

important sources of dust and salts, which are blown to the 
surrounding uplands. Complex assemblages of minerals 
and sediments occur on the playa surfaces. These directly 
reflect their environment of deposition and may be used 
to interpret ancient environmental conditions. 
Two broad classes of playas may be defined on the basis 

of past histories. One type develops from the desiccation 
of a former lake. Sediments in such a playa are primarily 
lacustrine, rather than derived from modern depositional 
processes. The second type of playa has no paleolacustrine 
heritage. Small salt pans in South Africa, called vokils, are 
of this type. 
The supply of material, basin depth, and duration of 

accumulation all contribute to variations in the thickness 
of playa deposits. Very thick playa sequences may have 
alternating layers of lacustrine clays and salt beds. The 
former generally reflect periods of high floodwater runoff 
into the closed basins, perhaps induced by higher rain- 
fall (a so-called pluvial period). Saline sediments or pure 
evaporite beds reflect arid climatic phases. The precise 
climatic interpretation of paleolacustrine playa sequences, 
however, can be problematic. 

Role of flooding and groundwater. Playas affected by 
occasional surface floods are usually dry. Their surfaces 
consist of silt and clay deposited by the floodwaters that 
enter closed basins during the occasional flow events. Salts 
develop as ponded floodwater in the centre of such a 
basin gradually evaporates. Water also can be supplied to 
closed basins by groundwater flow. In basins dominated 
by groundwater inputs, sediment influxes are minimized, 
and saline crusts dominate. Moist areas may persist as 
groundwater flows to the lowest portion of playas. Very 
large playas may exhibit dry, sediment-dominated sections 
and moist, salt-dominated sections. 

Saline minerals. The salt deposits of a salt pan are 
zoned like bathtub rings, with less-soluble sulfates and 
carbonates at the outer margin and highly soluble sodium 
chloride (table salt) at the centre. The crystallization of 
these salts can be compared with the evaporation of brine 
in a dish. The first precipitates from the evaporating brine 
are calcium carbonate (CaCO,) and magnesium carbonate 
(MgCO,). These form the outer “bathtub ring.” The next 
ring consists of sulfates of calcium and sodium (CaSO, 
and Na,SO,, respectively). If sufficient calcium is present, 
gypsum (CaSO, -2H,O) will form. If less calcium is pre- 
sent, thenardite (Na,SO,) and sodium carbonate (Na,CO,) 
may be deposited. The last remaining brines of exception- 
ally high salinity precipitate highly soluble chlorides of 
sodium, calcium, magnesium, and potassium. 
Another kind of zoning occurs in saline playas with re- 

spect to the hydration of different minerals. Dehydrated 
minerals, such as anhydrite (CaSO,), occur on surface ar- 
eas protected against flooding and in wet saline areas. 
Some playas also contain exotic minerals. The Death 

Valley playa is famous for borate minerals, including borax 
(Na,B,O,- 10H,O) and Meyerhofferite (Ca,B,O,, - 7H,O). 
Surface relief and structures. Surface properties of playas 

depend on sediments (sand, silt, and clay) and salts. Near- 
surface groundwater may give rise to evaporite crusts 
formed by rigorous evaporative concentration. Thick salts 
may form rugged crusts, as at Devil’s Golf Course in Death 
Valley (Figure 28). Regular flooding of evaporative layers 
may form a very smooth surface, as at Bonneville Salt 
Flats in Utah. For thick, soluble crusts, dissolution may 
occur during fluctuations of a high water table. Solution 
cavities in the crust can produce a salt karst topography. 
The muds deposited on playas are subject to drying and 

shrinking. The amount of volume change varies with the 
clay minerals present. Smectite clays experience the great- 
est shrinkage on drying. The presence of salts enhances 
the effect, since deposition and crystallization of salts in 
the cracks creates a polygonal network of salt wedges. 
Some clay-rich playas have experienced unusually 

deep drying and sediment contraction during prolonged 
droughts. Giant desiccation polygons formed under these 
conditions are as large as 90 metres across. Individual 
cracks more than one metre wide and 15 metres deep 
have been observed. 

Figure 28: The Devil's Golf Course near Badwater, Death 
Valley, California. Thick salts on a playa floor may form 
rugged crusts of this kind. 
Stephen J. Krasemann—Peter Arnold, Inc 

Geomorphic evolution. Impact of climatic change. 
Playas, pans, and saline flats are exceptionally sensitive to 
environmental change. They have been most profoundly 
influenced by changes in hydrologic regimen induced by 
the climatic variations of the Quaternary. All have ex- 
perienced episodes of expanded lake*levels in the past. 
Such predecessors are often called pluvial lakes, thereby 
implying periods of increased rainfall. It is also possible, 
however, that lakes could have expanded because of other 
factors, including increased groundwater inflow and/or 
decreased evaporation/transpiration. 
Paleolake chronologies. Modern geochronologic tech- 

niques, such as radiocarbon dating, permit the comparison 
of fluctuations in the paleolakes that were predecessors to 
many modern playas. In northern Africa lakes were at a 
moderately high level from 30,000 to 22,000 years ago. 
During the maximum cold, dry phase of the last glacial 
period, from approximately 20,000 to 12,000 years ago, 
most African lakes were at low levels, and many were dry. 
From 10,000 to 8,000 years ago, lakes rose to maximum 
high levels. Lake Chad expanded to the size of the mod- 
ern Caspian Sea. Small volume lakes, however, are more 
sensitive to climatic change, recording higher frequency 
oscillations in the hydrologic balance. Since about 4,000 
years ago, the north African lakes have fallen to the range 
of their modern lows. 
Pluvial lakes in the southwestern United States, including 

Lake Lahontan in western Nevada and the lakes of eastern 
California draining to Death Valley, seem to have achieved 
their most recent high levels between 14,000 and 11,000 
years ago. The period from 30,000 to 24,000 years ago was 
marked by low lake levels. Another low was reached in 
the middle Holocene, about 7,000 years ago. Many of the 
lakes of the southwestern United States, however, seem to 
have been not quite in phase with one another. 
Effects of wind action. Playas and saline flats are par- 

ticularly susceptible to wind action. Clays and salts form 
crusts that curl and flake upon drying. The flakes and curls 
are readily deflated, and these wind-eroded sediments are 
then deposited leeward of the playas and saline flats from 
which they were removed. 
In Australia many playas have large transverse crescentic 
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foredunes on their leeward side. Because of their silt and 
clay composition, these features are sometimes called clay 
dunes. In Australia they are known as lunettes. James M. 

* Bowler, an Australian Quaternary stratigrapher, produced 
a precise chronology of playa development and associated 
eolian activity in the desert of western New South Wales, 
Australia. There, numerous small lakes reached their max- 
imum extent 32,000 years ago, approximately coincident 
with the age of the first human remains in Australia. From 
about 26,000 years ago, the lakes fell to low levels. Playas 
formed roughly 16,000 years ago at a time when eolian 
activity peaked. High lakes again occurred about 9,000 to 
5,000 years ago, but playas were reestablished after that. 
The present association of playas, lunettes, and linear 

dunes in the Australian deserts may imply a causative 
association. C.R. Twidale proposed that the linear dunes 
developed as lee-side accumulations of sand trapped by 
the growth of lunettes. Climatic change is critical to the 
association. (V.R.B.) 

Sand dunes 

Sand dunes are accumulations of sand grains shaped into 
mounds or ridges by the wind under the influence of 
gravity. They are comparable to other forms that appear 
when a fluid moves over a loose bed, such as subaqueous 
“dunes” on the beds of rivers and tidal estuaries and sand 
waves on the continental shelves beneath shallow seas. 
Dunes are found wherever loose sand is windblown: in 
deserts, on beaches, and even on some eroded and aban- 

doned farm fields in semiarid regions, such as northwest 
India and parts of the southwestern United States. Images 
of Mars returned by the U.S. Mariner 9 and Viking space- 
crafts have shown that dunes are widely distributed on 
that planet both in craters and ina sand sea surrounding 
the north polar ice cap. 
True dunes must be distinguished from dunes formed 

in conjunction with vegetation. The latter cover relatively 
small areas on quiet humid coastlands (see below Beaches 
and coastal dunes) and also occur on the semiarid margins 
of deserts. True dunes cover much more extensive areas— 
up to several hundred square kilometres—primarily in 
great sand seas (ergs), some of which are as big as France 
or Texas. However, they also occur as small isolated dunes 
on hard desert surfaces, covering an area of as little as 10 
square metres (107 square feet). Areas of gently undulating 
sandy surfaces with low relief are classified as sand sheets. 
They commonly have a nearly flat or rippled surface of 
coarse sand grains and are only a few centimetres to 
metres thick. Minor sand sheets cover only a few square 
kilometres around the margins of dune fields. A few, such 
as the Selima Sand Sheet in southwestern Egypt and the 
northwestern Sudan, are probably almost as extensive as 
some of the great sand seas. 
During the last 2,000,000 years or so the conditions of 

very low rainfall under which true dunes form expanded 
beyond the margins of the Sahara and other present-day 
arid regions into areas that are now more humid. The 
best evidence for these changes is the presence of sand 
seas that are immobilized by vegetation. Dunes formed 
under similar climates in the geologic past and at cer- 
tain times occupied deserts as extensive as modern ones. 
Rocks formed by the solidification of ancient sand seas 
occur, for example, in the walls of the Grand Canyon in 
the southwestern United States; in the west Midlands of 
England; and in southern Brazil. 

GEOMORPHIC CHARACTERISTICS 

An understanding of sand dunes requires a basic knowl- 
edge of their sands, the winds, and the interactions of 
these main elements. These factors will be treated in turn 
in the following sections. 
Sands. Dunes are almost invariably built of particles of 

sand size. Clay particles are not usually picked up by the 
wind because of their mutual coherence, and if they are 
picked up they tend to be lifted high into the air. Only 
where clays are aggregated into particles of sand size, as 
on the Gulf Coast of Texas, will they be formed into 
dunes. Silt is more easily picked up by the wind but is 
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carried away faster than sand, and there are few signs of 
dunelike bed forms where silt is deposited, for instance as 
sheets of loess. Particles coarser than sands, such as small 
pebbles, only form dunelike features when there are strong 
and persistent winds, as in coastal Peru, and these coarse- 
grained features are generally known as granule ripples 
rather than dunes. Larger particles, such as small boulders, 
can be moved by the wind only on slippery surfaces (e.g., 
ice or wet saline mud) and never form into dunes. 

Common dune sands have median grain diameters be- 
tween 0.02 and 0.04 centimetre (0.008 and 0.016 inch). 
The maximum common range is between 0.01 and 0.07 
centimetre. Most dune sands are well sorted, and a sample 
of sand from a dune will usually have particles all of very 
similar size. The sand on sand sheets, however, is poorly 
sorted and often bimodal—i.e., it is a mixture of coarse 
sands, often about 0.06 centimetre in diameter, and much 
finer sands, as well as particles of intermediate size. Wind- 

blown sands, especially the coarser particles, are often 
rounded and minutely pitted, the latter giving the grains a 
frosted appearance when seen under a microscope. 
Most windblown sand on the Earth is composed of 

quartz. Quartz exists in large quantities in many igneous 
and metamorphic rocks in crystals of sand size. It tends to 
accumulate when these rocks are weathered away because 
it resists chemical breakdown better than most minerals, 
which are taken away in solution. Most of the great sand 
seas occur in continental interiors that have been losing 
soluble material for millions of years; as a consequence, 
quartzose sandstones are common. These sandstones are 
eroded by rainwash and stream runoff, processes that are 

spasmodic but violent in deserts. The eroded products 
are transported to great interior basins where they are 
deposited. Such alluvial deposits are the sources of most 
windblown sand. Quartz also predominates in most coastal 
dune sands, but there usually are considerable mixtures of 
other minerals in dunes of this kind. 
Dune sands not composed of quartz are rarer but not un- 

known. Near volcanic eruptions in Hawaii, some western 
states of the continental United States, and Tanzania, for 
example, dunes are built of volcanic ash particles. In many 
arid areas, gypsum crystals of sand size are deposited on 
the floors of ephemeral lakes as the water dries out; they 
are then blown like sand to form gypsum dunes. Gypsum 
dunes occur in the White Sands National Monument in 
New Mexico, as well as in northern Algeria and south- 
western Australia. 
Winds. Winds have three sources of variation that are 

important—namely, direction, velocity, and turbulence. 
Most of the great deserts are found in the subtropical areas 
of high atmospheric pressure, where the winds circulate in 
a clockwise direction in the Northern Hemisphere and a 
counterclockwise direction in the Southern Hemisphere. 
The high-pressure systems tend to dip down to the east 
so that winds are stronger there, a pattern mirrored by 
the dunes. Poleward of these circulation systems are the 
zones of eastward moving depressions in which there are 
generally westerly winds that mold the dunes of the North 
American and Central Asian deserts and of the northern 
Sahara. The boundaries between these two circulation 
systems migrate back and forth seasonally, so that com- 
plicated dune patterns are found in the zones of overlap. 
Only a few deserts, notably the Thar Desert of India and 
the Sonoran Desert of the American Southwest, are af- 
fected by monsoonal wind systems. Some dunes are built 
by sea breezes and local winds, as in coastal Peru. 
The direction of the wind at any one place in the desert 

is affected by a number of local factors. Winds are par- 
ticularly channeled around topographical features, such as 
the Tibesti Massif in the Sahara, so that dunes are affected 
by different winds on different sides of the obstruction. 
Winds also can be channeled around the dunes them- 
selves, thereby developing patterns of secondary flow that 
modify the shapes of the dunes. 
The pattern of wind velocity also is important. Like many 

natural phenomena, wind velocities have a log-normal 
distribution: there are a large number of moderate breezes 
and a diminishing number of increasingly more violent 
winds. The greatest volumes of sand are probably moved 
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by unusually strong winds, because the amount of sand 
moved by wind is a power function (exponential factor) 

of the wind speed. For example, a 10-kilometre-per-hour 
wind carries 13 grams per hour (0.39 ounce per hour), a 
20-kilometre-per-hour wind carries 274 grams per hour, 

and a 30-kilometre-per-hour wind carries 1,179 grams per 
hour. A wind of a particular velocity will move fewer 
larger than smaller grains. Strong winds often blow from a 
particular direction, as in the southern Sahara, where the 
intense winds of sandstorms come predominantly from 
one direction. Such winds are responsible for the undu- 
lations of the sand sheets, because they alone can move 
coarse sands. Lighter winds blow from several different di- 
rections, and the dunes, being of finer sand, are therefore 
affected by several winds. 
The wind is retarded near the surface by friction. Above 

the ground the wind velocity increases rapidly. The near- 
surface velocity must rise above a certain threshold value 
before sand will be picked up, the value depending on 
the size of the sand grains; for example, a wind of 12 
kilometres per hour measured at a height of 10 metres is 
required to move sands 0.02 centimetre in diameter, and 
a 21-kilometre-per-hour wind is required to move 0.06- 
centimetre sands. Once sand movement has been initiated 
by wind of such velocity, it can be maintained by winds 
blowing at lower speeds. Because instantaneous wind 
speeds in eddies can rise well above the average velocity, 
turbulence also is important, but it is difficult to measure. 

FORMATION AND GROWTH OF DUNES 

The dune-forming process is complex, particularly where 
many thousands of dunes have grown side-by-side in sand 
seas. Yet, an introductory account can be given based on 
the example of a single dune on a hard desert surface. 
Most of the sand carried by the wind moves as a mass of 

jumping (saltating) grains; coarser particles move slowly 
along the surface as creep and are kept in motion partly 
by the bombardment of the saltating grains. Saltating sand 
bounces more easily off hard surfaces than off soft ones, 
with the result that more sand can be moved over a peb- 
bly desert surface than over a smooth or soft one. Slight 
hollows or smoother patches reduce the amount of sand 
that the wind can carry, and a small sand patch will be 
initiated. If it is large enough, this patch will attract more 
sand. 

The wind adjusts its velocity gradient on reaching the 
sand patch; winds above a certain speed decrease their 
near-surface velocity and deposit sand on the patch. This 
adjustment takes place over several metres, the sand being 
deposited over this distance, and a dune is built up. The 
growth of this dune cannot continue indefinitely. The 
windward slope is eventually adjusted, so that there is an 
increase in the near-surface velocity up its face to com- 
pensate for the drag imposed by the sandy surface. When 
this happens, the dune stops growing and there is no net 
gain or loss of sand. 
As the dune grows, the smooth leeward slope steepens 

until the wind cannot be deflected down sharply enough 
to follow it. The wind then separates from the surface 
leaving a “dead zone” in the lee into which falls the sand 
brought up the windward slope. When this depositional 
slope is steepened to the angle of repose of dry sand (about 
32°), this angle is maintained and the added sand slips 
down the slope or slip face. When this happens, the dune 
form is in equilibrium, and the dune moves forward as 
a whole, sand being eroded from the windward side and 
deposited on the lee. 
If the regional rate of sand flow can be calculated from 
measurements of wind speed and direction, and if it is 
assumed that the dune has a simple cross section that 
migrates forward without change of form, a formula for 
the rate of movement of a dune that agrees with actual 
measurements can be derived. In Peru dunes have been 
observed to move at 30 metres per year; in California 
rates of 25 metres per year have been measured; and in 
the al-Kharijah Oases (or Kharga Depression) in southern 
Egypt dunes have been reported to move 20 to 100 me- 
tres per year, depending on dune size (in general, small 
dunes move faster than large dunes because their smaller 

cross-sectional area requires less sand to be transported to 
reconstitute their form one dune-length downwind). 

DUNE AND SHEET PATTERNS 

If the wind were a homogeneous stream of air blowing 
from one constant direction, long straight dune ridges 
oriented at right angles to the wind would result. Most 
dunes, however, are neither straight nor at right angles 
to the wind, and this indicates that the winds are not a 
uniform stream or that they blow from different direc- 
tions. The fairly uniform geometric shapes of several basic 
types of dunes can be recognized from desert to desert on 
Earth, and some of the same types have been identified 
on Mars as well. 

Barchan dunes are common to both the Earth and Mars. 
These small crescent-shaped sand bodies occur in areas 
where the regional wind blows consistently from one di- 
rection (Figure 29). Their crescentic shape must be due 
to spatial variations in wind velocity, and the regular rep- 
etition of dune shapes and spacings when they are close 
together indicate that the variations in the wind are also 
regular. This is a property common to all bed forms. It 
is thought that the flow of a fluid arranges itself in long 
spiral vortices parallel to the direction of flow, which, with 
zones of faster and slower velocities arranged transverse to 
the flow, gives a regular sinuous pattern on the bed. 
Where there is a continuous sand cover, a varied dune 

pattern results from the pattern of flow. The main forms 
are transverse ridges composed of alternating crescentic 
elements, like barchans, facing downwind, and other cres- 

centic elements facing upwind. These enclose between 
them a regular pattern of small hollows. Superimposed on 
this are small straight ridges parallel with the flow. These 
elements form a network pattern that is extremely com- 
mon in the great sand seas. The dunes commonly reach 
a height of nearly 200 metres and are spaced hundreds of 
metres to more than two kilometres apart. 

One of the important features of sandy terrains is that 
their forms occur in a number of distinct sizes. Large 
features are covered with smaller ones, and the smaller 
ones are covered with ripples (Figure 30). In most of the 
larger sand seas there is usually a network pattern of very 
large dunes known as compound dumes, mega-dunes, or 
draa. These are sometimes arranged parallel to the ap- 
parent flow, in long ridges, and occasionally transverse to 
it in great sand waves. The compound dunes are usually 
covered with a smaller, secondary dune pattern, and the 
smaller dunes with ordinary sand ripples in most cases. 
Within each of the size groups of the hierarchy (ripples, 
dunes, or compound dunes) there are variations in size 
depending on the grain size of the sand and wind veloc- 
ity; for example, whereas most ripples are spaced only a 
few centimetres apart, “mega-ripples,” built in very coarse 
sand, are spaced almost as far apart as small dunes; and 
whereas most dunes are about 100 metres apart, the low 

By courtesy of the Servicio Aerofotografico Nacional, Lima, Peru 

Figure 29: Mega-barchan dune (in Vird Valley, Peru), with small 
barchan dune migrating from the horns that extend downwind. The 
wind direction is from the upper left corner of the photograph 
to the lower right. 

Compound 
dunes 



Figure 30: Giant sand mountains in the Rub‘ al-Khali, southern 
Saudi Arabia. These dunes attain heights of more than 
200 metres; smaller dunes of several types may form on 
their surfaces. 

By courtesy of Arabian American Oil Company 

undulations of coarse sand on sand sheets are up to 500 

metres apart. The relation between sand grain size and 
the shape of a dune is not, however, one of simple cause 
and effect, for the relation is not constant in all dunes of 
a given shape or in all localities. 
Some dune forms can be related to variations in the 

overall wind direction, usually on a seasonal cycle. In 
some areas, winds from opposed directions blow during 
different seasons, so that “reversing dunes” are formed, in 
which the slip faces face first in one direction and then in 
the other. Distinct dunes are formed around topographic 
obstructions and in sheltered zones on the lee of small 
hills into which the sand migrates. If the wind meets a 
high scarp or large hill massif, a so-called echo dune is 
deposited on the upwind side separated from the scarp by 
a rolling eddy of air that keeps a corridor free of sand. 
Many oases and routeways are found in this kind of corri- 
dor. Echo dunes are among the largest dunes in the desert, 

sometimes reaching a height of more than 400 metres. 

FIXED DUNES IN SEMIARID REGIONS 

Dunes also form around plants in the desert where 
groundwater is available for vegetation. The usual dune 
forms that occur in such instances are isolated mounds 
around individual plants. These forms are known as cop- 
pice dunes, or nebkha. Further, in many regions that are 
now subhumid or humid, one finds areas of older dunes 
fixed by vegetation, providing undeniable evidence that 
these regions were once more arid than they are today. 
On the North American high plains, in Hungary, and in 
Mongolia, the fixed sands have a cover of rich grassland. 
In Poland they are covered with coniferous forests. The 
dune patterns on these fixed sands bear a close resem- 
blance to those in active sand seas, except that their forms 
are rounded and subdued. (A.Wa./W.J.Br./C.S.Br.) 

Glacial landforms 

Glacial landforms are the product of flowing ice and melt- 
water. These landforms are forming today in glaciated 
areas, such as Greenland, Antarctica, and many of the 
world’s higher mountain ranges. In addition, large ex- 
pansions of present-day glaciers have recurred during the 
course of Earth history. At the maximum of the last ice 
age, which ended about 20,000 to 15,000 years ago, more 

than 30 percent of the Earth’s land surface was covered 
by ice. Consequently, if they have not been obliterated 
by other landscape-modifying processes since that time, 
glacial landforms may still exist in regions that were once 
glaciated but are now devoid of glaciers. 
Periglacial features, which form independently of glaciers, 

are nonetheless a product of the same cold climate that 
favours the development of glaciers, and so are treated in 

this section as well. 
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GENERAL CONSIDERATIONS 

Before describing the different landforms produced by 
glaciers and their meltwater, it seems useful to briefly dis- 
cuss the glacial environment and the processes responsible 
for the formation of such landforms. 
Types of glaciers. There are numerous types of glaciers, 

but it is sufficient here to focus on two broad classes: 
mountain, or valley, glaciers and continental glaciers, or 
ice sheets, (including ice caps). For information about 
other types, see the article ICE AND ICE FORMATIONS. 
Generally, ice sheets are larger than valley glaciers. The 

main difference between the two classes, however, is their 
relationship to the underlying topography. Valley glaciers 
are rivers of ice usually found in mountainous regions, 
whose flow patterns are controlled by the high relief in 
those areas. In map view, many large valley glacier sys- 
tems, which have numerous tributary glaciers that join to 
form a large “trunk glacier,” resemble the roots of a plant. 
Pancakelike ice sheets, on the other hand, are continuous 
over extensive areas and completely bury the underlying 
landscape beneath hundreds or thousands of metres of 
ice. Within continental ice sheets, the flow is directed 
more or less from the centre outward. At the periphery, 
however, where ice sheets are much thinner, they may be 

controlled by any substantial relief existing in the area. 
In this case, their borders may be lobate on a scale of a 

few kilometres, with tonguelike protrusions called outlet 
glaciers. Viewed by themselves, these are nearly indistin- 
guishable from the lower reaches of a large valley glacier 
system. Consequently, many of the landforms produced 
by valley glaciers and continental ice sheets are similar or 
virtually identical, though they often differ in magnitude. 
Nonetheless, each type of glacier produces characteristic 
features and thus warrants separate discussion. 
Glacial erosion. Two processes, internal deformation 

and basal sliding, are responsible for the movement of 
glaciers under the influence of gravity (see ICE AND ICE 
FORMATIONS: Glaciers). Glaciers that are cold-based, (i.e., 
frozen to the ground at their base) move solely by in- 
ternal deformation of the ice mass. Internal deformation, 

or strain, results from shear stresses in the ice due to a 
slope on the surface of the glacier and the weight of the 
ice. The velocity at the bottom of the glacier is zero and 
increases upward until it reaches a maximum at the sur- 
face. Since there is no relative movement between the ice 
at the bottom of the glacier and the ground to which it 
is frozen, it is impossible for any erosion to occur at this 
interface. Investigators reportedly have found dead lichens 
emerging at the front of a receding cold-based glacier still 
attached to the rocks on which they originally grew before 
being buried for hundreds of years by the glacier during 
its advance. Although this is an extreme case, it illustrates 
how little cold-based glaciers may alter a landscape. This 
situation is rare, however, because few glaciers are entirely 
or partly cold-based. Cold-based glaciers produce no basal 
meltwater and therefore no glaciofluvial landforms. 
The ice in a warm-based, or temperate, glacier is at the 

pressure melting point throughout. Since it is not frozen 
to its substrate, a warm-based glacier generally moves not 
only by internal strain of the ice mass itself but also by 
sliding along its base. It is this sliding that enables tem- 
perate glaciers to erode their beds and carve landforms. 
Ice is, however, much softer and has a much lower shear 

strength than most rocks, and pure ice alone is not capa- 
ble of substantially eroding anything but unconsolidated 
sediments. Most temperate glaciers have a basal debris 
zone from several centimetres to a few metres thick that 
contains varying amounts of rock debris in transit. In this 
respect, glaciers are comparable to sandpaper; while the 
paper itself is too soft to sand wood, the adherent hard 
grains make it a powerful abrasive system. The analogy 
ends here, however, for the rock debris found in glaciers 

is of widely varying sizes—from the finest rock particles 
to large boulders—and also generally of varied types as 
it includes the different rocks that a glacier is overriding. 
For this reason, a glacially abraded surface usually bears 
many different “tool-marks,” from microscopic scratches 
to gouges centimetres deep and tens of metres long. Over 
thousands of years glaciers may erode their substrate to 
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a depth of several tens of metres by this mechanism, 
producing a variety of streamlined landforms typical of 
glaciated landscapes. 

Several other processes of glacial erosion are generally 
included under the term glacial plucking. This process 
involves the removal of larger pieces of rock from the 
glacier bed. Various explanations for this phenomenon 
have been proposed. Some of the mechanisms suggested 
are based on differential stresses in the rock caused by 
ice being forced to flow around bedrock obstacles. These 
pressures have been shown to be sufficient to fracture 
solid rock, thus making it available for removal by the 
ice flowing above it. Other possibilities include the forcing 
apart of rock by the pressure of crystallization produced 
beneath the glacier as water derived from the ice refreezes 
(regelation) or because of temperature fluctuations in cav- 

ities under the glacier. Still another possible mechanism 
involves hydraulic pressures of flowing water known to 
be present, at least temporarily, under nearly all warm- 
based glaciers. It is hard to determine which process is 
dominant because access to the base of active glaciers is 
rarely possible. Nonetheless, investigators know that larger 
pieces of rock are plucked from the glacier bed and con- 
tribute to the number of abrasive “tools” available to the 
glacier at its base. Other sources for the rock debris in 
glacier ice may include rockfalls from steep slopes border- 
ing a glacier or unconsolidated sediments overridden as a 
glacier advances. 

Glacial deposition. Debris in the glacial environment 
may be deposited directly by the ice (till) or, after re- 
working, by meltwater streams (outwash). The resulting 
deposits are termed glacial drift. 

As the ice in a valley glacier moves from the area of ac- 
cumulation to that of ablation, it acts like a conveyor belt, 

transporting debris located beneath, within, and above the 
glacier toward its terminus or, in the case of an ice sheet, 

toward the outer margin. Near the glacier margin where 
the ice velocity decreases greatly is the zone of deposition. 
As the ice melts away, the debris that was originally frozen 
into the ice commonly forms a rocky and/or muddy 
blanket over the glacier margin. This layer often slides off 
the ice in the form of mudflows. The resulting deposit is 
called a flow-till. On the other hand, the debris may be 
laid down more or less in place as the ice melts away 
around and beneath it. Such deposits are referred to as 
ablation till. In many cases, the material located between 
a moving glacier and its bedrock bed is severely sheared, 
compressed, and “over-compacted.” This type of deposit 
is called lodgment till. By definition, till is any material 
laid down directly or reworked by a glacier. Typically, it 
is a chaotic mixture of rock fragments and boulders in a 
fine-grained sandy or muddy matrix (non-stratified drift). 
The exact composition of any particular till, however, de- 
pends on the materials available to the glacier at the time 
of deposition. Thus, there are some tills consisting entirely 
of lake clays deformed by an overriding glacier. Other 
tills are composed of river gravels and sands that have 
been “bulldozed” and striated during a glacial advance. 
Tills often contain some of the tools that glaciers use to 
abrade their bed. These rocks and boulders bear striations, 
grooves, and facets, and characteristic till-stones are com- 
monly shaped like bullets or flat-irons. Till-boulders of a 
rock type different from the bedrock on which they are 
deposited are dubbed “erratics.” In some cases, erratics 
with distinctive lithologies can be traced back to their 
source, enabling investigators to ascertain the direction of 
ice movement of ice sheets in areas where striations either 
are absent or are covered by till or vegetation. 
Meltwater deposits, also called glacial outwash, are formed 

in channels directly beneath the glacier or in lakes and 
streams in front of its margin. In contrast to till, outwash 
is generally bedded or laminated (stratified drift), and the 
individual layers are relatively well sorted according to 
grain size. In most cases, gravels and boulders in outwash 
are rounded and do not bear striations or grooves on their 
surfaces, since these tend to wear off rapidly during stream 
transport. The grain size of individual deposits depends 
not only on the availability of different sizes of debris 
but also on the velocity of the depositing current and the 

distance from the head of the stream. Larger boulders are 
deposited by rapidly flowing creeks and rivers close to the 
glacier margin. Grain size of deposited material decreases 
with increasing distance from the glacier. The finest frac- 
tions, such as clay and silt, may be deposited in glacial 
lakes or ponds or transported all the way to the ocean. 
Finally, it must be stressed that most glacier margins are 

constantly changing chaotic masses of ice, water, mud, 
and rocks. Ice-marginal deposits thus are of a highly vari- 
able nature over short distances, as is much the case with 
till and outwash as well. 

EROSIONAL LANDFORMS 

Small-scale features of glacial erosion. Glacial erosion 
is caused by two different processes: abrasion and plucking 
(see above). Nearly all glacially scoured erosional land- 
forms bear the tool-marks of glacial abrasion provided that 
they have not been removed by subsequent weathering 
(Figure 31). Even though these marks are not large enough 

to be called landforms, they constitute an integral part of 
any glacial landscape and thus warrant description here. 
The type of mark produced on a surface during glacial 
erosion depends on the size and shape of the tool, the 
pressure being applied to it, and the relative hardnesses of 
the tool and the substrate. 

Rock polish. The finest abrasive available to a glacier is 
the so-called rock flour produced by the constant grinding 
at the base of the ice. Rock flour acts like jewelers’ rouge 
and produces microscopic scratches, which with time 
smooth and polish rock surfaces, often to a high lustre. 
Striations. These are scratches visible to the naked eye, 

ranging in size from fractions of a millimetre to a few mil- 
limetres deep and a few millimetres to centimetres long. 
Large striations produced by a single tool may be several 
centimetres deep and wide and tens of metres long. 
Because the striation-cutting tool was dragged across the 

rock surface by the ice, the long axis of a striation indicates 
the direction of ice movement in the immediate vicinity 
of that striation. Determination of the regional direction 
of movement of former ice sheets, however, requires mea- 
suring hundreds of striation directions over an extended 
area because ice moving close to the base of a glacier is 
often locally deflected by bedrock obstacles. Even when 
such a regional study is conducted, additional informa- 
tion is frequently needed in low-relief areas to determine 
which end of the striations points down-ice toward the 
former outer margin of the glacier. On an outcrop scale, 
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Figure 31: Small-scale features of glacial erosion. 



such information can be gathered by studying “chatter 
marks”—namely, crescentic gouges and lunate fractures. 
These marks are caused by the glacier dragging a rock or 
boulder over a hard and brittle rock surface and forming 
a series of sickle-shaped gouges. Such depressions in the 
bedrock are steep-sided on their “up-glacier” face and 

have a lower slope on their down-ice side. Depending on 
whether the horns of the sickles point up the glacier or 
down it, the chatter marks are designated crescentic gouges 
or lunate fractures. Another small-scale feature that allows 
absolute determination of the direction in which the ice 
moved is what is termed knob-and-tail. A knob-and-tail is 
formed during glacial abrasion of rocks that locally con- 
tain spots more resistant than the surrounding rock, as, 
for example, silicified fossils in limestone. After abrasion 
has been active for some time, the harder parts of the rock 
form protruding knobs as the softer rock is preferentially 
eroded away around them. During further erosion, these 
protrusions protect the softer rock on their lee side and a 
tail forms there, pointing from the knob to the margin of 
the glacier. The scale of these features depends primarily 
on the size of the inhomogeneities in the rock and range 
from fractions of millimetres to metres. 
P-forms and glacial grooves. These features, which ex- 

tend several to tens of metres in length, are of uncertain 
origin. P-forms (P for plastic) are smooth-walled, linear 
depressions which may be straight, curved, or sometimes 
hairpin-shaped and measure tens of centimetres to me- 
tres in width and depth. Their cross sections are often 
semicircular to parabolic, and their walls are commonly 
striated parallel to their long axis, indicating that ice once 
flowed in them. Straight P-forms are frequently called 
glacial grooves, even though the term is also applied to 
large striations, which, unlike the P-forms, were cut by 
a single tool. Some researchers believe that P-forms were 
not carved directly by the ice but rather were eroded by 
pressurized mud slurries flowing beneath the glacier. 
Erosional landforms of valley glaciers. Many of the 

world’s higher mountain ranges—e.g., the Alps, the North 
and South American Cordilleras, the Himalayas, and the 

Southern Alps in New Zealand, as well as the mountains 

of Norway, including those of Spitsbergen—are partly 
glaciated today. During segments of the Pleistocene, such 
glaciers were greatly enlarged and filled most of the valleys 
with ice, even reaching far beyond the mountain front 
in certain places. Most scenic alpine landscapes featuring 
sharp mountain peaks, steep-sided valleys, and innumer- 
able lakes and waterfalls are a product of several periods 
of glaciation. 
Erosion is generally greater than deposition in the upper 

reaches of a valley glacier, whereas deposition exceeds 
erosion closer to the terminus. Accordingly, erosional 
landforms dominate the landscape in the high areas of 
glaciated mountain ranges. 
Cirques, tarns, U-shaped valleys, arétes, and horns. The 
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Figure 32: Erosional and depositional landforms of valley glaciation. 
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heads of most glacial valleys are occupied by one or several 
cirques (or corries). A cirque is an amphitheatre-shaped 

hollow with the open end facing down-valley (Figure 32). 
The back is formed by an arcuate cliff called the headwall. 
In an ideal cirque, the headwall is semicircular in plan 
view. This situation, however, is generally found only in 
cirques cut into flat plateaus. More common are headwalls 

angular in map view due to irregularities in height along 
their perimeter. The bottom of many cirques is a shallow 
basin, which may contain a lake. This basin and the base 
of the adjoining headwall usually show signs of exten- 
sive glacial abrasion and plucking. Even though the exact 
process of cirque formation is not entirely understood, 
it seems that the part of the headwall above the glacier 
retreats by frost shattering and ice wedging (see below 
Periglacial landforms). The rock debris then falls either 
onto the surface of the glacier or into the bergschrund—a 
crevasse between the ice at the head of the glacier and the 
cirque headwall. The rocks on the surface of the glacier 
are successively buried by snow and incorporated into 
the ice of the glacier. Because of a downward velocity 
component in the ice in the accumulation zone, the rocks 
are eventually moved to the base of the glacier. At that 
point, these rocks, in addition to the rock debris from 
the bergschrund, become the tools with which the glacier 
erodes, striates, and polishes the base of the headwall and 
the bottom of the cirque. 
During the initial growth and final retreat of a valley 

glacier, the ice often does not extend beyond the cirque. 
Such a cirque glacier is probably the main cause for the 
formation of the basin scoured into the bedrock bottom 
of many cirques. Sometimes these basins are “over-deep- 
ened” several tens of metres and contain lakes called tarns. 
In contrast to the situation in a stream valley, all debris 

falling or sliding off the sides and the headwalls of a 
glaciated valley is immediately removed by the flowing 
ice. Moreover, glaciers are generally in contact with a 
much larger percentage of a valley’s cross section than 
equivalent rivers or creeks. Thus glaciers tend to erode 
the bases of the valley walls to a much greater extent 
than do streams. A river only erodes an extremely nar- 
row line along the lowest part of a valley. The slope of 
the adjacent valley walls depends on the stability of the 
bedrock and the angle of repose of the weathered rock 
debris accumulating at the base of and on the valley walls. 
For this reason, rivers tend to form V-shaped valleys. 
Glaciers, which inherit V-shaped stream valleys, reshape 
them drastically by first removing all loose debris along 
the base of the valley walls and then preferentially eroding 
the bedrock along the base and lower sidewalls of the val- 
ley. In this way, glaciated valleys assume a characteristic 
parabolic or U-shaped cross profile, with relatively wide 
and flat bottoms and steep, even vertical sidewalls. By the 
same process, glaciers tend to narrow the bedrock divides 
between the upper reaches of neighbouring parallel valleys 
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to jagged, knife-edge ridges known as arétes. Arétes also 
form between two cirques facing in opposite directions. 
The low spot, or saddle, in the aréte between two cirques 

is called a col. A higher mountain often has three or 
more cirques arranged in a radial pattern on its flanks. 
Headward erosion of these cirques finally leaves only a 
sharp peak flanked by near vertical headwall cliffs, which 

are separated by arétes. Such glacially eroded mountains 

are termed horns, the most widely known of which is the 
Matterhorn in the Swiss Alps. 

Hanging valleys. Large valley glacier systems consist of 
numerous cirques and smaller valley glaciers that feed 
ice into a large trunk glacier. Because of its greater ice 
discharge, the trunk glacier has greater erosive capability 
in its middle and lower reaches than smaller tributary 

glaciers that join it there. The main valley is therefore 
eroded more rapidly than the side valleys. With time, the 
bottom of the main valley becomes lower than the eleva- 

tion of the tributary valleys. When the ice has retreated, 
the tributary valleys are left joining the main valley at 
elevations substantially higher than its bottom. Tributary 
valleys with such unequal or discordant junctions are 

called hanging valleys. In extreme cases where a tributary 

joins the main valley high up in the steep part of the 
U-shaped trough wall, waterfalls may form after deglacia- 
tion, as in Yosemite and Yellowstone national parks in 
the western United States. 

Paternoster lakes. Some glacial valleys have an irreg- 
ular, longitudinal bedrock profile, with alternating short, 

steep steps and longer, relatively flat portions. Even though 
attempts have been made to explain this feature in terms 
of some inherent characteristic of glacial flow, it seems 
more likely that differential erodibility of the underlying 
bedrock is the real cause of the phenomenon. Thus the 

steps are probably formed by harder or less fractured 

bedrock, whereas the flatter portions between the steps 

are underlain by softer or more fractured rocks. In some 

cases, these softer areas have been excavated by a glacier 
to form shallow bedrock basins. If several of these basins 
are occupied by lakes along one glacial trough similar to 
beads on a string, they are called paternoster lakes. 

Roches moutonnées. These structures are bedrock knobs 
or hills that have a gently inclined, glacially abraded, and 
streamlined stoss side (i.e, one that faces the direction 
from which the overriding glacier impinged) and a steep, 
glacially plucked lee side. They are generally found where 

jointing or fracturing in the bedrock allows the glacier to 
pluck the lee side of the obstacle. In plan view, their long 
axes are often, but not always, aligned with the general 
direction of ice movement. 

Rock drumlins. A feature similar to roches mouton- 
nées, rock drumlins are bedrock knobs or hills completely 
streamlined, usually with steep stoss sides and gently slop- 
ing lee sides. Both roches moutonnées and rock drumlins 
range in length from several metres to several kilometres 
and in height from tens of centimetres to hundreds of 
metres. They are typical of both valley and continental 
glaciers. The larger ones, however, are restricted to areas 
of continental glaciation. 

Erosional landforms of continental glaciers. In contrast 
to valley glaciers, which form exclusively in areas of high 
altitude and relief, continental glaciers, including the great 
ice sheets of the past, occur in high and middle latitudes 
in both hemispheres, covering landscapes that range from 
high alpine mountains to low-lying areas with negligible 
relief. Therefore, the landforms produced by continental 

glaciers are more diverse and widespread. Yet, just like 
valley glaciers, they have an area where erosion is the 
dominant process and an area close to their margins 
where net deposition generally occurs. The capacity of a 

continental glacier to erode its substrate has been a sub- 
ject of intense debate. All of the areas formerly covered 
by ice sheets show evidence of areally extensive glacial 
scouring. The average depth of glacial erosion during the 
Pleistocene probably did not exceed a few tens of metres, 
however. This is much less than the deepening of glacial 
valleys during mountain glaciation. One of the reasons for 
the apparent limited erosional capacity of continental ice 
sheets in areas of low relief may be the scarcity of tools 

available to them in these regions. Rocks cannot fall onto 
a continental ice sheet in the-accumulation zone, because 

the entire landscape is buried. Thus, all tools must be 
quarried by the glacier from the underlying bedrock. With 
time, this task becomes increasingly difficult as bedrock 
obstacles are abraded and streamlined. Nonetheless, the 

figure for depth of glacial erosion during the Pleistocene 
cited above is an average value, and locally several hun- 

dreds of metres of bedrock were apparently removed by 

the great ice sheets. Such enhanced erosion seems con- 
centrated at points where the glaciers flowed from hard, 
resistant bedrock onto softer rocks or where glacial flow 

was channelized into outlet glaciers. 

Streamlined landscape, lakes, and fjords. As a conti- 
nental glacier expands, it strips the underlying landscape 

of the soil and debris accumulated at the preglacial sur- 
face as a result of weathering. The freshly exposed harder 
bedrock is then eroded by abrasion and plucking. During 
this process, bedrock obstacles are shaped into streamlined 

“whaleback” forms, such as roches moutonnées and rock 
drumlins (see above). The adjoining valleys are scoured 

into rock-floored basins with the tools plucked from the lee 

sides of roches moutonnées. The long axes of the hills and 
valleys are often preferentially oriented in the direction of 
ice flow. An area totally composed of smooth whaleback 
forms and basins is called a streamlined landscape. 

Streams cannot erode deep basins because water cannot 

flow uphill. Glaciers, on the other hand, can flow uphill 
over obstacles at their base as long as there is a sufficient 
slope on the upper ice surface pointing in that particular 
direction. Therefore the great majority of the innumerable 
lake basins and small depressions in formerly glaciated 
areas can only be a result of glacial erosion. Many of 
these lakes, such as the Finger Lakes in the U‘S. state of 
New York, are aligned parallel to the direction of regional 
ice flow. Other basins seem to be controlled by preglacial 

drainage systems. Yet, other depressions follow the struc- 
ture of the bedrock, having been preferentially scoured out 
of areas underlain by softer or more fractured rock. 
A number of the largest freshwater lake basins in the 

world (e.g., the Great Lakes or the Great Slave Lake and 

Great Bear Lake in Canada) are situated along the mar- 
gins of the Precambrian shield of North America. Many 
researchers believe that glacial erosion was especially ef- 

fective at these locations because the glaciers could easily 
abrade the relatively soft sedimentary rocks to the south 
with hard, resistant crystalline rocks brought from the 
shield areas that lie to the north. Nonetheless, further 
research is necessary to determine how much of the deep- 
ening of these features can be ascribed to glacial erosion, 
as opposed to other processes such as tectonic activity or 
preglacial stream erosion. 

Fjords are found along some steep, high-relief coast- 
lines where continental glaciers formerly flowed into the 
sea. They are deep, narrow valleys with U-shaped cross 
sections that often extend inland for tens or hundreds of 
kilometres and are now partially drowned by the ocean. 
These troughs are typical of the Norwegian coast, but they 
also are found in Canada, Alaska, Iceland, Greenland, 
Antarctica, New Zealand, and southernmost Chile. The 
floor and steep walls of fjords show ample evidence of 
glacial erosion. The long profile of many fjords, includ- 
ing alternating basins and steps, is very similar to that 
of glaciated valleys. Toward the mouth, fjords may reach 
great depths, as in the case of Sogn Fjord in southern 
Norway where the maximum water depth exceeds 1,300 

metres. At the mouth of a fjord, however, the floor rises 
steeply and water depths decrease markedly. At Sogn Fjord 
the water at this “threshold” is only 150 metres deep, and 
in many fjords the rock platform is covered by only a 
few metres of water. The exact origin of fjords is still a 
matter of debate. While some scientists favour a glacial 
origin, others believe that much of the relief of fjords is 
a result of tectonic activity and that glaciers only slightly 
modified preexisting large valleys. In order to erode Sogn 

Fjord to its present depth, the glacier occupying it during 
the maximum of the Pleistocene must have been 1,800 

to 1,900 metres thick. Such an ice thickness may seem 
extreme, but even now, during an interglacial period, the 
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Skelton Glacier in Antarctica has a maximum thickness 
of about 1,450 metres. This outlet glacier of the Antarctic 
ice sheet occupies a trough, which in places is more than 
one kilometre below sea level and would become a fjord 
in the event of a large glacial retreat. 

DEPOSITIONAL LANDFORMS 

Depositional landforms of valley glaciers. Moraines. As 

a glacier moves along a valley, it picks up rock debris 
from the valley walls and floor, transporting it in, on, or 
under the ice. As this material reaches the lower parts of 
the glacier where ablation is dominant, it is concentrated 
along the glacier margins as more and more debris melts 
out of the ice. If the position of the glacier margin is 
constant for an extended amount of time, larger accumu- 
lations of glacial debris (till; see above) will form at the 

glacier margin. In addition, a great deal of material is 
rapidly flushed through and out of the glacier by meltwater 
streams flowing under, within, on, and next to the glacier. 
Part of this streamload is deposited in front of the glacier 
close to its snout. There, it may mix with material brought 
by, and melting out from, the glacier as well as with mate- 
rial washed in from other, nonglaciated tributary valleys. 
If the glacier then advances or readvances after a time of 
retreat, it will “bulldoze” all the loose material in front 
of it into a ridge of chaotic debris that closely hugs the 
shape of the glacier snout. Any such accumulation of till 
melted out directly from the glacier or piled into a ridge 
by the glacier is a moraine. Large valley glaciers are capa- 
ble of forming moraines a few hundred metres high and 
many hundreds of metres wide. Linear accumulations of 
till formed immediately in front of or on the lower end of 
the glacier are end moraines. The moraines formed along 
the valley slopes next to the side margins of the glacier 
are termed lateral moraines. During a single glaciation, 
a glacier may form many such moraine arcs, but all the 
smaller moraines, which may have been produced during 
standstills or short advances while the glacier moved for- 
ward to its outermost ice position, are generally destroyed 
as the glacier resumes its advance. The end moraine of 
largest extent formed by the glacier (which may not be 
as extensive as the largest ice advance) during a given 
glaciation is called the terminal moraine of that glaciation. 
Successively smaller moraines formed during standstills or 
small readvances as the glacier retreats from the terminal 
moraine position are recessional moraines. 
Flutes. The depositional equivalent of erosional knob- 

and-tail structures (see above) are known as flutes. Close 
to the lower margin, some glaciers accumulate so much 
debris beneath them that they actually glide on a bed 
of pressurized muddy till. As basal ice flows around a 
pronounced bedrock knob or a boulder lodged in the sub- 
strate, a cavity often forms in the ice on the lee side of the 

obstacle because of the high viscosity of the ice. Any pres- 
surized muddy paste present under the glacier may then 
be injected into this cavity and deposited as an elongate 
tail of till, or flute. The size depends mainly on the size 
of the obstacle and on the availability of subglacial debris. 
Flutes vary in height from a few centimetres to tens of 
metres and in length from tens of centimetres to kilome- 
tres, even though very large flutes are generally limited to 
continental ice sheets. 
Depositional landforms of continental glaciers. Many 

of the deposits of continental ice sheets are very similar 
to those of valley glaciers. Terminal, end, and recessional 
moraines are formed by the same process as with valley 
glaciers (see above), but they can be much larger. Morainic 
ridges may be laterally continuous for hundreds of kilo- 
metres, hundreds of metres high, and several kilometres 
wide. Since each moraine forms at a discreet position of 
the ice margin, plots of end moraines on a map of suit- 
able scale allow the reconstruction of ice sheets at varying 
stages during their retreat. 
In addition to linear accumulations of glacial debris, con- 

tinental glaciers often deposit a more or less continuous, 
thin (less than 10 metres) sheet of till over large areas, 
which is called ground moraine. This type of moraine gen- 
erally has a “hummocky” topography of low relief, with 
alternating small till mounds and depressions. Swamps 
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or lakes typically occupy the low-lying areas. Flutes (see 

above) are a common feature found in areas covered by 
ground moraine. 
Another depositional landform associated with conti- 

nental glaciation is the drumlin, a streamlined, elongate 
mound of sediment. Such structures often occur in groups 
of tens or hundreds, which are called drumlin fields. The 
long axis of individual drumlins is usually aligned parallel 
to the direction of regional ice flow. In long profile, the 
stoss side of a drumlin is steeper than the lee side. Some 
drumlins consist entirely of till, while others have bedrock 
cores draped with till. The till in many drumlins has been 
shown to have a “fabric” in which the long axes of the 
individual rocks and sand grains are aligned parallel to 
the ice flow over the drumlin. Even though the details of 
the process are not fully understood, drumlins seem to 
form subglacially close to the edge of an ice sheet, often 
directly down-ice from large lake basins overridden by 
the ice during an advance. The difference between a rock 
drumlin and a drumlin is that the former is an erosional 
bedrock knob (see above), whereas the latter is a deposi- 
tional till feature. 
Meltwater deposits. Much of the debris in the glacial 

environment of both valley and continental glaciers is 
transported, reworked, and laid down by water. Whereas 
glaciofluvial deposits are formed by meltwater streams, 
glaciolacustrine sediments accumulate at the margins and 
bottoms of glacial lakes and ponds. 
Glaciofluvial deposits. The discharge of glacial streams 

is highly variable, depending on the season, time of day, 
and cloud cover. Maximum discharges occur during the 
afternoon on warm, sunny summer days, and minima on 

cold winter mornings. Beneath or within a glacier, the 
water flows in tunnels and is generally pressurized during 
periods of high discharge. In addition to debris washed 
in from unglaciated highlands adjacent to the glacier, a 
glacial stream can pick up large amounts of debris along 
its path at the base of the glacier. For this reason, melt- 
water streams issuing forth at the snout of a valley glacier 
or along the margin of an ice sheet are generally laden to 
transporting capacity with debris. Beyond the glacier mar- 
gin, the water, which is no longer confined by the walls of 
the ice tunnel, spreads out and loses some of its velocity. 
Because of the decreased velocity, the stream must deposit 
some of its load. As a result, the original stream channel 

is choked with sediments, and the stream is forced to 

change its course around the obstacles, often breaking up 
into many winding and shifting channels separated by 
sand and gravel bars. The highly variable nature of the 
sediments laid down by such a braided stream reflects 
the unstable environment in which they form. Lenses 
of fine-grained, cross-bedded sands are often interbedded 
laterally and vertically with stringers of coarse, bouldery 
gravel. Since the amount of sediment laid down generally 
decreases with distance from the ice margin, the deposit is 
often wedge-shaped in cross section, ideally gently sloping 
off the end moraine formed at that ice position and thin- 
ning downstream. The outwash is then said to be “graded 
to” that particular moraine. In map view, the shape of the 
deposit depends on the surrounding topography. Where 
the valleys are deep enough not to be buried by the 
glaciofluvial sediments, as in most mountainous regions, 
the resulting elongate, planar deposits are termed valley 
trains. On the other hand, in low-relief areas the deposits 

of several ice-marginal streams may merge to form a wide 
outwash plain, or sandur. 
If the ice margin stabilizes at a recessional position dur- 

ing glacial retreat, another valley train or sandur may be 
formed inside of the original one. Because of the down- 
stream thinning of the outwash at any one point in the 
valley, the recessional deposit will be lower than and in- 
set into the outer, slightly older outwash plain (Figure 
33). Flat-topped remnants of the older plain may be left 
along the valley sides; these are called terraces. Ideally 
each recessional ice margin has a terrace graded to it, and 
these structures can be used in addition to moraines to 
reconstruct the positions of ice margins through time. In 
some cases where the glacier either never formed moraines 
or where the moraines were obliterated by the outwash 
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Figure 33: Landforms and features associated with continental glaciers. 
Drawing by Gunnar Schlieder 

or postglacial erosion, terraces are the only means of ice 
margin reconstruction. 
Streams that flow over the terminus of a glacier often 

deposit stratified drift in their channels and in depressions 
on the ice surface. As the ice melts away, this ice-contact 
stratified drift slumps and partially collapses to form stag- 
nant ice deposits. Isolated mounds of bedded sands and 
gravels deposited in this manner are called kames. Kame 
terraces form in a similar manner but between the lateral 
margin of a glacier and the valley wall. Glacial geologists 
sometimes employ the term kame moraine to describe 
deposits of stratified drift laid down at an ice margin in 
the arcuate shape of a moraine. Some researchers, how- 

ever, object to the use of the term moraine in this context 
because the deposit is not composed of till. 
In some cases, streams deposit stratified drift in sub- 

glacial or englacial tunnels. As the ice melts away, these 
sinuous channel deposits may be left as long linear gravel 
ridges called eskers. Some eskers deposited by the great 
ice sheets of the Pleistocene can be traced for hundreds of 
kilometres, even though most esker segments are only a 
few hundred metres to kilometres long and a few to tens 
of metres high. 

Kettles, potholes, or ice pits are steep-sided depressions 
typical of many glacial and glaciofluvial deposits. Kettles 
form when till or outwash is deposited around ice blocks 
that have become separated from the active glacier by 
ablation. Such “stagnant” ice blocks may persist insulated 
under a mantle of debris for hundreds of years. When they 
finally melt, depressions remain in their place, bordered 
by slumped masses of the surrounding glacial deposits. 
Many of the lakes in areas of glacial deposition are water- 
filled kettles and so are called kettle lakes. If a sandur or 
valley train contains many kettles, it is referred to as a 
pitted outwash plain. 

Glaciolacustrine deposits. Glacial and proglacial lakes 
are found in a variety of environments and in considerable 
numbers. Erosional lake basins have already been men- 
tioned, but many lakes are formed as streams are dammed 
by the ice itself, by glacial deposits, or by a combination 
of these factors. Any lake that remains at a stable level for 
an extended period of time (e.g., hundreds or thousands of 
years) tends to form a perfectly horizontal, flat, terracelike 
feature along its beach. Such a bench may be formed by 
wave erosion of the bedrock or glacial sediments that form 
the margin of the lake, and it is called a wave-cut bench. 
On the other hand, it may be formed by deposition of 
sand and gravel from long-shore currents along the margin 
of the lake, in which case it is referred to as a beach ridge. 
The width of these shorelines varies from a few metres 
to several hundred metres. As the lake level is lowered 

L typical location for gravel pits 

due to the opening of another outlet or downcutting of 
the spillway, new, lower shorelines may be formed. Most 
former or existing glacial lakes (e.g., the Great Salt Lake 
and the Great Lakes in North America) have several such 
shorelines that can be used both to determine the for- 
mer size and depth of now-extinct or shrunken lakes and 
to determine the amount of differential postglacial uplift 
because they are now tilted slightly from their original 
horizontal position. 

Where a stream enters a standing body of water, it is 
forced to deposit its bedload. The coarser gravel and sand 
are laid down directly at the mouth of the stream as suc- 
cessive, steeply inclined foreset beds. The finer, suspended 
silt and clay can drift a bit farther_into the lake, where 
they are deposited as almost flat-lying bottomset beds. As 
the sediment builds out farther into the lake (or ocean), 
the river deposits a thin veneer of subhorizontal gravelly 
topset beds over the foreset units. Because the foreset— 
topset complex often has the shape of a triangle with the 
mouth of the stream at one apex, such a body of sediment 
is called a delta. Many gravel and sand pits are located in 
deltas of former glacial lakes. 
The flat-lying, fine-grained bottomset beds of many large 

former glacial lakes filled in and buried all of the pre- 
existing relief and are now exposed, forming perfectly flat 
lake plains. Cuts into these sediments often reveal rhyth- 
mically interbedded silts and clays. Some of these so-called 
rhythmites have been shown to be the result of seasonal 
changes in the proglacial environment. During the warmer 
summer months, the meltwater streams carry silt and clay 
into the lakes, and the silt settles out of suspension more 
rapidly than the clay. A thicker, silty summer layer is thus 
deposited. During the winter, as the surface of the lake 
freezes and the meltwater discharge into it ceases, the clays 
contained in the lake water slowly settle out of suspension 
to form a thin winter clay layer. Such lacustrine deposits 
with annual silt and clay “couplets” are known as varves. 

PERIGLACIAL LANDFORMS 

In the cold, or periglacial, areas adjacent to and beyond 
the limit of glaciers, a zone of intense freeze-thaw activity 
produces periglacial features and landforms. This happens 
because of the unique behaviour of water as it changes 
from the liquid to the solid state. As water freezes, its 
volume increases about 9 percent and can, if confined in a 
crack or pore space, exert pressures of about 200,000 kilo- 
pascals (29,000 pounds per square inch). This is enough 
to break the enclosing rock. Thus freezing water can be a 
powerful agent of physical weathering. If multiple freeze- 
and-thaw cycles occur, the growth of ice crystals fractures 
and moves material by means of frost shattering and frost 
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heaving, respectively. In addition, in permafrost regions 
(see below) where the ground remains frozen all year, 
characteristic landforms are formed by perennial ice. 
Felsenmeers, talus, and rock glaciers. In nature, the 

tensional strength of most rocks is exceeded by the 
pressure of water crystallizing in cracks. Thus, repeated 
freezing and thawing not only forms potholes in poorly 
constructed roads but also is capable of reducing exposed 
bedrock outcrops to rubble. Many high peaks are covered 
with frost-shattered angular rock fragments. A larger area 
blanketed with such debris is called a felsenmeer, from 
the German for “sea of rocks.” The rock fragments can 
be transported downslope by flowing water or fall off the 
cliff from which they were wedged by the ice. Accumu- 
lations of this angular debris at the base of steep slopes 
are known as talus. Owing to the steepness of the valley 
sides of many glacial troughs, talus is commonly found 
in formerly glaciated mountain regions. Talus cones are 
formed when the debris coming from above is channelized 
on its way to the base of the cliff in rock chutes. As the 
talus cones of neighbouring chutes grow over time, they 
may coalesce to form a composite talus apron. 
In higher mountain regions, the interior of thick accumu- 

lations of talus may remain at temperatures below freezing 
all year. Rain or meltwater percolating into the interstices 
between the rocks freezes over time, filling the entire pore 
space. In some cases, enough ice forms to enable the entire 
mass of rock and ice to move downhill like a glacier. The 
resulting massive, lobate, mobile feature is called a rock 

glacier. Some rock glaciers have been shown to contain 
pure ice under a thick layer of talus with some interstitial 
ice. These features may be the final retreat stages of valley 
glaciers buried under talus. 
Permafrost, patterned ground, solifluction deposits, and 

pingos. Permafrost is ground that remains perennially 
frozen (see ICE AND ICE FORMATIONS: Permafrost). It cov- 
ers about 20-25 percent of the Earth’s land surface today. 
The “active layer” of soil close to the surface of permafrost 
regions undergoes many seasonal and daily freeze-thaw 
cycles. The constant change in the volume of water tends 
to move the coarser particles in the soil to the surface. 
Further frost heaving arranges the stones and rocks accord- 
ing to their sizes to produce patterned ground. Circular 
arrangements of the larger rocks are termed stone rings. 
When neighbouring stone rings coalesce, they form polyg- 
onal stone nets. On steeper slopes, stone rings and stone 
nets are often stretched into stone stripes by slow down- 
hill motion of the soggy active layer of the permafrost. 
In other areas, patterned ground is formed by vertical or 
subvertical polygonal cracks, which are initiated in the 
soil by contraction during extremely cold winters. During 
the spring thaw of the active layer, water flows into these 
cracks, freezes, and expands. This process is repeated year 
after year, and the ice-filled cracks increase in size. The 
resulting ice wedges are often several metres deep-and a 
few tens of centimetres wide at the top. Along the sides of 
ice wedges, the soil is deformed and compressed. Because 
of this disturbance and sediment that may be washed into 
the crack as the ice melts, relict patterned ground may 
be preserved during a period of warmer climate long after 
the permafrost has thawed. Today, relict patterned ground 
that formed during the last ice age exists more than 1,000 
kilometres to the south of the present limit of permafrost. 
When the active layer of permafrost moves under the 

influence of gravity, the process is termed gelifluction. The 
soft flowing layer is often folded and draped on hillsides 
and at the base of slopes as solifluction, or gelifluction, 
lobes. 
In some permafrost areas, the ice tends to accommodate 

the volume increase during freezing by pushing up ice- 
cored, circular mounds called pingos. These mounds may 
be several tens of metres high and hundreds of metres in 
diameter. (E.B.E./Gu.S.) 

Caves and karst landscape 

Caves are natural openings in the Earth large enough for 
human exploration. Such cavities, also known as caverns, 
are formed in many types of rock and by many processes. 
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The largest and most common caves are those formed by 
chemical reaction between circulating groundwater and 
bedrock composed of limestone or dolomite. These caves, 
called solution caves, typically constitute a component of 
what is known as karst terrain. Named after the Karst 
region of the western Balkan Peninsula extending from 
Slovenia to Montenegro, karst terrain in general is charac- 
terized by a rough and jumbled landscape of bare bedrock 
ledges, deranged surface drainage, and sinkholes, as well 
as caves. It should be noted, however, that there is con- 
siderable variation among karst areas. Some may have 
dramatic surface landforms but few caves. By contrast, 
others may have extensive cave development with little 
surface expression; for example, the Guadalupe Mountains 
of New Mexico, the site of Carlsbad Caverns and various 
other caves, have very few surface karst features. 
Karst landscapes are formed by the removal of bedrock 

(composed in most cases of limestone, dolomite, gypsum, 
or salt, but in some cases of such normally insoluble 
rocks as quartzite and granite) in solution through un- 
derground routes rather than through surface weathering 
and surface streams. As a result, much karst drainage is 
internal. Rainfall flows into closed depressions and down 
their drains. Further dissolution in the subsurface forms 
continuous conduits that serve as integrated drains for the 
rapid movement of underground water. The outlets for 
the water-carrying conduits often are springs of majestic 
size. Caves are fragments of such conduit systems, and 
some of them provide access to active streams. These caves 
may be completely water-filled; others are dry passages 
left behind by streams that cut to lower levels. Surface 
streams flowing from areas underlain by insoluble rock 
often sink when they reach the border of a karst region. 
These sinking streams form tributaries of the underground 
drainage system. 

CAVE TYPES 

Not all caves are part of karst landscapes. As discussed 
above, a substantial number of relatively small caves are 
formed in lava and by the mechanical movement of 
bedrock. Other caves are formed in glaciers by the melting 
of ice. Still others are created by the erosive action of wa- 
ter and wind or from the debris of erosive processes; these 
are sea caves, eolian caves, rock shelters, and talus caves. 

Glacier caves. These are long tunnels formed near the 
snouts of glaciers between the glacial ice and the underly- 
ing bedrock. Meltwater from the surface of a glacier drains 
downward through crevasses, which are enlarged to form 

shafts leading to the base of the glacier. Because the inlet 
water is slightly above the melting point of ice, it gradually 
melts the ice as it seeps along the base of the glacier. 
Glacier caves may reach lengths of several kilometres. 

Mature caves of this sort are tubular conduits, often with 

intricately sculptured walls. Some of them have a branch- 
ing pattern. The floors of glacier caves usually consist of 
rock. Most glacier caves can be explored only when the 
surface is frozen; at other times they are filled with water. 
Sea caves, eolian caves, rock shelters, and talus caves. 

Sea caves are formed by wave action on fractures or other 
weaknesses in the bedrock of sea cliffs along coastlines. 
They may be mere crevices in the cliff or roomy cham- 
bers. Some can be entered only by boat at low tide, while 
others, occurring along beaches, can be walked into. A sea 
cave may have an opening to the surface at its rear that 
provides access from the top of the cliff. In some cases, 
the ceiling entrance serves as a blowhole from which water 
spouts during times of high tide or rough seas. Sea caves 
rarely are more than a few hundred metres long. 
Eolian caves are chambers scoured by wind action. They 

are common in desert areas where they are formed in 
massive sandstone cliffs. Wind sweeping around such a 
cavity erodes the walls, floor, and ceiling, resulting in a 
bottle-shaped chamber usually of greater diameter than 
the entrance. Eolian caves are rarely longer than a few 
tens of metres. 
Rock shelters are produced by bedrock erosion in insolu- 

ble rocks. A common setting is where a resistant rock such 
as a sandstone overlies shale or some other relatively weak 
rock. Surface weathering or stream action wears away the 
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shale, cutting it back into the hillside. The sandstone is 
left behind as a roof to the rock shelter. Rock shelters are 
minor features as caves, but many are important archaeo- 

logical or historical sites. 
Talus caves are openings formed between boulders piled 

up on mountain slopes. Most of them are very small 

both in length and in cross section. Some boulder piles, 
however, do have explorable interconnected “passages” of 
considerable length. Some of the largest talus caves occur 
among granite blocks in New York and New England, 

where integrated systems of passages between boulders 
have been mapped to lengths of several kilometres. 
Solution caves. As previously noted, the largest and 

most common caves are those formed by dissolution of 
limestone or dolomite. Limestone is composed mostly 
of calcium carbonate in the form of the mineral calcite. 
Dolomite rock consists of calcium magnesium carbonate, 
the mineral dolomite. Both these carbonate minerals are 
somewhat soluble in the weak acids formed by carbon 
dioxide dissolving in groundwater. Water seeping through 
soils into the bedrock, water collected by sinkholes, and 
surface streams sinking underground at the margins of 
karst areas all percolate along fractures in the bedrock 
and gradually create sizable passages by chemical action. 
Because the dissolution process takes place deep in the 

bedrock, it is not necessary that solution caves have en- 
trances. Most entrances are formed by accidental processes 
such as the downcutting of surface valleys, the collapse of 
sinkholes, or the emplacement of quarries or road cuts. 
Accidental processes of passage collapse and passage plug- 
ging divide caves into smaller fragments. Because of this, 
there are many more small caves than large ones. The 

longest known cave is the Mammoth Cave-Flint Ridge 
system in south central Kentucky, which had (as of 1989) 
a surveyed length of 530 kilometres. 
Most solution caves form at relatively shallow depths 

(from a few tens of metres to 1,000 metres) by the ac- 
tion of water rich in carbonic acid (H,CO,) derived from 
recent rainfall. Some solution caves, however, appear to 
have been formed by deep-seated waters such as oil field 
brines. Sources of acid other than carbonic acid (e.g., 
sulfuric acid from the oxidation of sulfide minerals or the 
oxidation of hydrogen sulfide-bearing fluids) may be the 
dissolving agent for such caves. According to some investi- 
gators, Carlsbad Caverns originated from dissolution with 
sulfuric acid. 
Gypsum rock, composed primarily of calcium sulfate 

dihydrate (the mineral gypsum), is more soluble than 
limestone. Outcrops of gypsum rock are found at the 
land surface in arid regions such as West Texas, western 

Oklahoma, and eastern New Mexico. Caves formed by 
the dissolution of gypsum are much like limestone caves 
in the size, shape, and pattern of their passages. The 
Optimisticheskaya Cave in Ukraine is the world’s longest 
gypsum cave, with 165 kilometres of passage. 
Caves also are formed by the dissolution of salt (the 

mineral halite). Because it is highly soluble in water, salt 
outcrops at the land surface only in extremely arid regions. 
Caves in salt closely resemble limestone caves in passage 
plan and shape. In most cases, salt caves are small, with 
passage lengths ranging from a few tens of metres to sev- 
eral hundred metres. Good examples of salt caves occur 
in Mount Sedom in Israel and in eastern Spain. 

EVOLUTION AND DEMISE OF SOLUTION CAVES 

Compared with most geologic phenomena, caves are tran- 
sient features of the landscape. They form, evolve, and 
are destroyed over periods of time ranging from a few 
tens of thousands to a few million years. It is possible to 
sketch the “life history” of a single cave passage as the 
sequence from an initiation phase, a series of three critical 
thresholds, an enlargement phase, a stagnation phase, and 
a decay phase (Figure 34). 

Initiation phase. Since limestone is an impermeable 
rock, groundwater moves mainly through mechanical frac- 
tures—joint and bedding-plane partings. Because ground- 
water seeps slowly through these openings, it becomes 
nearly saturated with dissolved calcium carbonate, partic- 
ularly deep in the rock mass. As a result, the ability of the 
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Figure 34: The ‘life history” of a cave passage. 

water to further dissolve the limestone is limited, and the 
fractures thus enlarge very slowly. Calculations show that 
times on the order of 3,000 to 10,000 years are needed to 
enlarge a fracture from an initial width of 10 to 50 mi- 
crometres to pencil-sized openings five to 10 millimetres 
wide. When a continuous pathway from the water source 
to the outlet has been enlarged to five to 10 millimetres 
width, the initiation phase is complete. 
The five- to 10-millimetre size of the enlarging fracture 

marks a set of thresholds where new processes come into 

play. The slow, percolating flow of water is accelerated 
as the conduit becomes larger, and at the threshold size 
turbulence appears in the flowing water. The flow pattern 
is less like percolation through an aquifer and more like 
flow in a pipe. At the threshold size the opening is large 
enough and the flow velocities high enough that insoluble 
sediments can be transported. For the complete develop- 
ment of an underground drainage system, it is necessary 
that the water-carrying conduits also flush out the soil that 
washes in through sinkholes, the sediment load of sinking 
streams, and the insoluble weathering products from the 
dissolution of the limestone. Anothey.threshold has to do 
with the rate at which the limestone is dissolved. During 
the initiation phase when flow velocities are low and the 
water is nearly saturated, the rate at which limestone is 
removed is very slow. As velocities increase, unsaturated 
water moves deep into the bedrock, and the rate of dis- 
solution is greatly increased. The pencil-sized threshold 
opening marks the boundary between the initial fracture 
system and the evolving conduit system. 
Enlargement phase. Once a complete pathway has been 

opened to threshold size, enlargement takes place rapidly 
as the conduit provides an efficient route for groundwater 
flow. Enlargement from threshold size to a full-scale cave 
passage of one to three metres in diameter can be accom- 
plished in 10,000 to 100,000 years, depending on local 
geology. During the enlargement phase, the conduit may 
become completely water-filled, in which case the growing 
passage takes the form of a circular or elliptical conduit 
as dissolution acts uniformly on the floor, walls, and ceil- 
ing. If the water source feeding the conduit is limited, a 
time will come when there is not enough water to fill the 
passage. A free air surface then develops and the disso- 
lution of the ceiling will cease, even though the passage 
will continue to enlarge through dissolution of the lower 
walls and floor. This transition from pipe flow to open- 
channel flow results in a change in passage shape from 
that of an elliptical tube to that of a canyon. Continued 
solutional erosion causes the canyon to deepen, resulting 
in canyon passages 30 to 50 metres high and only one 
metre or less wide. 
The fate of a cave passage at the end of the enlargement 

stage depends on what has been happening elsewhere on 
the land surface and in the drainage basin. If the passage 
lies deep below the water table, enlargement will continue 
until the passage becomes too wide for the ceiling bedrock 
to support its own weight, and the passage will ultimately 
collapse. During the time that the cave passage has been 
enlarging, surface streams have been downcutting their 
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beds, and the position of base level and the water table 
is lowered. If the original water source continues to flow 
through the cave after the transition to canyon shape, the 
underground canyon can continue to deepen, keeping its 
gradient adjusted to the lowering surface streams. Some- 
times, however, the conduit passages are simply aban- 
doned. Veneers of insoluble sediment that accumulate on 
the floors of cave passages tend to protect them from 
solution. As surface streams downcut, the conduits are 
left behind and the increased hydraulic gradient causes 
new passages to form at lower levels. In due course, the 
flow is completely diverted into these new passages, and 
the original passages remain air-filled and dry above the 
descending water table. 
Stagnation and decay phases. Segments of cave passage 

abandoned as surface streams downcut can survive for a 
long time in a stage of stagnation. Truncation of the pas- 
sages by valley downcutting produces entrances. Caves in 
the stagnation phase are those most frequently discovered 
and explored by humans. 
Surface erosion continues to dissect the landscape, and 

hilltops and plateaus are lowered. The underlying cave 
passages are cut into smaller and smaller fragments. Even- 
tually the denudation of the land surface destroys the last 
vestiges of the passages, bringing to an end the long history 
of the cave conduit. 
The time scales for the stagnation and decay stages are 

highly variable, depending on local geologic conditions. 
Paleomagnetic measurements of the sediments in Mam- 
moth Cave show that the passages at the highest elevations 
are at least 2,000,000 years old. Studies based on rates of 

surface weathering in the Appalachian valleys of Pennsyl- 
vania indicate that caves at the highest elevation in the 
residual hills may be 2,000,000 to 3,000,000 years old. 
Larger cave systems often have complex patterns of su- 

perimposed passages that represent a long history of cave 
development. The oldest passages, usually but not neces- 
sarily those at the highest elevations, may have formed 
before the glaciations of the Quaternary. The youngest 
passages may be part of an integrated subsurface drainage 
system that exists today. 

GEOMORPHIC CHARACTERISTICS OF SOLUTION CAVES 

Like many other geologic features concealed beneath the 
earth, caves are difficult to observe. One cannot really see 

a cave, even though one may have a point-by-point, cross- 
sectional view as the cave passage is illuminated during 
exploration. The horizontal ground plans and vertical pro- 
files of caves must be represented by maps. These in turn 
are constructed from arduous station-to-station surveys by 
cave explorers. 
Some cave-passage plans take the shape of linear, angu- 

late, or sinuous segments of conduit. These are segments 

of drainage trunk without tributaries. Other cave-passage 
plans are branchworks. There may be a well-defined 
“upstream” direction, with tributary passages joining the 
trunk. Still other passage plans are networks in which 
passages are laid out in a “city-block” pattern with many 
intersecting passages and many closed loops. In terms of 
flow pattern, a single-conduit type of cave forms where 
much of the original catchment area was on non-karstic 
borderlands and the sinking stream injected large quanti- 
ties of water at a single point. Branchwork caves develop 
where there are multiple inlets, each at the head of one of 
the tributary branches. Network caves are formed where 
flows are controlled by diffuse inlets; flow velocities remain 
low and solutional erosion takes place along all possible 
joint openings. A network cave is the underground equiv- 
alent of a swamp. 
Passage cross-sectional shapes reflect the way the wa- 

ter flowed through the cave and the way in which the 
water dissolved the bedrock. Passages that formed while 
completely flooded are dissolved away equally on walls, 
ceilings, and floors. The result is an elliptical tube. In 
contrast, a flowing stream with a free air surface can dis- 
solve limestone only in its bed. The result is a canyon- 
shaped passage. In some caves of this type, the walls are 
nearly vertical and may measure 30 to 50 metres high, 
even though the passage may only be one metre wide. 

Continental Landforms 

Other cave passages are very irregular because of the 
meanderings of the downcutting stream. There is always 
competition between the hydraulics of flowing water that 
works to shape passages into smooth, streamlined forms 
and the control of passage shape by the structural arrange- 

ment of joints, fractures, and bedding-plane partings that 
initiated the passageway. Joint-controlled passages may be 

high and narrow, sometimes with irregular walls; such a 
configuration resulted as the passages were enlarged from 
the initial joint by slowly percolating water. Passages de- 
veloped primarily along bedding-plane partings may be 
low and wide. In general, higher flow velocities favour 
the hydraulic forms, and slow, percolating flows tend to 
preserve the shapes of the initial mechanical openings. 
Most passages of solution caves are nearly horizontal 

with gentle average slopes toward the outlet springs. If 
the caves were formed by pressure flow beneath the wa- 
ter table, the passage profile can be irregular, with both 
downsloping and upsloping segments. Most cave passages 
are not graded like surface streams. Only in some alpine 
environments do caves form with steeply sloping passages. 
Continuous lowering of the level of groundwater circula- 
tion often produces tiers of passages stacked one on top 
of the other, and these need not be interconnected by 
an explorable cave. Additional mechanisms are needed 
to explain the vertical arrangement of some caves that 
may have an internal relief from tens of metres to more 
than 1,000 metres. Vertical integration is accomplished by 
some combination of the following: (1) primary vertical 
solution in the unsaturated zone above the water table 
during the same time as conduit dissolution below the 
water table, (2) dissolution of vertical shafts and solution 
chimneys (see below) in the unsaturated zone at some time 
after the development of the conduits, or (3) interconnec- 
tion of existing dry passages by processes of breakdown 
and collapse. 

Caves in regions of high relief are frequently developed 
by inputs of water that move by predominantly vertical 
paths through the unsaturated zone. Such caves often 
have a stair-step pattern, with vertical pits and shafts off- 
set by short reaches of horizontal passage. Steeply sloping 
streamways are common. Some caves of the unsaturated 
zone are simply pits tens to hundreds of metres deep, 
which show little horizontal development. Others make 
up complicated cave systems in which many vertical in- 
feeders join to form master streams that descend to base 
level as waterfalls plunging down pits. One of the largest 
such systems is the group of caves on the Huautla Plateau 
in Mexico. The greatest relief from the highest known 
entrance of the Sistema Huautla to the lowest point of 
exploration is 1,252 metres in a cave measuring 33.8 kilo- 
metres long (1985 data). 

Some conduit systems such as those of the Mammoth 
Cave area and of the Cumberland Plateau of the Ap- 
palachian Mountains develop beneath a protective cap of 
sandstone, shale, and other relatively non-soluble rocks. 

As the caprock erodes, the underlying limestone is exposed 
to the runoff water that drains from the remaining area 
of the plateau. Such runoff water dissolves away the lime- 
stone in the unsaturated zone to form solution chimneys 
and vertical shafts. Solution chimneys develop along ver- 
tical fractures or along bedding planes of vertically bedded 
limestones. In cross section, they tend to be irregular and 
elongated along the controlling fracture or bedding plane. 
Solution chimneys follow the fracture and may be offset 
or descend at steep angles, depending on the pitch of the 
guiding fracture. Vertical shafts, by contrast, are controlled 
by the hydraulic forces of freely flowing water. They are 
often nearly perfect cylinders with circular cross sections. 
The walls are vertical and cut across the limestone beds 
with complete disregard for angle or composition of the 
beds. Vertical shafts and solution chimneys have no direct 
relation to the conduit system, especially not to the upper 
dry levels of the system. They sometimes are connected to 
present-day active horizontal conduits by drain passages. 
These drains usually are of small cross section and may 
extend from hundreds of metres or even several kilome- 
tres before connecting with the main drainage conduits. 
In the unsaturated zone, vertical shafts tend to shear 
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through high-level passages as though they were not there. 
When vertical shafts and solution chimneys cut through 
several tiers of overlying horizontal passage, they provide 
pathways for exploration and integrate the cave system 

TT in T } 

fae OT Tees Si locked a _— - _ _L. 

sal A sn eats << . ee sinkholes 

ae a ae rat T 

ia fico: am nome ye ay 
trea ea aT 7 — 
po eae SS 

active cave level 

Figure 35: Components of an integrated cave system. 

Cave roofs are always in a state of stress. The weight of 
the ceiling beds causes them to sag slightly, separating the 
beds along the weaker bedding planes. Each ceiling bed 
becomes, in effect, a fixed beam spanning the width of 
the cave passage. There is a strict mechanical relationship 
between the thickness of a beam, its density, and the width 
of the span. When the width of the span exceeds a certain 
critical value, the cave ceiling will collapse under its own 
weight. Processes such as solution along vertical joints 
cut the ceiling beams, turning them into cantilevers that 
have much smaller critical loads. When one ceiling bed 
falls, support is removed from the bed above and it also 
may fall. There is thus a process of upward stoping due 
to ceiling collapse. Upward breakdown and collapse can 
cause one passage to migrate up into an overlying one. 

SOLUTION CAVE FEATURES 

Solutional sculpturings. Superimposed on the walls of 
cave passages are many small solutional sculpturings that 
record further details of water flow. Pockets of various 
sizes and kinds are cut back into the walls and ceiling. 
Some of these have ax-blade shapes and form where water 
seeping into the cave passage is mixed with the water al- 
ready in the passage. If the seepage water and the passage 
water have the correct chemistry, corrosive water forms in 
the mixing zone and dissolves away the joint-controlled 
wall and ceiling pockets. Other wall and ceiling pockets are 
rounded kettle holes or circular cylinders that extend into 
the solid bedrock of the ceiling with no obvious influence 
from joints. The ceilings of tropical caves often contain 
large numbers of the cylindrical cavities, which are used 
as roosting places by bats. Small secondary channels are 
carved into the floors or ceilings by flowing water. Floor 
channels provide evidence of the presence of small later- 
stage streams that occupied the cave passage after it had 
been drained of its original flow. Ceiling channels are 
thought to be the result of upward solutional erosion by 
cave streams that occurred when the main channel was 
completely filled with clays, sand, and gravel. 
Among the most significant of the solutional sculpturings 

are the small scooplike depressions known as scallops. 
Scallops vary in size from a few centimetres to more than 
one metre. They are asymmetrical in cross section, having 
a steep wall on the upstream side and a gentler slope on 
the downstream side. Scallops thus provide information as 
to the direction of water flow in passages that have been 
dry for hundreds of thousands of years. The size of a scal- 
lop is inversely proportional to the flow velocity of water 
in the passage. As a consequence, scallops serve not only 

as paleo-direction indicators but also as paleo-flow meters. 
Scallops that are a few centimetres wide indicate flow 
velocities on the order of a few metres per second. The 
largest scallops, those that are more than one metre wide, 
indicate flow velocities of a few centimetres per second. 
The flow velocity of conduit water is sufficient to trans- 

port clastic sediment through a cave system. The clastic 
material is derived from borderlands where it is carried 
into the karst by sinking streams, from overlying sand- 
stone and shale caprock, from surface soils that are washed 
underground through sinkholes, and from the insoluble 
residue of the limestone bedrock. Some of these clastic 
materials are deposited in caves where they remain as clay, 

silt, and sand on the cave floors. Some drainage systems 
carry larger cobble- and boulder-sized materials that are 
often found in cave streambeds. Most caves have under- 
gone several periods of deposition and excavation, and so 
remnant beds and pockets of sediment have been left high 
on cave walls and ledges. These sediments contain iron- 
bearing magnetic particles, which indicate the position of 
the Earth’s magnetic field at the time when the sediments 
were deposited. The age of the sedimentary deposits can 
be determined by measuring the paleomagnetic record 
in cave sediments and correlating it with the established 
geomagnetic polarity time scale. Using this method, inves- 
tigators have ascertained that the age of the sediments in 
Mammoth Cave is more than 2,000,000 years. 
Depositional materials and features. There are three 

broad categories of sedimentary material found in caves: 
clastic sediments carried in by streams and infiltrated from 
the surface; blocks, slabs, and fragments of breakdown 
derived from the local bedrock; and chemical sediments 

deposited in the cave by percolating waters. The chemical 
sediments are the most diverse and are responsible for the 
decorative beauty of many caves. 
The most common of the secondary chemical sediments 

is calcite, calclum carbonate. There also occurs a less 
common form of calcium carbonate, the mineral arago- 
nite. The second most common cave mineral is gypsum, 

calcium sulfate dihydrate. Other carbonate, sulfate, and 
oxide minerals are occasionally found in caves as well. 
Many of these require that the cave be associated with ore 
deposits or with other special geologic environments. For 
this reason, of the more than 200 mineral species known 
to occur in caves, only about 20 are found widely: 
Deposits of cave minerals occur in many forms, their 

shapes determined by whether they were deposited by 
dripping, flowing, or seeping water or in standing pools 
of water. Collectively, these secondary mineral forms are 
known as speleothems. 

Water emerging from a joint in the cave ceiling hangs 
for a while as a pendant drop. During this time, a small 
amount of calcium carbonate is deposited in a ring where 
the drop is in contact with the ceiling. Then the drop falls, 
and a new drop takes its place, also depositing a small 
ring of calcium carbonate. In this rfhanner, an icicle-like 
speleothem called a stalactite is built up. Stalactites vary 
in shape from thin strawlike features to massive pendants 
or drapery-like forms (Figure 36). Stalactites have a cen- 
tral canal that carries water from the feeder joint to the 
stalactite tip. When the drops fall to the floor of the cave, 
additional mineral matter is deposited and stalagmites 
are built up. Stalagmites also take on many forms, from 
slender broom-handle to mound- and pagoda-like shapes 
(Figure 36). Stalagmites consist of superimposed caps or 
layers and do not have a central canal. Stalactites may 
grow so large that they cannot support their own weight; 
the broken fragments of large stalactites are sometimes 
found in caves. Stalagmites are not so restricted and can 
reach heights of tens of metres. Water flowing along ledges 
and down walls leaves behind sheets of calcite, which 
build up a massive deposit known as a flowstone. 
Most flowstone deposits are composed of calcite, though 

other minerals occasionally are present. The calcite is 
usually coarsely crystalline, densely packed, and coloured 
various shades of tan, orange, and brown. Some of the 

pigment is from iron oxides carried into the deposit by 
the seepage water, but the more common colouring agent 
is humic substances derived from overlying soils. Humic 
substances are the organic products of plant decay, which 
are also responsible for the brown colour of some soils 
and for the tealike colour of some swamp and lake wa- 
ters. Calcite speleothems may be pure white but appear 
milky because of many tiny inclusions of water within 
the structure. 
The calcite in speleothems is derived from the overly- 

ing limestone near the bedrock/soil interface. Rainwater 
infiltrating through the soil absorbs carbon dioxide from 
the carbon dioxide-rich soil and forms a dilute solution of 
carbonic acid. When this acid water reaches the base of 
the soil, it reacts with the calcite in the limestone bedrock 
and takes some of it into solution. The water continues 
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Figure 36: Interior of a solution cave decorated with stalactites 
and stalagmites. 

William B. White 

its downward course through narrow joints and fractures 
in the unsaturated zone with little further chemical reac- 
tion. When the water emerges from the cave roof, carbon 
dioxide is lost into the cave atmosphere and some of the 
calcium carbonate is precipitated. The infiltrating water 
acts as a calcite pump, removing it from the top of the 
bedrock and redepositing it in the cave below. 
Caves provide a very stable environment where tem- 

perature and relative humidity may remain constant for 
thousands of years. The slow growth of crystals is not 
interrupted, and some speleothems have shapes controlled 
by the forces of crystal growth rather than by the con- 
straints of dripping and flowing water. Speleothems known 
as helictites are much like stalactites in that they have a 
central canal and grow in long tubular forms. They twist 
and turn in all directions, however, and are not guided 
by the gravitational pull on pendant water drops. Another 
variety of speleothem, the anthodite, is a radiating cluster 
of needlelike crystals. Anthodites are usually composed 
of aragonite, which has a different habit (i.e, shape of 
individual crystal grains) than the more common variety 
of calcium carbonate, calcite. Layered bead or corallike 
forms occur on cave walls, and complex arrangements of 

crystals are found in cave pools. Pools of water saturated 
with calcium carbonate have the remarkable property of 
surrounding themselves with rimstone dams of precipi- 
tated calcite. 
Gypsum and other more water soluble sulfate minerals 

such as epsomite (magnesium sulfate heptahydrate) and 
mirabilite (sodium sulfate decahydrate) grow from seepage 
waters in dry caves. Deposition of the sulfate minerals 
is due to evaporation of the mineral-bearing solutions. 
These minerals occur as crusts and in the form of radiat- 
ing, curving masses of fibrous crystals known as gypsum 
flowers. Because of their higher solubility, sulfate minerals 
either do not occur or are destroyed in damp or wet caves. 

KARST TOPOGRAPHY 

As previously noted, karst landscapes owe their existence 
to the removal of bedrock in solution and to the develop- 
ment of underground drainage without the development 
of surface stream valleys. Within these broad constraints, 

karst landscapes show much variation and are usually de- 
scribed in terms of a dominant landform. Most important 
with respect to worldwide occurrence are fluviokarst, do- 

line karst, cone and tower karst, and pavement karst. 
Fluviokarst. In this type of karst landscape, the pattern 
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of surface stream channels and stream valleys are still in 
evidence, though much of the drainage may be under- 
ground. Tributary surface streams may sink underground, 
and there may be streambeds that carry water only during 
seasons of high flow or during extreme floods. In addition, 
the floors of the valleys may be dissected into a sequence 
of sinkholes. 
Consider a normal stream valley that gradually deepens 

its channel until it cuts into underlying beds of limestone 
(or dolomite). As the valley cuts deeper and deeper into 
the carbonate rocks, the stream that flows through it loses 
water into the limestone through joints and fractures, 
which begin to enlarge into cave systems. At first, the 
cave passages will be very small and capable of carrying 
only a small amount of water. The stream flow on the 
surface will be reduced but not eliminated. As time passes, 

the cave passages become larger and capable of carrying 
more water. There will come a time when they are large 
enough to take the entire flow of the surface stream during 
periods of low flow, and during these low-flow periods— 
typically during summer and fall—the surface stream will 
run dry. With the passage of more time the cave system 
continues to enlarge, and more and more of the surface 
drainage is directed into it. The caves may become large 
enough to carry even the largest flood flows, and the sur- 
face channels will remain dry all year. The surface at this 
stage is called a dry valley, and it is no longer deepened 
because no more streams flow through it. Stream banks 
collapse, channels become overgrown with vegetation, and 
shallow sinkholes begin to form in the valley floor. Up- 
stream from these “swallow holes” where surface streams 
are lost to the subsurface, the tributary valleys continue to 
deepen their channels. These evolve into so-called blind 
valleys, which end where a stream sinks beneath a cliff. 

At the top of the cliff is the abandoned floor of the dry 
valley. In short, fluviokarst is a landscape of active stream 
valleys, dry valleys, blind valleys, and deranged drainage 
systems. It is a common type of karst landscape where 
the soluble carbonate rocks are not as thick as the local 
relief, so that some parts of the landscape are underlain 
by carbonate rocks and others by such non-soluble rocks 
as sandstones or shales. 
Doline karst. Such karsts are usually rolling plains that 

have few surface streams and often no surface valleys. 
Instead, the landscape is pocked with sinkholes, often 
tens or hundreds of sinkholes per square kilometre. These 
sinkholes range from barely discernible shallow swales one 
to two metres wide to depressions hundreds of metres 
in depth and one or more kilometres in width. As the 
sinkholes enlarge, they coalesce to form compound sinks 
or valley sinks. Some sinkholes form by the dissolution of 
bedrock at the intersections of joints or fractures. Others 
result from the collapse of cave roofs, and still others form 
entirely within the soil. The latter, known as cover collapse 
sinks and cover subsidence sinks, occur where soils are 
thick and can be washed into the subsurface by the process 
of soil piping. Soil loss begins at the bedrock interface. 
An arched void forms, which migrates upward through 
the soil until finally the roof collapses abruptly to form 
the sinkhole. These types of sinkhole constitute a serious 
land-use problem in karst areas and have been responsible 
for much property damage when they develop beneath 
streets, parking lots, houses, and commercial buildings. 
Cone and tower karst. This variety of karst landscape 

occurs mainly in tropical areas. Thick limestones are di- 
vided into blocks by a grid of joints and fractures. Solution 
produces deep rugged gorges along the joints and frac- 
tures, dividing the mass of limestone into isolated blocks. 

Because the water dissolving the gorges drains to the sub- 
surface, the gorges are not integrated into a valley system. 
In some localities, the intervening blocks are rounded into 
closely spaced conical hills (cone karst). In others, the 
deepening gorges reach a base level and begin to widen. 
Sufficient widening may create a lower-level plain from 
which the remnants of the limestone blocks stand out as 
isolated, near-vertical towers (tower karst; Figure 37). The 
cones and towers themselves are sculptured by solution, 
so that the rock surface is covered by jagged pinnacles and 
often punctuated by pits and crevices. 
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Figure 37: Tower karst in Kuei-lin, China. 

G. Prance—Visuals Unlimited 

Pavement karst. This form of karst develops where 
bare carbonate rocks are exposed to weathering. The ini- 
tiation of pavement karst is often due to glaciation, which 
scrapes off soil and weathered rock material to expose the 
bare bedrock. Accordingly, pavement karsts occur mainly 
in high latitudes and alpine regions where glacial activity 
has been prominent. Solutional weathering of the exposed 
limestone or dolomite is due both to direct rainfall onto 
the rock surface and to meltwater derived from winter 
snowpack. 

Pavement karst is decorated with an array of small 
landforms created by differential solution. These are col- 
lectively known as karren. Karren include solutionally 
widened joints (kluftkarren, or cleftkarren), small runnels 
(rinnenkarren, or runnelkarren), small residual pinnacles 
(spitzkarren, or pinnacle karren), and many other forms. 

GEOGRAPHIC DISTRIBUTION OF KARST TERRAIN 

Approximately 15 percent of the Earth’s land surface is 
karst. The distribution of karst is essentially the same 
as the distribution of carbonate rocks, which means that 
karst terrain occurs mostly in the great sedimentary basins 
of the world. It does not occur in the continental shields 
underlain by granites and related rocks or in volcanic 
belts, except in certain islands where massive limestones 
have been deposited on or around old volcanic cones. 
The most extensive karst area of the United States occurs 

in the limestones of Mississippian age (about 325,000,000 
to 345,000,000 years old) of the Interior Low Plateaus. 
Mostly doline karst with some fluviokarst is found from 
southern Indiana south along both the east and west 
flanks of the broad fold of the Cincinnati Arch through 
eastern and central Kentucky and into Tennessee. Karst 
also occurs in the limestones of Ordovician age (about 
430,000,000 to 500,000,000 years old) that lie exposed on 
the inner Bluegrass structural dome in Kentucky and on 
the Nashville Dome in Tennessee. In south central Ken- 
tucky is the Mammoth Cave area with the world’s longest 
known cave and many other large cave systems. The Mis- 
sissippian karst of Kentucky, Tennessee, and Indiana is 
quite remarkable because the many long cave systems and 
large areas of doline karst occur in a layer of limestone 
slightly more than 150 metres thick. Extensive karst also 
is developed on the limestones that ring the Ozark Dome 
in Missouri and northern Arkansas. Large caves and areas 
of fluviokarst and doline karst are found there. 
Other notable karst regions of eastern North America in- 

clude the Appalachians (specifically the Valley and Ridge 
and Great Valley provinces as well as the Cumberland 
and Allegheny plateaus) and Florida, where a raised plat- 

form of carbonate rocks has large areas of doline karst 
and extensive internal drainage through a major limestone 
aquifer. Bermuda and the Bahama Islands also are un- 
derlain by young limestones that are highly “karstified.” 
Much of this karst was drowned by rises in sea level at 
the end of the Pleistocene glaciation. Caves containing 
stalactites and stalagmites are found at depths of tens of 
metres below present sea level. 
The southwestern United States has very diverse karst 

regions. For example, West Texas, western Oklahoma, 

and eastern New Mexico have extensive areas of doline 
karst in gypsum with many small caves. The Edwards 
Plateau in south central Texas has a subdued surface karst 
and numerous small caves. The Capitan reef limestone in 
southeastern New Mexico contains Carlsbad Caverns and 
other deep and large volume caves. 
The Rocky Mountains have many small areas of alpine 

karst in Colorado, Wyoming, Utah, and Montana. These 
are mostly pavement karst with relatively small caves. The 
Rockies of Canada contain some of that country’s longest 
and deepest caves as well as extensive areas of alpine karst. 
Some of the most spectacular examples of tropical karst 

occur in Central America and the Caribbean. The islands 
of the Greater Antilles (Cuba, Jamaica, Hispaniola, and 

Puerto Rico) are underlain by massive limestones up to 
1,000 metres thick. Regions of cone and tower karst have 
developed in these limestones. The karst of Mexico varies 
from the streamless, low-relief plain of the Yucatan Penin- 

sula to the high plateaus of the interior with their large 
dolines and deep vertical caves. Cone and tower karst 
occurs in the southern part of Mexico and in Belize and 
Guatemala. Many caves have been reported in Venezuela 
and Colombia. Little is known of karst in the other 
countries of South America. Much of the continent is 
occupied by the Guiana Shield and the Andes Mountains. 
Because of its diversity of geologic and climatic settings, 

Europe has many different types of karst terrain. In the 
south the Pyrenees exhibit spectacular alpine karst on both 
the Spanish and French sides. The high-altitude pavement 
karst contains many deep shafts. The Pierre Saint-Martin 
System, for example, is 1,342 metres deep and drains 
a large area of the mountain range. Southern France, 
notably the Grande Causse, has some of the most spectac- 

ular karst in Europe, with deep gorges, numerous caves, 
and much sculptured limestone. In the Alps are massive 
folded and faulted limestones and dolomites that underlie 
alpine karst terrain from France to the Balkan Peninsula. 
In France the Vercors Plateau is pavement karst featuring 
many deep caves, including the Berger Shaft—one of the 
deepest in Europe. The Holloch Cave, the world’s third 
longest at 133 kilometres, is found in the Swiss Alps. In- 
dividual limestone massifs capped with karst plateaus and 
abounding with deep caves occur in the Austrian Alps. 
Karst is more of a local affair in northern Europe with 

relatively small caves in Germany and Scandinavia. Some 
caves have been formed since the Pleistocene glaciation in 
Norway, as has some high-latitude pavement karst. 
England and Ireland have extensive karst areas. The karst 

of Wales contains the longest caves in England, while the 
Yorkshire karst has complex vertical caves. Many parts 
of Ireland are underlain by limestone, and an area called 

the Burren in County Clare has not only the most caves 
but also some of the most extensive low-altitude pave- 
ment karsts. 

Most areas of eastern Europe have karst, but special at- 
tention must be paid to the Dinaric Alps along the western 
edge of the Balkan Peninsula. From Slovenia to Montene- 
gro and from the Adriatic coast 50 kilometres into the 
interior, the land surface is karst. In addition to areas of 
fluviokarst, doline karst, and pavement karst, the karst of 
the Dinaric Alps region is unique for its large number of 
poljes. These are closed depressions with flat and alluvi- 
ated bottoms that may be as much as 60 kilometres in 
diameter. Many of these depressions are elongate parallel 
to the geologic structure and to the Adriatic coastline. 
Although isolated poljes have been identified elsewhere, 
their large numbers in the karst of the Dinaric Alps are at- 
tributable to a system of active faults as well as to intense 
solution activity in nearly 9,000 metres of carbonate rock. 
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Much of the Mediterranean region—Greece, Turkey, 
Lebanon, Israel, and parts of the Arabian Peninsula—are 
arid karst. The region had much more rainfall during the 
ice ages of the Quaternary, and so karst landscapes de- 
veloped. Today a combination of arid climatic conditions 
and overgrazing has reduced many parts of the region to 
bare rock, an arid-climate form of pavement karst. This is 
effectively a fossil karst that preserves a record of earlier 
climatic conditions. The karst regions extend eastward 
through parts of Iraq to the Zagros Mountains of Iran. 
Relatively little karst has been described in Africa. Deep 

shafts and many caves occur in the Atlas Mountains in 
the northern part of the continent. Some caves have been 
described in Zaire, and caves are known in South Africa 
where sinkhole collapse in the Transvaal Dolomite owing 
to dewatering by gold mining has been a serious environ- 
mental problem. 
Asia is a vast region where many types of karst occur. In 

Russia, important karst areas are found in the Caucasus 
and Ural mountains. There is an important area of gyp- 
sum karst in Ukraine, where very large network caves of 
gypsum occur. Karst covers about 2,000,000 square kilo- 
metres in China, but most renowned is the tower karst of 
Kweichow, Kwangsi, Yunnan, and Hunan provinces. The 
Chinese tower karst is developed on folded and faulted 
rocks unlike most other regions of cone and tower karst, 

which occur on thick horizontal strata. Isolated vertical- 
walled towers more than 200 metres high are found along 
river floodplains in those provinces. 
Karst regions occur in the South Pacific. In Australia 

there are caves and some scattered sinkholes along the 
Nullarbor Plain. Additional karst areas occur in the east- 
ern part of the continent. Many of the Pacific islands 
are coral reefs that have become karst to varying extents. 
Extensive cone and tower karst is found in New Guinea, 
Java, Borneo, and the Malay Peninsula. (W.B.Wh.) 

Landforms produced by coastal processes 

The coastal environment of the world is made up of a wide 
variety of landforms manifested in a spectrum of sizes and 
shapes ranging from gently sloping beaches to high cliffs. 
The type of landform that is present along any coast is the 
result of a combination of processes, sediments, and the 

geology of the coast itself. 
Coastal landforms are best considered in two broad cat- 

egories: erosional and depositional. In fact, the overall 
nature of any coast may be described in terms of one or 
the other of these categories. It should be noted, however, 

that each of the two major landform types may occur on 
any given reach of coast. 

FACTORS AND FORCES IN THE FORMATION 

OF COASTAL FEATURES 

The landforms that develop and persist along the coast 
are the result of a combination of processes acting upon 
the sediments and rocks present in the coastal zone. The 
most prominent of these processes involves waves and the 
currents that they generate, along with tides. Other factors 
that significantly affect coastal morphology are climate 
and gravity. 
Waves. The most obvious of all coastal processes is the 

continual motion of the waves moving toward the beach. 
Waves vary considerably in size over time at any given 
location and also vary markedly from place to place. 
Waves interact with the ocean bottom as they travel into 
shallow water; as a result, they cause sediment to become 

temporarily suspended and available for movement by 
coastal currents. The larger the wave, the deeper the water 

in which this process takes place and the larger the par- 
ticle that can be moved. Even small waves that are only 
a few tens of centimetres high can pick up sand as they 
reach the shore. Larger waves can move cobbles and rock 
material as large as boulders. 
Generally, small waves cause sediment—usually sand—to 

be transported toward the coast and to become deposited 
on the beach. Larger waves, typically during storms, are 
responsible for the removal of sediment from the coast 
and its conveyance out into relatively deep water. 
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Waves erode the bedrock along the coast largely by abra- 
sion. The suspended sediment particles in waves, especially 
pebbles and larger rock debris, have much the same effect 
on a surface as sandpaper does. Waves have considerable 

force and so may break up bedrock simply by impact. 
Longshore currents. Waves usually approach the coast 

at some acute angle rather than exactly parallel to it. 

Because of this, the waves are bent (or refracted) as they 

enter shallow water, which in turn generates a current 

along the shore and parallel to it. Such a current is called 

a longshore current, and it extends from the shoreline out 
through the zone of breaking waves. The speed of the cur- 
rent is related to the size of the waves and to their angle 
of approach. Under rather quiescent conditions, longshore 

currents move only about 10-30 centimetres per second; 
however, under stormy conditions they may exceed one 

metre per second. The combination of waves and long- 
shore current acts to transport large quantities of sediment 
along the shallow zone adjacent to the shoreline. 
Because longshore currents are caused by the approach- 

ing and refracting waves, they may move in either direc- 
tion along the coast, depending on the direction of wave 
approach. This direction of approach is a result of the 
wind direction, which is therefore the ultimate factor in 
determining the direction of longshore currents and the 
transport of sediment along the shoreline. 
Although a longshore current can entrain sediment if it 

moves fast enough, waves typically cause sediment to be 
picked up from the bottom, and the longshore current 
transports it along the coast. In some locations there is 
quite a large volume of net sediment transport along the 
coast because of a dominance of one wind direction—and 
therefore wave direction—over another. This volume may 
be on the order of 100,000 cubic metres per year. Other 
locations may experience more of a balance in wave ap- 
proach, which causes the longshore current and sediment 
transport in one direction to be nearly balanced by the 
same process in the other direction. 
Rip currents. Another type of coastal current caused 

by wave activity is the rip current (incorrectly called rip 
tide in popular usage). As waves move toward the beach, 
there is some net shoreward transport of water. This leads 

to a slight but important upward slope of the water level 
(setup), so that the absolute water level at the shoreline 
is a few centimetres higher than it is beyond the surf 
zone. This situation is an unstable one, and water moves 
seaward through the surf zone in an effort to relieve the 
instability of the sloping water. The seaward movement 
is typically confined to narrow pathways. In most cases, 
rip currents are regularly spaced and flow at speeds of 
up to several tens of centimetres per second. They can 
carry sediment and often are recognized by the plume of 
suspended sediment moving out through the surf zone. In 
some localities rip currents persist for months at the same 
site, whereas in others they are quite ephemeral. 
Tides. The rise and fall of sea level caused by astro- 

nomical conditions is regular and predictable. There is a 
great range in the magnitude of this daily or semi-daily 
change in water level. Along some coasts the tidal range is 
less than 0.5 metre, whereas in the Bay of Fundy in south- 
eastern Canada the maximum tidal range is just over 16 
metres. A simple but useful classification of coasts is based 
solely on tidal range without regard to any other variable. 
Three categories have been established: micro-tidal (less 
than two metres), meso-tidal (two to four metres), and 
macro-tidal (more:than four metres). Micro-tidal coasts 
constitute the largest percentage of the world’s coasts, but 
the other two categories also are widespread. 
The role of tides in molding coastal landforms is twofold: 

(1) tidal currents transport large quantities of sediment 
and may erode bedrock, and (2) the rise and fall of the tide 
distributes wave energy across a shore zone by changing 
the depth of water and the position of the shoreline. 
Tidal currents transport sediment in the same way that 

longshore currents do. The speeds necessary to transport 
the sediment (typically sand) are generated only under 
certain conditions—usually in inlets, at the mouths of es- 
tuaries, or any other place where there is a constriction in 
the coast through which tidal exchange must take place. 
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Tidal currents on the open coast, such as along a beach or 
rocky coast, are not swift enough to transport sediment. 
The speed of tidal currents in constricted areas, however, 
may exceed two metres per second, especially in inlets 
located on a barrier island complex. The speed of these 
tidal currents is dictated by the volume of water that must 
pass through the inlet during a given flood or ebb-tide 
cycle. This may be either six or 12 hours in duration, 
depending on whether the local situation is semidiurnal 
(12-hour cycle) or diurnal (24-hour cycle). The volume 
of water involved, called the tidal prism, is the product 

of the tidal range and the area of the coastal bay being 
served by the inlet. This means that though there may be 
a direct relationship between tidal range and tidal-current 
speed, it is also possible to have very swift tidal currents 
on a coast where the tidal range is low if the bay being 
served by the inlet is quite large. This is a very common 
situation along the coast of the Gulf of Mexico where the 
range is typically less than one metre but where there are 
many large coastal bays. 

The rise and fall of the tide along the open coast has 
an indirect effect on sediment transport, even though cur- 

rents capable of moving sediment are not present. As the 

tide comes in and then retreats along a beach or on a 
rocky coast, it causes the shoreline to move accordingly. 
This movement of the shoreline changes the zone where 
waves and longshore currents can do their work. Tidal 
range in combination with the topography of the coast 
is quite important in this situation. The greater the tidal 
range, the more effect this phenomenon has on the coast. 

The slope of a beach or other coastal landform also is 
important, however, because a steep cliff provides only a 

nominal change in the area over which waves and currents 
can do their work even in a macro-tidal environment. On 
the other hand, a broad, gently sloping beach or tidal flat 
may experience a change in the shoreline of as much as 
one kilometre during a tidal cycle in a macro-tidal setting. 
Examples of this situation occur in the Bay of Fundy and 
along the West German coast of the North Sea. 
Other factors and processes. Climate is an extremely 

important factor in the development of coastal landforms. 
The elements of climate include rainfall, temperature, and 
wind. 

Rainfall is important because it provides runoff in the 
form of streams and also is a factor in producing and 
transporting sediment to the coast. This fact gives rise to a 
marked contrast between the volume and type of sediment 
carried to the coast in a tropical environment and those 
in a desert environment. 
Temperature is important for two quite different reasons. 

It is a factor in the physical weathering of sediments and 
rocks along the coast and in the adjacent drainage basins. 
This is particularly significant in cold regions where the 
freezing of water within cracks in rocks causes the rocks to 
fragment and thereby yield sediment. Some temperate and 
arctic regions have shore ice up to several months each 
year. Under these conditions there is no wave impact, and 
the coast becomes essentially static until the ice thaws or 
breaks up during severe storms. Such conditions prevail 
for three to four months along much of the coast of the 
Great Lakes in North America. 
Wind is important primarily because of its relationship 

to waves. Coasts that experience prolonged and intense 
winds also experience high wave-energy conditions. Sea- 
sonal patterns in both wind direction and intensity can 
be translated directly into wave conditions. Wind also can 
be a key factor in directly forming coastal landforms, par- 
ticularly coastal dunes. The persistence of onshore winds 
throughout much of the world’s coast gives rise to sand 
dunes in all places where enough sediment is available and 
where there is a place for it to accumulate. 
Gravity, too, plays a major role in coastal processes. Not 

only is it indirectly involved in processes associated with 
wind and waves but it also is directly involved through 
downslope movement of sediment and rock as well. This 
role is particularly evident along shoreline cliffs where 
waves attack the base of the cliffs and undercut the slope, 
resulting in the eventual collapse of rocks into the sea or 
their accumulation as debris at the base of the cliffs. 

LANDFORMS OF EROSIONAL COASTS 

There are two major types .of coastal morphology: one 

is dominated by erosion and the other by deposition. 
They exhibit distinctly different landforms, though each 

type may contain some features of the other. In gen- 
eral, erosional coasts are those with little or no sediment, 
whereas depositional coasts are characterized by abundant 
sediment accumulation over the long term. Both tempo- 
ral and geographic variations may occur in each of these 
coastal types. 

Erosional coasts typically exhibit high relief and rugged 
topography. They tend to occur on the leading edge of 
lithospheric plates, the west coasts of both North and 
South America being excellent examples (see above Tec- 
tonic landforms). Glacial activity also may give rise to 
erosional coasts, as in northern New England and in the 
Scandinavian countries. Typically, these coasts are dom- 
inated by exposed bedrock with steep slopes and high 
elevations adjacent to the shore. Although these coasts are 
erosional, the rate of shoreline retreat is slow due to the 
resistance of bedrock to erosion. The type of rock and its 
lithification are important factors in the rate of erosion. 
Sea cliffs. The most widespread landforms of erosional 

coasts are sea cliffs (Figure 38). These very steep to ver- 
tical bedrock cliffs range from only a few metres high to 
hundreds of metres above sea level. Their vertical nature 
is the result of wave-induced erosion near sea level and 
the subsequent collapse of rocks at higher elevation. Cliffs 
that extend to the shoreline commonly have a notch cut 
into them where waves have battered the bedrock surface. 
At many coastal locations there is a thin, narrow veneer 

of sediment forming a beach along the base of sea cliffs. 
This sediment may consist of sand, but it is more com- 
monly composed of coarse material—cobbles or boulders. 
Beaches of this kind usually accumulate during relatively 
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Figure 38: Erosional coast exemplified by rugged cliffs in San 
Mateo County, Calif. 

low wave-energy conditions and are removed during the 
stormy season when waves are larger. The coasts of Cali- 
fornia and Oregon contain many places where this situa- 
tion prevails. The presence of even a narrow beach along 
a rocky coast provides the cliffs protection against direct 
wave attack and slows the rate of erosion. 
Wave-cut platforms. At the base of most cliffs along a 

rocky coast one finds a flat surface at about the mid-tide 
elevation. This is a benchlike feature called a wave-cut 
platform, or wave-cut bench. Such surfaces may measure 
from a few metres to hundreds of metres wide and extend 
to the base of the adjacent cliff. They are formed by wave 
action on the bedrock along the coast. The formation pro- 
cess can take a long time, depending on the type of rock 
present. The existence of extensive wave-cut platforms 
thus implies that sea level did not fluctuate during the pe- 
riods of formation. Multiple platforms of this type along a 
given reach of coast indicate various positions of sea level. 
Sea stacks. Erosion along rocky coasts occurs at var- 

ious rates and is dependent both on the rock type and 
on the wave energy at a particular site. As a result of 
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the above-mentioned conditions, wave-cut platforms may 
be incomplete, with erosional remnants on the horizontal 
wave-cut surface. These remnants are called sea stacks, 
and they provide a spectacular type of coastal landform. 
Some are many metres high and form isolated pinna- 
cles on the otherwise smooth wave-cut surface. Because 
erosion is a continual process, these features are not per- 
manent and will eventually be eroded, leaving no trace of 
their existence. 
Sea arches. Another spectacular type of erosional land- 

form is the sea arch, which forms as the result of different 
rates of erosion typically due to the varied resistence of 

bedrock. These archways may have an arcuate or rectan- 
gular shape, with the opening extending below water level. 
The height of an arch can be up to tens of metres above 
sea level (Figure 39). 

Figure 39: London Bridge, a sea arch along the southern 
coast of Victoria, Australia. It rises about 30 metres 
above sea level. 

It is common for sea arches to form when a rocky 
coast undergoes erosion and a wave-cut platform develops. 
Continued erosion can result in the collapse of an arch, 

leaving an isolated sea stack on the platform. Still further 
erosion removes the stack, and eventually only the wave- 
cut platform remains adjacent to the eroding coastal cliff. 

LANDFORMS OF DEPOSITIONAL COASTS 

Coasts adjacent to the trailing edge of lithospheric plates 
tend to have widespread coastal plains and low relief. 
The Atlantic and Gulf coasts of the United States are 
representative. Such coasts may have numerous estuaries 
and lagoons with barrier islands or may develop river 
deltas. They are characterized by an accumulation of a 
wide range of sediment types and by many varied coastal 
environments. The sediment is dominated by mud and 
sand; however, some gravel may be present, especially in 
the form of shell material. 
Depositional coasts may experience erosion at certain 

times and places due to such factors as storms, depletion 
of sediment supply, and rising sea level. The latter is a 
continuing problem as the mean annual temperature of 
the Earth rises and the ice caps melt. Nevertheless, the 
overall, long-range tendency along these coasts is that of 
sediment deposition. 
All of the processes discussed at the beginning of this 

section are in evidence along depositional coasts. Waves, 
wave-generated currents, and tides significantly influence 
the development of depositional landforms. In general, 
waves exert energy that is distributed along the coast es- 
sentially parallel to it. This is accomplished by the waves 
themselves as they strike the shore and also by the long- 
shore currents that move along it. In contrast, tides tend 
to exert their influence perpendicular to the coast as they 
flood and ebb. The result is that the landforms that develop 
along some coasts are due primarily to wave processes 
while along other coasts they may be due mainly to tidal 
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processes. Some coasts are the result of near équal balance 
between tide and wave processes. As a consequence, inves- 

tigators speak of wave-dominated coasts, tide-dominated 
coasts, and mixed coasts. 
A wave-dominated coast is one that is characterized by 

well-developed sand beaches typically formed on long bar- 
rier islands with a few widely spaced tidal inlets. The bar- 
rier islands tend to be narrow and rather low in elevation. 

Longshore transport is extensive, and the inlets are often 
small and unstable. Jetties are commonly placed along the 

inlet mouths to stabilize them and keep them open for 
navigation. The Texas and North Carolina coasts of the 
United States are excellent examples of this coastal type. 
Tide-dominated coasts are not as widespread as those 

dominated by waves. They tend to develop where tidal 
range is high or where wave energy is low. The result is 
a coastal morphology that is dominated by funnel-shaped 
embayments and long sediment bodies oriented essentially 
perpendicular to the overall coastal trend. Tidal flats, salt 
marshes, and tidal creeks are extensive. The West German 
coast of the North Sea is a good example of such a coast. 
Mixed coasts are those where both tidal and wave pro- 

cesses exert considerable influence. These coasts character- 
istically have short stubby barrier islands and numerous 
tidal inlets. The barriers commonly are wide at one end 
and narrow at the other. Inlets are fairly stable and have 
large sediment bodies on both their landward and sea- 
ward sides. The Georgia and South Carolina coasts of the 
United States typify a mixed coast. 
General coastal morphology. Depositional coasts can 

be described in terms of three primary large-scale types: 
(1) deltas, (2) barrier island/estuarine systems, and (3) 
strand-plain coasts. The latter two have numerous features 
in common. 

Deltas. An accumulation of sediment at the mouth of 
a river extending beyond the trend of the adjacent coast is 
called a delta. Deltas vary greatly in both size and shape, 
but they all require that more sediment is deposited at the 
river mouth than can be carried away by coastal processes. 
A delta also requires a shallow site for accumulation— 
namely, a gently sloping continental shelf. 

The size of a delta is typically related to the size of the 
river, specifically to its discharge. The shape of a delta, 
on the other hand, is a result of the interaction of the 
river with tidal and wave processes along the coast. A 
classification utilizing each of these three factors as end 
members provides a good way of considering the variation 
in delta morphology (Figure 40). River-dominated deltas 
are those where both wave and tidal current energy on the 
coast is low and the discharge of water and sediment are 
little affected by them. The result is an irregularly shaped 
delta with numerous digitate distributaries. The Mississippi 
Delta is a good example of a river-dominated delta. 
Waves may remove much of the fine deltaic sediment 

and smooth the outer margin of the delta landform as 

From W.E. Galloway, Deltas, Models for Exploration (1975); Houston Geological Society 
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Figure 40: Classification of river deltas based on the three 
dominant processes that control delta morphology (see text). 
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well. This results in a smooth, cuspate delta that has few 

distributaries. The Sao Francisco Delta in Brazil is such 

a delta. Some wave-dominated deltas are strongly affected 
by longshore currents, and the river mouth is diverted 
markedly along the coast. The Sénégal Delta on the west 

coast of Africa is an example. 
Tide-dominated deltas tend to be developed in wide, 

funnel-shaped configurations with long sand bodies that 
fan out from the coast. These sand bodies are oriented 
with the strong tidal currents of the delta. Tidal flats 
and salt marshes also are common. The Ord Delta in 
northern Australia and the Ganges-Brahmaputra Delta in 
Bangladesh are representative of such a deltaic type. 
Barrier island/estuarine systems. Many depositional 

coasts display a complex of environments and landforms 
that typically occur together. Irregular coasts have numer- 
ous embayments, many of which are fed by streams. Such 
embayments are called estuaries, and they receive much 
sediment due to runoff from an adjacent coastal plain. 
Seaward of the estuaries are elongate barrier islands that 
generally parallel the shore. Consisting mostly of sand, 
they are formed primarily by waves and longshore cur- 
rents. These barrier islands are typically separated from 
the mainland and may have lagoons, which are long, nar- 
row, coastal bodies of water situated between the barrier 
and the mainland. 
Most barrier islands contain a well-developed beach, 

coastal dunes, and various environments on their landward 

side, including tidal flats, marshes, or washover fans. Such 
coastal barriers are typically interrupted by tidal inlets, 
which provide circulation between the various coastal bays 
and the open marine environment. These inlets also are 
important pathways for organisms that migrate between 
coastal and open marine areas as well as for pleasure and 
commercial boat traffic. 
Strand-plain coasts. Some wave-dominated coasts do 

not contain estuaries and have no barrier island system. 
These coasts, however, do have beaches and dunes, and 
may even have coastal marshes. The term strand plain 
has been applied to coasts of this sort. Examples include 
parts of western Louisiana and eastern Texas. In most 
respects, they are similar in morphology to barrier islands 
but lack inlets. 
Beaches and coastal dunes. There are several specific 

landforms representative of coastal environments that are 
common to each of the three major categories described 
above. Especially prominent among these are beaches 
and dunes. They are the primary landforms on barrier 
islands, strand-plain coasts, and many deltas, particularly 
the wave-dominated variety. 
Beaches. A consideration of the beach must also include 

the seaward adjacent nearshore environment because the 
two are intimately related. The nearshore environment 
extends from the outer limit of the longshore bars that 
are usually present to the low-tide line. In areas where 
longshore bars are absent, it can be regarded as coincident 
with the surf zone. The beach extends from the low- 
tide line to the distinct change in slope and/or material 
landward of the unvegetated and active zone of sediment 
accumulation. It may consist of sand, gravel, or even mud, 
though sand is the most common beach material. 
The beach profile typically can be divided into two dis- 

tinct parts: (1) the seaward and relatively steep sloping 
foreshore, which is essentially the intertidal beach, and 

(2) the landward, nearly horizontal backshore (Figure 41). 
Beach profiles take on two different appearances, depend- 
ing on conditions at any given time. During quiescent 
wave conditions, the beach is said to be accretional, and 
both the foreshore and backshore are present. During 
storm conditions, however, the beach experiences erosion, 

and the result is typically a profile that shows only the sea- 
ward sloping foreshore. Because the beach tends to repair 
itself during nonstorm periods, a cyclic pattern of profile 
shapes is common. 

The nearshore zone is where waves steepen and break, 

and then re-form in their passage to the beach, where they 
break for the last time and surge up the foreshore. Much 
sediment is transported in this zone, both along the shore 
and perpendicular to it. During storms the waves tend to 

be steep, and erosion of the beach occurs with sediment 
transported offshore. The intervening calmer conditions 
permit sediment to be transported landward and rebuild 
the beach. Because wave conditions may change daily, the 
nature of the profile and the sediment on the foreshore 
portion of the beach may also change daily. This is the 
zone of continual change on the beach. 

Adapted from R.A. Davis (ed.), Coastal Sedimentary Environments, 
fig 6-5, p. 386, 2nd ed., (1985); Springer-Verlag, Inc., New York 
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Figure 41: Schematic diagram of a typical beach and 
nearshore profile. 

The backshore of the beach is not subjected to wave 
activity except during storm conditions. It is actually in 
the supra-tidal zone—i.e., the zone above high tide where 
inundation by water is caused not by regular astronomical 
tides but rather by storm-generated tides. During nonstorm 
conditions the back-beach is relatively inactive except for 
wind action, which may move sediment. In most cases, 

there is an onshore component to the wind, and sediment 
is carried from the back-beach landward, typically forming 
dunes. Any obstruction on the back-beach, such as vege- 
tation, pieces of driftwood, fences, or even trash discarded 
by people, results in wind-blown sand accumulation. 
There are variations in beach forms along the shore as 

well as in those perpendicular to the shore. Most common 

is the rhythmic topography that is seen along the foreshore. 
A close look at the shoreline along most beaches will show 
that it is not straight or gently curved but rather that it 
displays a regularly undulating surface much like a low- 
amplitude sine curve. This is seen both on the plan view 
of the shoreline and the topography of the foreshore. The 
spacing is regular along a given reach of coast, but it may 
vary from place to place or from time to time at a given 
place. At some locations, concentrations of gravel or shells 
may develop, forming beach cusps (more or less triangular 
deposits that point seaward) during some wave conditions. 
Although there is a common trend to the beach profile, 

some variation exists both because of energy conditions 
and because of the material making up the beach. Gen- 
erally speaking, a beach that is accumulating sediment 
and experiencing low-energy conditions tends to have a 
steep foreshore, whereas the same beach would have a 

relatively gentle foreshore during storm conditions when 
erosion is prevalant. The grain size of beach sediment also 
is an important factor in the slope of the foreshore. In 
general, the coarser the constituent grains, the steeper the 
foreshore. Examples include the gravel beaches of New 
England, as contrasted to the gently sloping sand beaches 
of the Texas coast. 
Coastal dunes. Immediately landward of the beach are 

commonly found large, linear accumulations of sand 
known as dunes. (For coverage of dunes in arid and semi- 
arid regions, see above Sand dunes.) They form as the wind 
carries sediment from the beach in a landward direction 
and deposits it wherever an obstruction hinders further 
transport. Sediment supply is the key limiting factor in 
dune development and is the primary reason why some 
coastal dunes, such as those on the west Florida peninsula, 
are quite small, whereas others in such areas as the Texas 

coast and the Florida panhandle have large dunes. 
Small wind-shadow dunes, or coppice mounds, actually 

may form on the backshore of the beach. If sediment 
continues to be supplied and beach erosion does not de- 
stroy them, these small sand accumulations will become 
foredunes, the seaward-most line of coastal dunes. It is 
in this fashion that a coast progrades, or grows seaward. 
Many barrier-island or strand-plain coasts exhibit numer- 
ous, essentially parallel dune ridges testifying to this type 
of growth. 
The sediment in dunes tends to be fine to medium sand 
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that is quite well sorted. Shell debris or other material is 
uncommon unless it is the same size or mass as the dune 
sand. There are various types of vegetation that grow on 
the dune surface and stabilize it. These grasses and vines 
often can be seen on the backshore portion of beaches as 
well. Dunes lacking vegetation are usually active and ex- 

Continental Landforms 

hibit various signs of sand mobility. Most widespread are 
the nearly ubiquitous ripples that cover the dune surface. 
Large lobes of sand or even an entire dune may also move 
as wind blows across the dune. This activity results in 
cross stratification of the dune in large sweeping patterns 
of wedge-shaped packages of sand. (R.A.D.) 

OTHER TYPES OF LANDFORMS 

Impact craters 

There are features on the continents that have been cre- 
ated by the impact of cosmic bodies (meteorites, asteroids, 
or comets) on the Earth’s surface. In fact, the collision of 
a Mars-sized body with the Earth early in the history of 
the solar system may have caused the formation of the 
Moon and the continents themselves, or rather the ocean/ 
continent dichotomy of the Earth’s outer layers. 
Impact craters differ from one another principally in 

terms of size, progressing from small, simple cup-shaped 
depressions originally with raised rims, through hollows 
having a central hill (or peak), to those with more compli- 
cated central peaks and basins, and finally to multi-ringed 
basins up to 1,000 kilometres in diameter. The surfaces 

of the Moon, Mercury, and certain regions of Mars and 
Venus, as well as most of the satellites of the solar system, 
are dominated by impact craters. They are much rarer 
on the Earth, which has about 100 ranging in size from 
a few tens of metres to 160 kilometres. These have been 
identified with varying degrees of certainty. The reason 
for the relative scarcity of impact craters on the Earth is 
that the processes that formed its surface—largely those 
of weathering, erosion, and mountain building—have un- 
doubtedly removed the majority of the older structures, 
such as are observed on the surfaces of the other planets 
mentioned above. 
There is abundant evidence that impact cratering was 

not only an important surface process in planetary history 
but that large impact events produced effects that were 
crustal in scale. The formation of multi-ring basins on the 
early Moon, for example, is just as important a process 
in defining the tectonic framework of that body as plate- 
tectonic phenomena are on the Earth (see above Tectonic 
landforms). Evidence from several planets indicates that 
the effects of very large-scale impacts go beyond the simple 
formation of an impact structure and serve to localize in- 
creased internal geologic activity over an extended period 
of geologic time. Although no longer occurring with the 
same frequency and magnitude as during the early solar 
system, large-scale impact events have continued to affect 
the local geology of the inner planets. 
The Moon travels through essentially the same orbital 

space as the Earth. Since the Moon has not been sub- 
jected to the surficial geomorphic processes and tectonic 
activity that prevail on Earth, the lunar surface serves 

as an invaluable repository of information about the rate 
and effects of large body impacts that are likely to have 
occurred on the Earth. Telescopic observations, orbiting 

remote-sensing spacecraft, and the Apollo manned ex- 
plorations of the Moon conducted by the United States 
during the early 1970s have provided the necessary data to 
establish surface impact rates. These are quite comparable 
to rates derived independently from astronomical studies 
for fluxes of asteroidal and cometary objects in near-Earth 
space. (For details pertaining to this and related questions, 
see SOLAR SYSTEM: Asteroids, Comets, and Meteoroids, 
meteors, and meteorites.) 
Some important conclusions for the Earth follow. Aster- 

oidal objects as large as 20 kilometres in diameter prob- 
ably have struck the planet during the last few billion 
years, and bodies measuring 10 kilometres across appar- 
ently may collide with it every 50,000,000 to 100,000,000 
years. Cometary nuclei of similar size may have nearly 
comparable rates of collision. A 10-kilometre stony object 
with a density of about three grams per cubic centime- 
tre (0.12 pound per cubic inch) striking the terrestrial 
surface at a velocity of 25 kilometres per second (15.5 

miles per second) would have kinetic energy in excess of 
100,000,000 megatons—far greater than that contained in 
the world’s total nuclear arsenal. On land, the impact of 

such an object would produce a transient crater 60 to 
70 kilometres in diameter; the subsequent collapse of the 
basin walls would result in a final crater having a diameter 
of possibly 100 to 125 kilometres. Moreover, an impact 
of this kind would probably exert a planetwide influence 
on biological evolution because it could trigger mass ex- 
tinctions of entire species, as perhaps in the case of the 
dinosaurs 65,000,000 years ago. 

GENERAL CHARACTERISTICS OF IMPACT CRATERS 

ON THE TERRESTRIAL SURFACE 

In general, the larger the structure, the longer some of it is 
preserved but also the less certain the interpretation as an 
impact structure. Young craters have circular topographic 
highs around a cup-shaped depression. Older structures 
may completely lack discernible crater rims, yet they 
may still retain some degree of circularity, have distinc- 
tive internal deformation features, or contain remnants 
of original rock fragments (breccia) that formed during 
the impact event. Radial, circular, and annular drainage 
patterns are common. 
Older, more eroded examples of craters are called as- 

troblemes, or more commonly cryptoexplosion structures. 
The latter designation is a modification of the term cryp- 
tovolcanic structure, which is no longer used because 
investigators have found no evidence for volcanism but 
much evidence for impact at many such sites. Thus, in 
a broader sense, an impact crater can be defined as any 
structure now at or near the surface that contains evidence 
of a shock-producing impact in which the disturbance by 
deformation and fragmentation of rock or soil is generally 
circular and which fades out rapidly in intensity of defor- 
mation upon reaching diameter-to-depth ratios of about 
three to one. 
Complex impact structures can be characterized by the 

presence or absence of peaks and rings, with subdivision 
into central peak craters, central peak basins, peak ring 
basins, and multi-ring basins. In general, the sequence 
from simple structures to multi-ring basins corresponds 
to increasing diameter or impact energy. The transition 
diameter of the morphological change from simple to 
complex form varies between planets probably because of 
differences in gravity. Most known and suspected terres- 
trial impact structures more than about three kilometres 
in diameter contain central uplifts, whereas the smaller 
ones do not. On the Moon, where gravity is one-sixth that 
on Earth, craters with central peaks are usually more than 
15 to 20 kilometres in diameter. The central peaks make 
up roughly 10 percent of the width of the total circular 
deformed zone. Although there is evidence that planetary 
gravity exerts some control over the value of the transition 
diameter, it is apparent that parameters such as target 
rock characteristics also have an effect. This is evident on 
the Earth where the transition from simple to complex 
form occurs at four to five kilometres in crystalline rocks 
but at two to three kilometres in sedimentary rocks. Most 
of what is known about these various types is based on 
studies of the lunar surface. (C.R.S.) 

FORMATION OF IMPACT CRATERS 

Mechanics of the cratering process. The cratering me- 
chanics of simple craters are fairly well understood (Figure 
42). On impact, the bulk of the kinetic energy of the 
projectile is transferred to the planetary surface, where a 
shock wave is formed. A shock wave is a transient pulse 

755 

Crypto- 
explosion 
structures 



756 Continental Landforms 

Generation that moves at velocities higher than those of elastic (seis- 
of shock mic or sonic) waves in the same material or medium and 

waves that produces an almost instantaneous rise in pressure 
behind its advancing front. Ahead of this pressure rise, 
the medium is not yet affected in any way. Behind it, the 
medium is immediately compressed, leading to a decrease 
in volume (increase in density) until decompression, or 
rarefaction, waves allow progressive relaxation. Pressure 
magnitudes in shock waves exceed the dynamic elastic 
limits of the transmitting materials. For rocks, this limit 
falls between 20 and 100 kilobars (1 kilobar equals 1,000 

bars, or approximately 14,700 pounds per square inch). By 
comparison, nuclear explosions and impacts generate pres- 
sure waves whose initial amplitudes can reach megabars 
(1,000,000 bars) in the materials undergoing shock. 
An important property of shock waves involves a possi- 

ble change of phase upon encountering a free surface or 
another medium of different density and wave propagating 
characteristics. An initial compression wave will thus be 
converted to a rarefaction wave, which, if reflected over 

the previous wave path, can “unload” the state of com- 
pression or place the medium under tension (/.e., cause it 

to stretch or tear). As a shock wave diverges spherically 
from a point source, its expansion into an ever larger 
volume also reduces its magnitude, so that the pressure 
at the moving front continually decreases with increasing 
radial distance from its source. 
Stages of formation. The sequence of events involved in 

Simple the formation of a simple impact crater (shown schemat- 
craters ically in Figure 42) is as follows. Immediately after an 

incoming object (e.g., a meteorite) strikes the ground, 
shock waves are imparted both to the rocks and to the 
object itself. The shock front in the rocks outruns the 
penetrating meteorite and forms an expanding cavity. The 
rocks behind the front are strongly compressed and gen- 
erally are set in radial motion outward from the region 
of penetration. Depending on the properties of the rocks 
present, varying fractions of this target material are va- 
porized, melted, crushed, fragmented, or fractured. Ulti- 
mately, different segments of the volume of rock actually 
excavated are mixed together and dispersed. The initially 
intense shock attenuates as it diverges outward. The net 
effect is that the degree of shock damage attributable to 
compression diminishes with increasing radial distance 
from the line of penetration. Only a small proportion of 

the total volume excavated undergoes strong to intense 

shock pressures, and many of these rocks experience little 
or no permanent damage. 

Excavation The actual excavation process requires rarefaction waves. 
process These waves form as the advancing compression waves 

become isolated, or “detached,” from the excavation flow 

and move onward in the target as a fast-moving shock 
wave. The shock pressure declines to zero behind the 
front, but the particle velocity does not. This soon sets up 
rarefactions that effectively place the rock medium under 
tension, resulting in a general disruption of the component 
units. Because these now fragmented pieces were already 
in motion, many retain enough momentum to carry them 
forward and out of the developing crater at low angles 
as ejecta. Fragments that move out of the crater at high 
angles fall back as crater-filling breccia deposits. Some of 
the rock material is carried downward without ever leav- 
ing the crater to form concentrations of fragmental debris 
along its base. Beneath these rocks lies a rupture zone 
consisting of broken and displaced rock that underlies the 
breccia fill. Compression and rarefaction waves become 

too weak to efficiently excavate material below the upper 
boundary of the rupture zone. 
Within the rupture zone below the true crater floor and 

within its walls, the rocks may be folded, faulted, and 

intricately deformed. Especially in the rim, which marks 
the outer limit of surface excavation, layered units may be 
folded over completely to form structures that are similar 
in complexity to some of the great nappes (folded rock 
masses moved by thrust faulting) of the Alps. The over- 
turning results when adjacent units below the uplifting free 
surface are peeled back as they move in close succession. 
Massive rocks do not fold back but tend to undergo uplift 
along fractures. All crater-related deformation, however, 
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Figure 42: Stages in the formation of a simple crater. 

Shown here is the sequence of events thought to have 
occurred when an incoming iron meteorite struck the layered 
rock structures of the Colorado Plateau near Winslow, 
Ariz., and produced Meteor Crater (see text). 

After E.M. Shoemaker in B.M. Middlehurst and G.P. Kuiper (eds.), The Solar 
System, vol. 4 (1963); University of Chicago Press 

decreases abruptly away from the junction between the 
breccia and rupture zone, so beyond this interface the 
transition from shocked or disturbed rock to ordinary, 
unmodified country rock is rapid. 
During the initial compression stage, materials behind 
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the shock front experience pressures so high (many hun- 
dreds of kilobars) that their dynamic compressive strengths 
are greatly exceeded. Under these conditions rocks behave 
much like fluids. 
As the spherical shock front advances outward in larger 

impacts, the compressed shell of material behind it mixes 
with the meteorite and ejects steadily increasing amounts 
at the onset of the excavation stage. The complex geomet- 
ric patterns of particle movements that follow progressive 
relaxation by rarefaction waves result in the lateral deflec- 
tion of flowing materials from their earlier radial paths. 
Below the line of impact, particle movements still proceed 
mainly downward, but they deviate increasingly sideward 
until a tangential flow from the crater at low angles domi- 
nates the region of the expanding rim. Ejection and crater 
growth represent a continuous, orderly process involving a 
steady flow of materials along flow lines. Cratering ceases 
when stresses become too weak to break up materials. 
Variations in structure. In its original state, a simple 

crater is characterized by a well-defined rim, a bowl-shaped 
cross section, extensive fallback deposits that thicken to- 
ward the centre, and small to moderate amounts (1 to 

2 percent) of impact melt concentrated along the central 
base (Figure 42). Its initial diameter to depth ratio is about 
five to one. When the crater diameter is greater than four 
to five kilometres, the rupture zone beneath the central 
base tends to uplift along shear lines. 
Large complex craters have broad, dome-like uplifts, 

which are sometimes preserved in topographic expression 
as central peaks (Figure 43). Rocks within this uplifted 
portion may be strongly shocked and intricately contorted. 
The mechanism for uplift is related to the size of the 
impact, properties of the materials, and planetary gravity. 
It results from the plasticlike rebound of the materials 
upward under the centre of the impact (Figure 44, uplift 
stage). Normally, in layered materials the uplift contains 
stratigraphic units from depths below the general level of 
the crater base, which indicates the real upward move- 
ment of rocks. 
Some large craters with central peaks may have been 

caused by comet impact rather than meteorite impact. 
When the nucleus of a low-density comet strikes the 
ground, the dominant energy release remains near the sur- 
face. As a result, lateral excavation is more effective than 
in the case of penetrating iron or stony meteorites. 
Generally, complex craters have their breccia-melt de- 

posits in an annular depression between the rim and 
central peak. 
The passage of the transient pressure waves through the 

rocks and their constituent minerals induces distinctive 

By courtesy of the National Aeronautics and Space Administration 
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Figure 43: Satellite photograph of the Manicouagan Crater, a 
complex impact structure, in Quebec, Canada. 
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Figure 44: Stages in the formation of a complex impact crater. 

During excavation/compression, the depression created by 
the penetrating meteorite reaches maximum size, indicated 
by the extent of the excavated cavity (EC) and transient cavity 
(TC). The area shown with stripes represents the flow field of 
fragmented and melted rock that materializes below the level 
of farthest penetration by the meteorite. The small dashed 
lines mark the limit of fracturing and brecciation. During 
uplift, the transient cavity floor undergoes maximum rebound. 
The resulting dome-like structure subsequently collapses, 
accompanied by overthrusting and deposition of rock debris 
in the surrounding depression. In some cases the uplift is 

preserved as a central peak, while in others it collapses below 
the original surface level, as shown here. 

Adapted from R.A.F. Grieve, P.B. Robertson, and M.R. Dence, ‘Constraints on the Formation 
of Ring Impact Structures, Based on Terrestrial Data,’ Multi-ring Basins, Proceedings of Lunar 
and Planetary Sciences (1981) 

effects of very high pressures and temperatures and rapid 
strain rates that alter their composition and properties. 

Such effects are described as shock metamorphism. They 
include the formation of high-pressure polymorphs (differ- 
ent crystalline forms of the same composition) that nor- 
mally are not stable in the Earth’s upper crust; fragmented, 
fractured, and granulated rock masses; unusual intracrys- 
talline markings; solid-state and selective melting and brief 
vesiculation (bubbling) caused by pressures ranging up to 
500-750 kilobars (comparable to pressures at depths of 
1,400-1,800 kilometres within the Earth). The effective 
temperatures may rise above 2,000° C (3,600° F), and the 
strain rates are millions of times faster than those oper- 
ating during mountain building. For these reasons, shock 
pressures can be determined from rock samples, and the 
original size of ancient, eroded craters can be estimated. 

At 20-30 kilobars, cleavage planes in mica start to bend 
and kink as though folded like layered strata. At higher 
pressures, more individual mica crystals begin to become 
distorted, and the intensity of deformation increases in all 
flakes thus affected. When the shock pressures in the pass- 
ing waves exceed values of 50-75 kilobars (the dynamic 
elastic limit of many granitic rocks), changes unknown 
even in equivalent rock types buried deep within the crust 
begin to appear. 
Another such change is the development of shatter cones. 

These are peculiar external fracture surfaces in which 
close-spaced “grooves” seemingly radiate outward from 
the apex of a cone somewhat like the hair of a horse’s 
tail. Many such cones usually cluster together. Most have 
apexes that point in a common direction, which, when 
separate cone-bearing layers are rotated to their original 
position by photographic analysis, converge toward a sin- 
gle origin that appropriately coincides with the explosion 
centre of the initial impact. In 1947 Robert S. Dietz of 
the United States proposed that these features were in- 
dicative of impact—i.e., that they originated from shock 
waves. Subsequent research has proved this hypothesis 
to be correct. 
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In quartz grains, sets of lamellae-like planes form within 
crystals over a pressure range from about 100 to 400 

kilobars. These planar features presumably result from the 

crushing or slipping of crystal portions along preferred 
planes of weakness as the grains are compressed rapidly 

into much smaller volumes. In the higher pressure ranges 
over which the quartz planar features are produced, high- 
pressure forms of silica called coesite and stishovite, de- 

velop. Other shock-induced polymorphic transformations, 
as, for example, diamond from other forms of carbon, 
have been discovered in impact structures. 
At still higher pressures (450-600 kilobars), the effect is 

one of rapidly rising temperature from the conversion of 

mechanical to thermal energy that leads first to incipient 
melting of individual grains and then eventually to general 
melting and variable mixing of the whole rock material. 
The net result is the formation of a crater and the trans- 

formation of some of the local rocks into impact litholo- 

gies: impact melt rocks, shocked breccias (fragmented 
rocks), and deformed rocks. Evidence from rock samples 
returned from the lunar highlands, 90 percent of which 
are of impact origin, suggests that impact lithologies were 
important geologic constituents of the early crusts of all 
the inner planets of the solar system. (N.M.S./C.R.S.) 

POPULATION OF TERRESTRIAL IMPACT CRATERS 

It has been estimated that over the past billion years the 
land surface of the Earth has been subjected to about 
130,000 impacts that have produced craters one kilometre 
or more in diameter. For the reasons mentioned above, 
there simply remains no record of most of these impacts. 
Approximately 100 major craters have been identified 
worldwide. Numerous small craters have been detected as 
well. Some are concentrated in clusters and are so small 

that they cannot be considered landforms. Various small 
craters also have been associated with specific meteorites. 
Terrestrial impact craters range in age from Precambrian 

to Recent, but the record is heavily biased toward the Re- 
cent (see above). Examples of simple bowl-shaped craters, 
complex central peak structures, central peak basins, and 
peak-ring basins have been found on the Earth. Examples 
of multi-ring basins are rare, however. This is a result of 
the relatively young surface of the Earth and the sharp 
decrease in the number of impacting bodies in recent geo- 
logic time, as compared with the period when large multi- 
ring basins were formed on the Moon. Based on the lunar 
record scaled to terrestrial conditions, the Earth, which is 

more than 4,000,000,000 years old, may have had 25 to 
50 basins larger than 1,000 kilometres in diameter. It is 
possible that the Sudbury crater in Ontario, Canada, and 
the Vredefort crater in South Africa, both of which mea- 
sure about 140 kilometres across, originally had a multi- 
ring form. They both, however, are Precambrian in age 
and are highly degraded or modified. 
Possibly the best candidates for a well-preserved, multi- 

ring structure on Earth are the Popigai crater in the Soviet 
Union, which measures roughly 100 kilometres in diame- 
ter and apparently has three rings in the crystalline rocks of 
its floor; or the Acraman crater in South Australia. which 
seems to have an inner depressed area about 30 kilometres 
in diameter, an intermediate depression or ring approxi- 
mately 90 kilometres in diameter, and possibly an outer 
ring about 160 kilometres in diameter. Also, investigators 
have located what appears to be a large crater with central 
peaks in Wilkes Land, Antarctica. This depression is more 
than 848 metres deep and 243 kilometres across. (C.R.S.) 

Biogenic landforms 

Topographic features that can be attributed to the ac- 
tivity of organisms are diverse in both kind and scale. 
Organisms contribute to the genesis of most topography 
involving rock weathering; they play an auxiliary role, as 
demonstrated by bacterial and lichen activity, the effects 
of root wedging, and solutional erosion made possible by 
humic acid produced by rapid organic decay. The latter is 
responsible for much tropical karst (see above Caves and 
karst landscape). 

On an entirely different level are features that constitute 

what may be termed micro topography. Some of these 
are produced by individual creatures or groups of such 
creatures, as, for example, the cylindrical mud towers that 
stand 40-50 centimetres high atop crayfish burrows in the 
southern part of the United States; badger and bear den 
burrows; elephant waterholes on the veld (grasslands of 

Africa); and quarries and open-pit mines dug by humans. 

Other topographic features are attributable to colonial or- 
ganisms. In various parts of the world such as the semiarid 
plains of the Western Sahara, colonies of termites build 
large conical mounds that reach several metres high. The 
interaction of corals, algae, and bryozoa is largely respon- 

sible for the framework of features known as organic reefs, 
which abound in tropical marine settings. Some of these 
reefs have given rise to entire insular land areas many 
kilometres in diameter. The largest example is the Great 
Barrier Reef of Australia, which covers an area of about 
207,000 square kilometres. Though nearly submerged to- 

day, it was an island during the Pleistocene glaciation. 
With the possible exception of the Great Barrier Reef, 

all major biogenic landforms produced in recent times are 
attributable to the activities of humankind. The construc- 
tion of modern superhighways involves some of the most 
extensive terrain changes on Earth, having in some cases 
resulted in the removal of mountains or at least large por- 
tions thereof. Many human effects are not necessarily tied 
to particular construction projects. On a subtler level, the 

removal of fluids from the ground, principally water and 
petroleum, have dropped water tables and reduced pore 

pressure so greatly that extensive areas have experienced 
subsidence, collapse, and shrinkage. Terrain changes due 

to groundwater removal are extremely severe in such re- 
gions as the southwestern United States or the area near 
Mexico City. To the foregoing human effects on topogra- 
phy must be added the bomb craters left by war that are 

ever so slowly being obliterated from Europe and Asia, 

and the erosional gullying of terrain where uncontrolled 
deforestation has been allowed. Finally, there are the en- 
gineering modifications of waterways and coasts practiced 
nowhere more intensively than in the United States and 
Europe. River flow patterns have been drastically altered, 
usually by channel straightening, and the construction 
of large dams has converted entire ‘Valleys, gorges, and 
canyons into lakes. In fact, dams are among the largest 
biogenic landforms produced. (H.F.G.) 
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Copernicus 
icolaus Copernicus (Mikotaj Kopernik) was a Pol- 

N* astronomer who proposed that the planets have 

the Sun as the fixed point to which their motions 
are to be referred and that the Earth is a planet which 
orbits around the Sun. This representation of the heav- 

ens—usually called the heliocentric, or “Sun-centred,” sys- 

tem—had important consequences for later thinkers of the 

scientific revolution, including such major figures as 
Galileo, Kepler, Descartes, and Newton. Copernicus prob- 
ably hit upon his theory sometime between 1508 and 1514, 

although the book that contains the final version of his the- 

ory, De revolutionibus orbium coelestium libri vi (“Six 
Books Concerning the Revolutions of the Heavenly 
Orbs”), was not printed until 1543, the year of his death. 

By courtesy of the Museum of 
Jagiellonian University, Krakow, Poland 

Copernicus, 17th-century copy of a 
16th-century self-portrait. In the Museum of 
Jagiellonian University, Krakow, Poland. 

Early life and education. Certain facts about Coperni- 
cus’s early life are well established, although a biography 
written by his ardent disciple Georg Joachim Rheticus 
(1514-74) is unfortunately lost. According to a later horo- 
scope, Nicolaus Copernicus was born on February 19, 
1473, in Torun, a city in north-central Poland on the Vis- 
tula River south of the major Baltic seaport of Gdafsk. His 
father, Nicolaus, was a well-to-do merchant, and his moth- 
er, Barbara Watzenrode, also came from a leading mer- 
chant family. Nicolaus was the youngest of four children. 
After his father’s death, sometime between 1483 and 1485, 
his mother’s brother Lucas Watzenrode (1447-1512) took 
his nephew under his protection. Watzenrode, soon to be 
bishop of the chapter of Varmia (Warmia), saw to young 
Nicolaus’s education and his future career. 
Between 1491 and about 1494 Copernicus studied liberal 

arts—including astronomy and astrology—at the Univer- 
sity of Cracow (Krak6w). Like many students of his time, 
however, he left before completing his degree. He resumed 
his studies in Italy at the University of Bologna, where 
his uncle had obtained a doctorate in canon law. The 
Bologna period (1496-1500) was short but significant. 
For a time Copernicus lived in the same house as the prin- 

cipal astronomer at the university, Domenico Maria de 
Novara (Domenicus Maria Novaria Ferrariensis; 1454- 
1504). Novara had the responsibility of issuing annual as- 
trological prognostications for the city, forecasts that in- 
cluded all social groups but gave special attention to the 

fate of the Italian princes and their enemies. Copernicus 
was “assistant and witness” to some of Novara’s observa- 
tions, and his involvement with the production of the an- 
nual forecasts means that he was intimately familiar with 
the practice of astrology. Novara also probably introduced 
Copernicus to two important books that framed his future 

problematic in the study of the heavens: Epitoma in Al- 
magestum Ptolemaei (“Epitome of Ptolemy’s Almagest”) 
by Johann Miiller (also known as Regiomontanus, 
1436-76) and Disputationes adversus astrologiam divina- 

tricem (“Disputations against Divinatory Astrology”) by 
Giovanni Pico della Mirandola (1463-94). The first pro- 

vided a summary of Ptolemy’s astronomy, with Re- 
giomontanus’s corrections and expansions of certain 
important planetary models that might have been sugges- 
tive to Copernicus of the heliocentric hypothesis. Pico’s 
Disputationes offered a devastating skeptical attack on the 
foundations of astrology that reverberated into the 17th 
century. Among Pico’s criticisms was the charge that, be- 
cause astronomers disagreed about the order of the plan- 
ets, astrologers could not be certain about the strengths of 
the powers issuing from the planets. 
Only 27 recorded observations are known for Coperni- 

cus’s entire life (he undoubtedly made more than that), 
most of them concerning eclipses, alignments, and con- 
junctions of planets and stars. The first such known obser- 
vation occurred on March 9, 1497, at Bologna. In 1500 
Copernicus spoke before an interested audience in Rome 
on mathematical subjects, but the exact content of his lec- 
tures is unknown. In 1501 he stayed briefly in Frauenburg 
(now Frombork, Pol.) but soon returned to Italy to pursue 
medical studies at the University of Padua. At this time the 
stars were thought to influence the body’s dispositions, so 
that Copernicus’s astrological experience at Bologna was 
better training for medicine than one might imagine today. 
In May 1503 he finally received a doctorate—like his 
uncle, in canon law—but from an Italian university where 
he had not studied: the University of Ferrara. When he re- 
turned to Poland, Bishop Watzenrode arranged a sinecure 
for him: an in absentia teaching post, or scholastry, at 
Wroctaw. Copernicus’s actual duties as a church canon at 
the bishopric palace, however, were largely administrative 
and medical. His astronomical work took place in his spare 
time. He also prepared a Latin translation of the aphorisms 
of an obscure 7th-century Byzantine historian and poet, 
Theophylactus Simocattes, which was published in Cracow 
in 1509 and dedicated to his uncle. It was during the last 
years of Watzenrode’s life that Copernicus evidently came 
up with the idea on which his fame was to rest. 
Copernicus’s astronomical work. The principal historical 

background to Copernicus’s achievement was the contest- 
ed state of planetary theory in the late 15th century and 
also Pico’s attack on astrology. In Copernicus’s period, as- 
trology and astronomy were considered subdivisions of a 
common “science of the stars,” whose main aim was to de- 
scribe the arrangement of the heavens and to provide the 
theoretical tools and tables of motions needed to construct 
horoscopes and annual prognostications. The terms “as- 
trologer,” “astronomer,” and “mathematician” were virtu- 
ally interchangeable; they generally denoted anyone who 
studied the heavens using mathematical techniques. 
Pico claimed that astrology ought to be condemned be- 

cause its practitioners were in disagreement about every- 
thing, from the divisions of the zodiac to the order of the 
planets. A second long-standing disagreement, not men- 
tioned by Pico, concerned the status of the planetary mod- 
els. From antiquity, astronomical modeling was governed 
by the premise that the planets move with uniform angu- 
lar motion at a constant distance from their centres of mo- 
tion. Two types of models derived from this premise. The 
first, represented by Aristotle, held that the planets are car- 
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ried around the centre of the universe embedded in un- 
changeable, material, invisible spheres. As a predictive 

model, this account was of limited value. Among other 

things, it could not account for variations in the apparent 
brightness of the planets, since the distances from the cen- 
tre were always the same, and it could not account for ret- 

rograde motion, when the planets seemed to stop and even 
move backward and forward in a loop. A second tradition, 

deriving from Claudius Ptolemy, solved these problems by 
postulating three mechanisms: uniformly revolving, off- 
centre circles called eccentrics; epicycles, little circles 
whose centres moved uniformly on the circumference of 
circles of larger radius (deferents); and equants, imaginary 

points in space where uniform, circular speed would be ob- 
served. The equant, however, broke with the main as- 

sumption of ancient astronomy because it separated the 
condition of uniform motion from that of constant dis- 
tance from the centre. According to this theory, a planet 

viewed from the centre of its orbit would appear to move 

sometimes faster, sometimes slower, and seen from Earth 
it would also appear to move nonuniformly. Only from the 
equant would the planet appear to move uniformly. 

Over the centuries Persian astronomers had devised a 
model that would produce equalized motion without re- 
ferring to an equant point, and Copernicus learned to do 
this “trick.” But this insight was only the starting point for 
his attempt to bring all the models together into a coordi- 

nated arrangement. Copernicus was disturbed by Pico’s 
charge that astronomers could not agree on the actual 
order of the planets. The difficulty focused on the locations 

of Venus and Mercury. There was general agreement that 
the Moon and Sun encircled the motionless Earth and that 
Mars, Jupiter, and Saturn were situated beyond the Sun in 
that order. However, Ptolemy placed Venus closest to the 
Sun and Mercury to the Moon, while others claimed that 
Mercury and Venus were beyond the Sun. 
In a manuscript usually called the Commentariolus (“Lit- 

tle Commentary”), Copernicus postulated that, if the Sun 
is assumed to be at rest and if the Earth is assumed to 
be in motion, then the remaining planets will fall into 
an orderly relationship whereby their sidereal periods in- 
crease from the Sun as follows: Mercury (88 days), Venus 
(225 days), Earth (1 year), Mars (1.9 years), Jupiter (12 
years), and Saturn (30 years). This theory did resolve the 
disagreement about the ordering of the planets but, in 
turn, raised new problems. To accept the theory’s prem- 
ises, one had to abandon much of Aristotelian natural phi- 
losophy and develop a new explanation for why heavy 
bodies fall to a moving Earth. It was also necessary to ex- 
plain how a transient body like the Earth, filled with me- 
teorological phenomena, pestilence, and wars, could be 
part of a perfect and imperishable heaven. In addition, 
Copernicus knew he was working with many observations 
inherited from antiquity whose trustworthiness he could 
not verify. 
Any of these considerations alone could account for 

Copernicus’s delay in publishing his work. When a de- 
scription of the main elements of the heliocentric hypoth- 
esis was first published, in the Narratio prima (1540 and 
1541, “First Narration”), it was not under Copernicus’s 
own name but under that of the 25-year-old Georg Rheti- 
cus. Rheticus, a Lutheran from the University of Witten- 
berg, Germany, stayed with Copernicus at Frauenburg for 
about two and a half years, between 1539 and 1542. The 
Narratio prima was in effect something of a “trial balloon” 
for the main work. It provided a summary of the theoreti- 
cal principles contained in the manuscript of De revolu- 
tionibus, emphasized their value for computing new 
planetary tables, and presented Copernicus as following 
admiringly in the footsteps of Ptolemy even as he broke 
fundamentally with his ancient predecessor. 
Both Rheticus and Copernicus knew that they could not 

definitively rule out all possible alternatives to the helio- 
centric theory. But they could underline what Copernicus’s 
theory provided that others could not: a singular method 
for ordering the planets and for calculating the relative dis- 
tances of the planets from the Sun. In the preface to De rev- 
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olutionibus, Copernicus used an image from Horace’s Ars 
poetica (“Art of Poetry”). The theories of his predecessors, 

he wrote, were like a human figure in which the arms, legs, 
and head were put together in the form of a disorderly 
monster. His own representation of the universe, in con- 

trast, was an orderly whole in which a displacement of any 

part would result in a disruption of the whole. In effect, a 
new criterion of scientific adequacy was advanced togeth- 
er with the new theory of the universe. 
Publication of De revolutionibus. The presentation of 

Copernicus’s theory in its final form is inseparable from 

the conflicted history of its publication. When Rheticus left 
Frauenburg to return to his teaching duties at Wittenberg, 
he took the manuscript with him in order to arrange for its 
publication at Niirnberg, the leading centre of printing in 
Germany. He chose the top printer in the city, Johann Pe- 
treius, who had published a number of ancient and mod- 
ern astrological works during the 1530s. Unfortunately, 
Rheticus was unable to remain and supervise the printing. 
He turned the manuscript over to Andreas Osiander 

(1498-1552), a theologian experienced in shepherding 
mathematical books through production as well as a lead- 
ing political figure in the city and an ardent follower of 
Luther (although he was eventually expelled from the 
Lutheran church). Osiander made changes without the 

permission of either Rheticus or Copernicus. First, the title 

of the work was changed from the manuscript’s “On the 
Revolutions of the Orbs of the World” to “Six Books Con- 
cerning the Revolutions of the Heavenly Orbs”—a change 
that appeared to mitigate the book’s claim to describe the 
real universe. In addition, Osiander added an unsigned 
“letter to the reader” directly after the title page, which 
maintained that the hypotheses contained within made no 
pretense to truth and that, in any case, astronomy was in- 
capable of finding the causes of heavenly phenomena. 
Rheticus’s rage was so great that he crossed out the letter 
with a great red X in the copies sent to him. However, no 
public revelation of Osiander’s role was made until Kepler 
revealed it in his Astronomia Nova (New Astronomy) in 
1609. 
Ironically, Osiander’s “letter” made it possible for the 

book to be read as a new method of calculation, rather 
than a work of natural philosophy, and in so doing it may 
even have aided in the book’s initially positive reception. 
It was not until Kepler that Copernicus’s cluster of predic- 
tive mechanisms would be fully transformed into a new 
philosophy about the fundamental structure of the uni- 
verse. 
Legend has it that a copy of De revolutionibus was placed 

in Copernicus’s hands in Frauenburg a few days after he 
lost consciousness from a stroke. On May 24, 1543, he 
awoke long enough to realize that he was holding his great 
book and then expired, publishing as he perished. The leg- 
end has some credibility, although it also has the beatific 
air of a saint’s life. 
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The Cosmos 
f one looks up on a clear night, one sees that the 

Is is full of stars. During the summer months in the 
Northern Hemisphere, a faint band of light stretches 

from horizon to horizon, a swath of pale white cutting 
across a background of deepest black. For the early Egyp- 
tians, this was the heavenly Nile, flowing through the land 
of the dead ruled by Osiris. The ancient Greeks likened 
it to a river of milk. Astronomers now know that the 
band is actually composed of countless stars in a flattened 

disk seen edge on. The stars are so close to one another 
along the line of sight that the unaided eye has difficulty 
discerning the individual members. Through a large tele- 
scope, astronomers find myriads of like systems sprinkled 
throughout the depths of space. They call such vast collec- 
tions of stars galaxies, after the Greek word for milk, and 
call the local galaxy to which the Sun belongs the Milky 
Way Galaxy or simply the Galaxy. 
Every visible star is a sun in its own right. Ever since 

this realization first dawned in the collective mind of hu- 
manity, it has been speculated that many stars other than 
the Sun also have planetary systems encircling them. The 
related issue of the origin of the solar system, too, has al- 
ways had special fascination for speculative thinkers, and 
the quest to understand it on a firm scientific basis has 
continued into the present day. 
Some stars are intrinsically brighter than the Sun; others, 

fainter. Much less light is received from the stars than 
from the Sun because the stars are all much farther away. 
Indeed, they appear densely packed in the Milky Way only 
because there are so many of them. The actual separations 
of the stars are enormous, so large that it is conventional 
to measure their distances in units of how far light can 
travel in a given amount of time. The speed of light (in a 
vacuum) equals 3 X 10'° cm/sec (centimetres per second); 

at such a speed, it is possible to circle the Earth seven times 
in a single second. Thus in terrestrial terms the Sun, which 
lies 500 light-seconds from the Earth, is very far away; 
however, even the next closest star, Proxima Centauri, at 

a distance of 4.3 light-years (4.1 X 10!8 cm), is 270,000 
times farther yet. The stars that lie on the opposite side 
of the Milky Way from the Sun have distances that are 
on the order of 100,000 light-years, which is the typical 
diameter of a large spiral galaxy. 
If the kingdom of the stars seems vast, the realm of the 

galaxies is larger still. The nearest galaxies to the Milky 
Way system are the Large and Small Magellanic Clouds, 
two irregular satellites of the Galaxy visible to the naked 
eye in the Southern Hemisphere. The Magellanic Clouds 
are relatively small (containing roughly 10° stars) com- 
pared to the Galaxy (with some 10" stars), and they lie 
at a distance of about 200,000 light-years. The nearest 
large galaxy comparable to the Galaxy is the Andromeda 
galaxy (also called M31 because it was the 31st entry in a 
catalog of astronomical objects compiled by the French as- 
tronomer Charles Messier in 1781), and it lies at a distance 
of about 2,000,000 light-years. The Magellanic Clouds, 
the Andromeda galaxy, and the Milky Way system all are 
part of an aggregation of two dozen or so neighbouring 
galaxies known as the Local Group. The Galaxy and M31 
are the largest members of this group. 
The Galaxy and M31 are both spiral galaxies, and they 

are among the brighter and more massive of all spiral 
galaxies. The most luminous and brightest galaxies, how- 
ever, are not spirals but rather supergiant ellipticals (also 
called cD galaxies by astronomers for historical reasons 
that are not particularly illuminating). Elliptical galaxies 
have roundish shapes rather than the flattened distribu- 
tions that characterize spiral galaxies, and they tend to 
occur in rich clusters (those containing thousands of mem- 
bers) rather than in the loose groups favoured by spirals. 
The brightest member galaxies of rich clusters have been 

detected at distances exceeding several thousand million 
light-years from the Earth. The branch of learning that 
deals with phenomena at the scale of many millions 
of light-years is called cosmology—a term derived from 
combining two Greek words, kosmos, meaning “order,” 

“harmony,” and “the world,” and Jogos, signifying “word” 
or “discourse.” Cosmology is, in effect, the study of the 
universe at large. A dramatic new feature, not present on 
small scales, emerges when the universe is viewed in the 
large—namely, the cosmological expansion. On cosmolog- 
ical scales, galaxies (or, at least, clusters of galaxies) appear 

to be racing away from one another with the apparent 
velocity of recession being linearly proportional to the dis- 
tance of the object. This relation is known as the Hubble 
law (after its discoverer, the American astronomer Edwin 

Powell Hubble). Interpreted in the simplest fashion, the 
Hubble law implies that roughly 10!° years ago, all of the 
matter in the universe was closely packed together in an 
incredibly dense state and that everything then exploded 
in a “big bang,” the signature of the explosion being writ- 
ten eventually in the galaxies of stars that formed out of 
the expanding debris of matter. Strong scientific support 
for this interpretation of a big bang origin of the universe 
comes from the detection by radio telescopes of a steady 
and uniform background of microwave radiation. The 
cosmic microwave background is believed to be a ghostly 
remnant of the fierce light of the primeval fireball reduced 
by cosmic expansion to a shadow of its former splendour 
but still pervading every corner of the known universe. 
The simple (and most common) interpretation of the 

Hubble law as a recession of the galaxies over time 
through space, however, contains a misleading notion. In 
a sense, as will be made more precise later in the article, 
the expansion of the universe represents not so much a 
fundamental motion of galaxies within a framework of 
absolute time and absolute space, but an expansion of 
time and space themselves. On cosmological scales, the 

use of light-travel times to measure distances assumes a 
special significance because the lengths become so vast 
that even light, traveling at the fastest speed attainable by 
any physical entity, takes a significant fraction of the age 
of the universe, roughly 10!° years, to travel from an object 
to an observer. Thus, when astronomers measure objects 

at cosmological distances from the Local Group, they are 
seeing the objects as they existed during a time when the 
universe was much younger than it is today. Under these 
circumstances, Albert Einstein taught in his theory of 
general relativity that the gravitational field of everything 
in the universe so warps space and time as to require a 
very careful reevaluation of quantities whose seemingly 
elementary natures are normally taken for granted. 
The observed expansion of the universe immediately 

raises the spectre that the universe is evolving, that it had 
a beginning and will have an end. The steady state alter- 
native, postulated by a British school of cosmologists in 
1948, is no longer considered viable by most astronomers. 
Yet, the notion that the Cosmos had a beginning, while 
common in many theologies, raises deep and puzzling 
questions for science, for it implies a creation event—a 
creation not only of all the mass-energy that now exists in 
the universe but also perhaps of space-time itself. 
The issue of how the universe will end seems, at first 

sight, more amenable to conventional analysis. Because 

the universe is currently expanding, one may ask whether 
this expansion will continue into the indefinite future or 
whether after the passage of some finite time, the expan- 
sion will be reversed by the gravitational attraction of all 
of the matter for itself. The procedure for answering this 
question seems straightforward: either measure directly 
the rate of deceleration in the expansion of the galaxies to 
extrapolate whether they will eventually come to a halt, 



or measure the total amount of matter in the universe to 
see if there is enough to supply the gravitation needed to 
make the universe bound. Unfortunately, astronomers’ as- 
saults on both fronts have been stymied by two unforeseen 
circumstances. First, it is now conceded that earlier at- 

tempts to measure the deceleration rate have been affected 
by evolutionary effects of unknown magnitude in the ob- 
served galaxies that invalidate the simple interpretations. 
Second, it is recognized that within the Cosmos there 
may be an unknown amount of “hidden mass,” which 
cannot be seen by conventional astronomical techniques 
but which contributes substantially to the gravitation of 
the universe. 
The hope is that, somehow, quantum physics will ul- 

timately supply theoretical answers (which can then be 
tested observationally and experimentally) to each of these 
difficulties. The ongoing effort in particle physics to find 
a unified basis for all the elementary forces of nature has 
yielded promising new ways to think about the most fun- 
damental of all questions regarding astronomical origins; 
it has offered a tentative prediction concerning the decel- 
eration rate of the universe; and it has offered a plethora 
of candidates for the hidden mass of the universe. 
This article traces the development of modern concep- 

tions of the Cosmos and summarizes the prevailing theo- 
ries of its origin and evolution. Humanity has traveled a 
long road since self-centred societies imagined the creation 
of the Earth, the Sun, and the Moon as the main act, 

with the formation of the rest of the universe as almost 
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an afterthought. Today it is known that the Earth is only 
a small ball of rock in a Cosmos of unimaginable vastness 
and that the birth of the solar system was probably only 
one event among many that occurred against the back- 
drop of an already mature universe. Yet, as humbling as 
the lesson has been, it has also unveiled a remarkable fact, 
one that endows the minutest particle in this universe 
with a rich and noble heritage. Events hypothesized to 
have occurred in the first few minutes of the creation of 
the universe turn out to have had profound influence on 
the birth, life, and death of galaxies, stars, and planets. 
Indeed, there is a direct, though tortuous, lineage from the 
forging of the matter of the universe in a primal furnace 
of incredible heat and light to the gathering on Earth of 
atoms versatile enough to serve as a chemical basis of life. 
The intrinsic harmony of the resultant worldview has great 
philosophical and aesthetic appeal and perhaps explains 
the resurgence of public interest in this subject. 
For detailed information on the structure and evolution 

of the major components of the Cosmos, see GALAXIES; 
STARS AND STAR CLUSTERS; NEBULA; and SOLAR SYSTEM, 
THE. (See also the Propedia, sections 132 and 133, and 
the Index.) The present article considers only aspects of 
these topics that satisfy one of three criteria: (1) they bear 
on the general issue of astronomical origins; (2) they are 
important to an integrated picture of how the universe 
evolved; or (3) they play a big role in forming humanity’s 
growing vision of the miraculous unity that is the Cosmos. 
The article is divided into the following sections: 

History of humanity’s perception of the universe 763 
Earliest conceptions 763 
Astronomical theories of the ancient Greeks 764 
The system of Aristotle and its impact on medieval 

thought 764 
The Copernican revolution 764 
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Planetary systems 766 
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EARLIEST CONCEPTIONS 

All scientific thinking on the nature of the Cosmos can be 
traced to the distinctive geometric patterns formed by the 
stars in the night sky. Even prehistoric people must have 
noticed that, apart from a daily rotation (which is now 
understood to arise from the spin of the Earth), the stars 
did not seem to move with respect to one another: the 
stars appear “fixed.” Early nomads found that knowledge 
of the constellations could guide their travels, and they 
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so: 

developed stories to help them remember the relative po- 
sitions of the stars in the night sky. These stories became 
the mythical tales that are part of most cultures. 
When nomads turned to farming, an intimate knowledge 

of the constellations served a new function—an aid in 
timekeeping, in particular for keeping track of the sea- 
sons. People had noticed very early that certain celestial 
objects did not remain stationary relative to the “fixed” 
stars; instead, during the course of a year, they moved 
forward and backward in a narrow strip of the sky that 
contained 12 constellations constituting the signs of the 
zodiac. Seven such wanderers were known to the ancients: 
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the Sun, Moon, Mercury, Venus, Mars, Jupiter, and Sat- 
urn. Foremost among the wanderers was the Sun: day 
and night came with its rising and setting, and its motion 
through the zodiac signaled the season to plant and the 
season to reap. Next in importance was the Moon: its 
position correlated with the tides and its shape changed 
intriguingly over the course of a month. The Sun and 
Moon had the power of gods; why not then the other 
wanderers? Thus probably arose the astrological belief that 
the positions of the planets (from the Greek word planetes, 
“wanderers”) in the zodiac could influence worldly events 
and even cause the rise and fall of kings. In homage to 
this belief, Babylonian priests devised the week of seven 
days, whose names even in various modern languages (for 
example, English, French, or Norwegian) can still easily 
be traced to their origins in the seven planet-gods. 

ASTRONOMICAL THEORIES OF THE ANCIENT GREEKS 

The apex in the description of planetary motions during 
classical antiquity was reached with the Greeks, who were 
of course superb geometers. Like their predecessors, Greek 
astronomers adopted the natural picture, from the point 
of view of an observer on Earth, that the Earth lay mo- 
tionless at the centre of a rigidly rotating celestial sphere 
(to which the stars were “fixed”), and that the complex 

to-and-fro wanderings of the planets in the zodiac were to 
be described against this unchanging backdrop. They de- 
veloped an epicyclic model that would reproduce the ob- 
served planetary motions with quite astonishing accuracy. 
The model invoked small circles on top of large circles, all 
rotating at individual uniform speeds, and it culminated 
about AD 140 with the work of Ptolemy, who introduced 
the ingenious artifact of displaced centres for the circles to 
improve the empirical fit. Although the model was purely 
kinematic and did not attempt to address the dynamical 
reasons for why the motions were as they were, it laid the 
groundwork for the paradigm that nature is not capricious 
but possesses a regularity and precision that can be discov- 
ered from experience and used to predict future events. 
The application of the methods of Euclidean geometry 

to planetary astronomy by the Greeks led to other schools 
of thought as well. Pythagoras (c. 570-? Bc), for example, 
argued that the world could be understood on rational 
principles (“all things are numbers”); that it was made of 
four elements—earth, water, air, and fire; that the Earth 
was a sphere; and that the Moon shone by reflected light. 
In the 4th century Bc Heracleides, a follower of Pythago- 
ras, taught that the spherical Earth rotated freely in space 
and that Mercury and Venus revolved about the Sun. 
From the different lengths of shadows cast in Syene and 
Alexandria at noon on the first day of summer, Eratos- 
thenes (c. 276-194 Bc) computed the radius of the Earth 
to an accuracy within 20 percent of the modern value. 
Starting with the size of the Earth’s shadow cast on the 
Moon during a lunar eclipse, Aristarchus of Samos (c. 
310-230 Bc) calculated the linear size of the Moon rela- 
tive to the Earth. From its measured angular size, he then 
obtained the distance to the Moon. He also proposed a 
clever scheme to measure the size and distance of the Sun. 
Although flawed, the method did enable him to deduce 
that the Sun is much larger than the Earth. This deduction 
led Aristarchus to speculate that the Earth revolves about 
the Sun rather than the other way around. 
Unfortunately, except for the conception that the Earth 

is a sphere (inferred from the Earth’s shadow on the Moon 
always being circular during a lunar eclipse), these ideas 
failed to gain general acceptance. The precise reasons 
remain unclear, but the growing separation between the 
empirical and aesthetic branches of learning must have 
played a major role. The unparalleled numerical accuracy 
achieved by the theory of epicyclic motions for planetary 
motions lent great empirical validity to the Ptolemaic sys- 
tem. Henceforth, such computational matters could be left 
to practical astronomers without the necessity of having 
to ascertain the physical reality of the model. Instead, ab- 
solute truth was to be sought through the Platonic ideal of 
pure thought. Even the Pythagoreans fell into this trap; the 
depths to which they eventually sank may be judged from 
the story that they discovered and then tried to conceal 

the fact that the square root of 2 is an irrational number 
(i.e., cannot be expressed as a ratio of two integers). 

THE SYSTEM OF ARISTOTLE AND ITS 

IMPACT ON MEDIEVAL THOUGHT 

The systematic application of pure reason to the explana- 
tion of natural phenomena reached its extreme develop- 
ment with Aristotle (384-322 Bc), whose great system of 
the world later came to be regarded as the synthesis of 
all worthwhile knowledge. Aristotle argued that humans 
could not inhabit a moving and rotating Earth without vi- 
olating commonsense perceptions. Moreover, in his theory 
of impetus, all terrestrial motion, presumably including 
that of the Earth itself, would grind to a halt without the 
continued application of force. He took for granted the 
action of friction because he would not allow the seminal 
idealization of a body moving through a void (“nature ab- 
hors a vacuum”). Thus, Aristotle was misled into equating 
force with velocity rather than, as Sir Isaac Newton was to 
show much later, with (mass times) acceleration. Celestial 

objects were exempt from dynamical decay because they 
moved in a higher stratum whereby a perfect sphere was 
the natural shape of heavenly bodies and uniform rotation 
in circles was the natural state of their motion. Indeed, 
primary motion was derived from the outermost sphere, 
the seat of the unchangeable stars and of divine power. 
No further explanation was needed beyond the aesthetic 
one. In this scheme, the imperfect motion of comets had 
to be postulated as meteorological phenomena that took 
place within the imperfect atmosphere of the Earth. 
The great merit of Aristotle’s system was its internal 

logic, a grand attempt to unify all branches of human 
knowledge within the scope of a single self-consistent and 
comprehensive theory. Its great weakness was that its rigid 
arguments rested almost entirely on aesthetic grounds; it 
lacked a mechanism by which empirical knowledge gained 
from experimentation or observation could be used to 
test, modify, or reject the fundamental principles under- 
lying the theory. Aristotle’s system had the underlying 
philosophical drive of modern science without its flexible 
procedure of self-correction that allows the truth to be 
approached in a series of successive approximations. 
With the fall of the Roman Empire*in AD 476, much 

of what was known to the Greeks was lost or forgotten— 
at least to Western civilizations. (Hindu astronomers still 
taught that the Earth was a sphere and that it rotated 
once daily.) The Aristotelian system, however, resonated 
with the teachings of the Roman Catholic Church during 
the Middle Ages, especially in the writings of St. Thomas 
Aquinas in the 13th century, and later, during the period 
of the Counter-Reformation in the 16th and early 17th 
century, it ascended to the status of religious dogma. Thus 
did the notion of an Earth-centred universe become grad- 
ually enmeshed in the politics of religion. Also welcome 
in an age that insisted on a literal interpretation of the 
Scriptures was Aristotle’s view that the living species of 
the Earth were fixed for all time. What was not accepted 
was Aristotle’s argument on logical grounds that the world 
was eternal, extending infinitely into the past and the 
future even though it had finite spatial extent. For the 
church, there was definitely a creation event, and infinity 
was reserved for God, not space or time. 

THE COPERNICAN REVOLUTION 

The Renaissance brought a fresh spirit of inquiry to the 
arts and sciences. Explorers and travelers brought home 
the vestiges of classical knowledge that had been preserved 
in the Muslim world and the East, and in the 15th cen- 
tury Aristarchus’ heliocentric hypothesis again came to be 
debated in certain educated circles. The boldest step was 
taken by the Polish astronomer Nicolaus Copernicus, who 
hesitated for so long in publication that he did not see a 
printed copy of his own work until he lay on his deathbed 
in 1543. Copernicus recognized more profoundly than 
anyone else the advantages of a Sun-centred planetary 
system. By adopting the view that the Earth circled the 
Sun, he could qualitatively explain the to-and-fro wan- 
derings of the planets much more simply than Ptolemy. 
For example, at certain times in the motions of the Earth 
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and Mars about the Sun, the Earth would catch up with 

Mars’s projected motion, and then that planet would ap- 
pear to go backward through the zodiac. Unfortunately in 
his Sun-centred system, Copernicus continued to adhere 
to the established tradition of using uniform circular mo- 
tion, and if he adopted only one large circle for the orbit 
of each planet, his calculated planetary positions would 
in fact be quantitatively poorer in comparison with the 
observed positions of the planets than tables based on the 
Ptolemaic system. This defect could be partially corrected 
by providing additional smaller circles, but then much of 
the beauty and simplicity of Copernicus’ original system 
would be lost. Moreover, though the Sun was now re- 
moved from the list of planets and the Earth added, the 
Moon still needed to move around the Earth. 
It was Galileo who exploited the power of newly in- 

vented lenses to build a telescope that would accumulate 
indirect support for the Copernican viewpoint. Critics had 
no rational response to Galileo’s discovery of the corre- 
lation of Venus’ phases of illumination with its orbital 
position relative to the Sun, which required it to circle 

that .body rather than the Earth. Nor could they refute his 
discovery of the four brightest satellites of Jupiter (the so- 
called Galilean satellites), which demonstrated that planets 
could indeed possess moons. They could only refuse to 
look through the telescope or refuse to see what their own 
eyes told them. 

Galileo also mounted a systematic attack on other ac- 
cepted teachings of Aristotle by showing, for example, 
that the Sun was not perfect but had spots. Besieged on 
all sides by what it perceived as heretical stirrings, the 
church forced Galileo to recant his support of the helio- 
centric system in 1633. Confined to house arrest during 
his last years, Galileo would perform actual experiments 
and thought experiments (summarized in a treatise) that 
would refute the core of Aristotelian dynamics. Most no- 
tably, he formulated the concept that would eventually 
lead (in the hands of René Descartes) to the so-called first 
law of mechanics—namely, that a body in motion, freed 
from friction and from all other forces, would move, not 
in a circle, but in a straight line at uniform speed. The 
frame of reference for making such measurements was 
ultimately the “fixed stars.” Galileo also argued that, in 
the gravitational field of the Earth and in the absence of 
air drag, bodies of different weights would fall at the same 
rate. This finding would eventually lead (in the hands of 
Einstein) to the principle of equivalence, a cornerstone of 
the theory of general relativity. 
It was the German astronomer Johannes Kepler, a con- 

temporary of Galileo, who would provide the crucial blow 
that assured the success of the Copernican revolution. Of 
all the planets whose orbits Copernicus had tried to ex- 
plain with a single circle, Mars had the largest departure 
(the largest eccentricity, in astronomical nomenclature); 
consequently, Kepler arranged to work with the foremost 
observational astronomer of his day, Tycho Brahe of Den- 
mark, who had accumulated over many years the most 
precise positional measurements of this planet. When Kep- 
ler finally gained access to the data upon Tycho’s death, 
he painstakingly tried to fit the observations to one curve 
after another. The work was especially difficult because 
he had to assume an orbit for the Earth before he could 
self-consistently subtract the effects of its motion. Finally, 
after many close calls and rejections, he hit upon a simple, 
elegant solution—an ellipse with the Sun at one focus. 
The other planets also fell into place. This triumph was 
followed by others, notable among which was Kepler’s 
discovery of his so-called three laws of planetary motion. 
The empirical victory secure, the stage was set for New- 
ton’s matchless theoretical campaigns. 
Two towering achievements paved the way for Newton’s 

conquest of the dynamical problem of planetary motions: 
his discoveries of the second law of mechanics and of 
the law of universal gravitation. The second law of me- 
chanics generalized the work of Galileo and Descartes on 
terrestrial dynamics, asserting how bodies generally move 
when they are subjected to external forces. The law of 
universal gravitation generalized the work of Galileo and 
the English physicist Robert Hooke on terrestrial gravity, 
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asserting that two massive bodies attract one another with 
a force directly proportional to the product of their masses 
and inversely proportional to the square of their separa- 
tion distance. By pure mathematical deduction, Newton 
showed that these two general laws (whose empirical basis 
rested in the laboratory) implied, when applied to the 
celestial realm, Kepler’s three laws of planetary motion. 
This brilliant coup completed the Copernican program to 
replace the old worldview with an alternative that was 
far superior, both in conceptual principle and in practical 
application. In the same stroke of genius, Newton unified 
the mechanics of heaven and Earth and initiated the era 
of modern science. 

In formulating his laws, Newton asserted as postulates 
the notions of absolute space (in the sense of Euclidean 
geometry) and absolute time (a mathematical quantity 
that flows in the universe without reference to anything 
else). A kind of relativity principle did exist (“Galilean 
relativity”) in the freedom to choose different inertial 
frames of reference—i.e., the form of Newton’s laws was 
unaffected by motion at constant velocity with respect to 
the “fixed stars.” However, Newton’s scheme unambigu- 
ously sundered space and time as fundamentally separate 
entities. This step was necessary for progress to be made, 
and it was such a wonderfully accurate approximation to 
the truth for describing motions that are slow compared 
to the speed of light that it withstood all tests for more 
than two centuries. 
In 1705 the English astronomer Edmond Halley used 

Newton’s laws to predict that a certain comet last seen in 
1682 would reappear 76 years later. When Halley’s comet 
returned on Christmas night 1758, many years after the 
deaths of both Newton and Halley, no educated person 

could ever again seriously doubt the power of mechanistic 
explanations for natural phenomena. Nor would anyone 
worry again that the unruly excursions of comets through 
the solar system would smash the crystalline spheres that 
earlier thinkers had mentally constructed to carry planets 
and the other celestial bodies through the heavens. The 
attention of professional astronomers now turned increas- 
ingly toward an understanding of the stars. 
In the latter effort, the British astronomer William Her- 

schel and his son John led the assault. The construction of 
ever more powerful reflecting telescopes allowed them dur- 
ing the late 1700s and early 1800s to measure the angular 
positions and apparent brightnesses of many faint stars. 
In an earlier epoch, Galileo had turned his telescope to 
the Milky Way and saw that it was composed of countless 
individual stars. Now the Herschels began an ambitious 
program to gauge quantitatively the distribution of the 
stars in the sky. On the assumption (first adopted by the 
Dutch mathematician and scientist Christiaan Huygens) 
that faintness is a statistical measure of distance, they in- 
ferred the enormous average separations of stars. This view 
received direct confirmation for the nearest stars through 
parallax measurements of their distances from the Earth. 
Later, photographs taken over a period of many years also 
showed that some stars changed locations across the line of 
sight relative to the background; thus, astronomers learned 
that stars are not truly fixed, but rather have motions with 
respect to one another. These real motions—as well as 
the apparent ones due to parallax, first measured by the 
German astronomer Friedrich Bessel in 1838—were not 
detected by the ancients because of the enormous distance 
scale of the stellar universe. 

PERCEPTIONS OF THE 20TH CENTURY 

The statistical studies based on these new perceptions 
continued into the early 20th century. They culminated 
with the analysis by the Dutch astronomer Jacobus Cor- 
nelius Kapteyn who, like William Herschel before him, 
used number counts of stars to study their distribution in 
space. It can be shown for stars with an arbitrary but fixed 
mixture of intrinsic brightnesses that—in the absence of 
absorption of starlight—the number JN of stars with ap- 
parent brightness, energy flux f, larger than a specified 
level fo, is given by N= Af,%/?, where A is a constant, 
if the stars are distributed uniformly in Euclidean space 
(space satisfying the principles of Euclidean geometry). 
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The number N would increase with decreasing limiting ap- 

parent brightness 4, because one is sampling, on average, 
larger volumes of space when one counts fainter sources. 
Kapteyn found that the number JN increased less rapidly 
with decreasing f) than the hypothetical value Af,-??; this 
indicated to him that the solar system lay near the centre 
of a distribution of stars, which thinned in number with 
increasing distance from the centre. Moreover, Kapteyn 
determined that the rate of thinning was more rapid in 
certain directions than in others. This observation, in 
conjunction with other arguments that set the scale, led 
him in the first two decades of the 20th century to depict 
the Milky Way Galaxy (then confused with the entire 
universe) as a rather small, flattened stratum of stars and 
gaseous nebulas in which the number of stars decreased to 
10 percent of their central value at a distance in the plane 
of about 8,500 light-years from the galactic centre. 
In 1917 the American astronomer Harlow Shapley 

mounted a serious challenge to the Kapteyn universe. 
Shapley’s study of the distances of globular clusters led 
him to conclude that their distribution centred on a point 
that lay in the direction of the constellation Sagittarius and 
at a distance that he estimated to be about 45,000 light- 
years (50 percent larger than the modern value). Shapley 
was able to determine the distance to the globulars through 
the calibration of the intrinsic brightnesses of some vari- 
able stars found in them. (Knowing the period of the 
light variations allowed Shapley to infer the average in- 
trinsic brightness. A measurement of the average apparent 
brightness then allowed, from the 1/7? law of brightness, 
a deduction of the distance r.) According to Shapley, the 
galactic system was much larger than Kapteyn’s estimate. 
Moreover, the Sun was located not at its centre but rather 
at its radial outskirts (though close to the midplane of a 
flattened disk). Shapley’s dethronement of the Sun from 

the centre of the stellar system has often been compared 
with Copernicus’ dethronement of the Earth from the 
centre of the planetary system, but its largest astronomi- 
cal impact rested with the enormous physical dimensions 
ascribed to the Galaxy. In 1920 a debate was arranged 
between Shapley and Heber D. Curtis to discuss this issue 
before the National Academy of Sciences in Washington, 
D:G: 
The debate also addressed a second controversy—the 

nature of the so-called spiral nebulas. Shapley and his ad- 
herents held that these objects were made up of diffuse gas 
and were therefore similar to the other gas clouds known 
within the confines of the Milky Way Galaxy. Curtis and 
others, by contrast, maintained that the spirals consisted 
of stars and were thus equivalent to independent galaxies 
coequal to the Galaxy. A parallel line of thought had been 
proposed earlier by the philosophers Immanuel Kant and 
Thomas Wright and by William Herschel. The renewed 
argument over the status of the spirals grew in part out 
of an important development that occurred around the 
turn of the 20th century: the astronomical incorporation 
of the methods of spectroscopy both to study the physical 
nature of celestial bodies and to obtain the component of 
their velocities along the line of sight. By analyzing the 
properties of spectral lines in the received light (e.g., seeing 
if the lines were produced by absorption or emission and 
if the lines were broad or narrow), or by analyzing the 
gross colours of the observed object, astronomers learned 
to distinguish between ordinary stars and gaseous nebulas 
existing in the regions between stars. By measuring the 
displacement in wavelength of the spectral lines with re- 
spect to their laboratory counterparts and assuming the 
displacement to arise from the Doppler effect, they could 
deduce the velocity of recession (or approach). The spirals 
posed interpretative difficulties on all counts: they had 
spectral properties that were unlike either local collections 
of stars or gaseous nebulas (because of the unforeseen 
roles of dust and different populations of stars in the 
arms, disk, and central bulge of a spiral galaxy); and, 
as had been shown by the American astronomer Vesto 
Slipher, they generally possessed recession velocities that 
were enormous compared to those then known for any 
other astronomical object. 
The formal debate between Shapley and Curtis ended in- 

conclusively, but history has proved Shapley to be mostly 
right on the issue of the off-centre position of the solar 
system and the large scale of the Galaxy, and Curtis to be 
mostly right on the issue of the nature of the spirals as 
independent galaxies. As demonstrated in the work of the 
Swiss-born U.S. astronomer Robert J. Trumpler in 1930. 
Kapteyn (and Herschel) had been misled by the effects of 
the undiscovered but pervasive interstellar dust to think 
that the stars in the Milky Way thinned out with distance 
much more quickly than they actually do. The effect of 
interstellar dust was much less important for Shapley’s 

studies because the globular clusters mostly lie well away 
from the plane of the Milky Way system. 
The decisive piece of evidence concerning the extra- 

galactic nature of the spirals was provided in 1923-24 
by Hubble, who succeeded in resolving one field in the 
Andromeda galaxy (M31) into a collection of distinct 
stars. Some of the stars proved to be variables of a type 
similar to those found by Shapley in globular clusters. 
Measurements of the properties of these variables yielded 
estimates of their distances. As it turned out, the distance 

to M31 put it well outside the confines of even Shapley’s 
huge model of the Galaxy, and M31 therefore must be an 
independent system of stars (and gas clouds). 
Hubble’s findings inaugurated the era of extragalactic 

astronomy. He himself went on to classify the morpho- 
logical types of the different galaxies he found: spirals, 
ellipticals, and irregulars. In 1926 he showed that, apart 
from a “zone of avoidance” (region characterized by an 
apparent absence of galaxies near the plane of the Milky 
Way caused by the obscuration of interstellar dust), the 
distribution of galaxies in space is close to uniform when 
averaged over sufficiently large scales, with no observable 
boundary or edge. The procedure was identical to that 
used by Kapteyn and Herschel, with galaxies replacing 
stars as the luminous sources. The difference was that this 
time the number count N was proportional to f,->?, to the 
limits of the original survey. Hubble’s finding provided 
the empirical justification for the so-called cosmological 
principle, a term coined by the English mathematician and 
astrophysicist Edward A. Milne to describe the assumption 
that at any instant in time the universe is, in the large, 
homogeneous and isotropic—i.e., statistically the same in 
every place and in every direction. This represented the 
ultimate triumph for the Copernican revolution. 
It was also Hubble who interpreted and quantified 

Slipher’s results on the large recessional velocities of galax- 
ies—they correspond to a general overall expansion of the 
universe. The Hubble law, enunciated in 1929, marked a 
major turning point in modern thinking about the origin 
and evolution of the Cosmos. The announcement of cos- 
mological expansion came at a time when scientists were 
beginning to grapple with the theoretical implications of 
the revolutions taking place in physics. In his theory of 
special relativity, formulated in 1905, Einstein had ef- 
fected a union of space and time, one that fundamentally 
modified Newtonian perceptions of dynamics, allowing, 
for example, transformations between mass and energy. In 
his theory of general relativity, proposed in 1916, Einstein 
effected an even more remarkable union, one that fun- 
damentally altered Newtonian perceptions of gravitation, 
allowing gravitation to be seen, not as a force, but as the 
dynamics of space-time. Taken together, the discoveries 
of Hubble and Einstein gave rise to a new worldview. The 
new cosmology gave empirical validation to the notion of 
a creation event; it assigned a numerical estimate for when 
the arrow of time first took flight; and it eventually led 
to the breathtaking idea that everything in the universe 
could have arisen from literally nothing (see below). 

Components of the universe 

PLANETARY SYSTEMS 

Although it is commonly believed that planetary systems 
are plentiful in the universe, the only example known 
with certainty is the solar system. The solar system is 
conventionally taken to contain the Sun, the nine planets 
and their satellites, asteroids, comets, interplanetary dust, 
and interplanetary particles and fields largely associated 
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with the solar wind. Humanity’s knowledge of these ob- 
jects has expanded greatly owing to space exploration. 
Combined with centuries of intense astronomical obser- 
vation and theoretical calculation, data transmitted by 
spacecraft have shed considerable light on the relation 
between the solar system and the rest of the universe, the 
problem of the origin of the Earth and the other planets, 
and the question of the likelihood of comparable planetary 
systems around other stars. 

The Sun. At the centre of the solar system lies the 
Sun. Energetically and dynamically, it is the dominant 
influence in the solar system. The mass of the Sun can 
be measured from its gravitational pull on the planets and 
equals 2 X 10*3 g (grams), 1,000 times more massive than 
Jupiter and 330,000 times more massive than the Earth. 
As a fraction of its mass, the atmospheric composition 
of the Sun is probably 72 percent hydrogen, 26 percent 
helium, and 2 percent elements heavier than hydrogen 
and helium. Because there is little mixing between the 
atmosphere and the deep interior (where nuclear reactions 
occur), this composition is believed to be the one that the 

Sun was born with. A gas with approximately the solar 

mix of elements is said to have cosmic abundances be- 
cause a similar composition is found for most other stars 
as well as for the medium between the stars. 
The observed rate of release of radiant energy by the Sun 

equals 3.86 X 10% erg/sec (ergs per second). The particles 
of radiation (photons) stream more or less freely from a 
layer called the photosphere, which in the Sun is at a tem- 
perature of about 5,800 K (kelvins; 5,500° C or 10,000° 
F). The distribution of wavelengths is characteristic of a 
thermal body radiating at such a temperature; therefore, 
in accordance with Planck’s law, it peaks in the yellow 
part of the visible spectrum. The solar luminosity is enor- 
mous, but it is much less than it would be if the photons 
in the hot interior of the Sun could also stream freely. 
However, the high opacity of the material regulates the 
actual outward progress of the photons to a slow stately 
diffusion. Indeed, the blockage of diffusive heat is so se- 
vere in the envelope of the Sun that its layers are unstable 
to the development of convection currents, which gives 
the atmosphere of the Sun a granular appearance. 

The observed radius of the Sun equals 6.95 X 10!° cm 
and is understood to be the result of a balance of forces 
between the Sun’s self-gravity and the pressure of its hot 
gases, which exist in a nearly fully ionized state (a plasma 
of positive ions and free electrons) in the deep interior. 
The plasma in the core of the Sun is compressed to tem- 
peratures (about 1.5 X 10’ K) that are sufficient to provide 

a rate of thermonuclear reactions that just offsets the slow 
diffusive loss of radiative heat. Thus, the Sun constitutes a 
controlled fusion reactor capable of sustaining its present 
steady loss of radiant energy for a full 9 X 10° years before 
all of its initial supply of hydrogen fuel in the core has 
been converted into helium. From the radioactive dating 
of meteorites, it has been estimated that the solar system 
is 4.6 X 10° years old. If this is the age of the Sun, then 
it is roughly midway through the phase of stable core 
hydrogen fusion—i.e., the “main-sequence” phase of stel- 
lar evolution. 
The Sun is too opaque to electromagnetic radiation to 

allow a direct look at the nuclear reactions inferred to 
take place in its interior. Weakly interacting particles 
called neutrinos offer a better probe of such reactions 
because they fly relatively freely from the centre of the 
Sun. Attempts to measure solar neutrinos by means of 
radioactive chlorine techniques have found levels that are 
only about one-third the best theoretical predictions. One 
possible explanation supposes that neutrinos possess mass 
and can be converted to (oscillating) forms undetectable 
by conventional schemes during their passage through the 
dense solar plasma. Unfortunately, experiments using pu- 
rified water or large amounts of gallium as the detecting 
medium have contributed conflicting data with respect to 
this interpretation. 
An indirect line of evidence suggests that the source of 

the discrepancy may lie more with unknown neutrino 
physics than with uncertain solar models. Precise mea- 
surements of the small oscillations of the solar surface 
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induced presumably by motions in the convection zone 
allow astronomers to study the properties of waves propa- 

gating through the Sun’s interior in an analogous fashion 
to how earthquakes allow geologists to study the proper- 

ties of the Earth’s interior. These investigations reveal that 
the Sun behaves similarly, though not exactly, as the best 
theoretical solar models predict. They also show the Sun’s 
radiative core to rotate at about the same angular speed 

as the mid-latitudes of the solar surface, too slow to have 
any of the anomalous mechanical or thermal effects that 
have sometimes been hypothesized for it. 
The outermost layer of the Sun turns once every 25 

days at the equator, once every 35 days at the poles. This 
differential rotation may couple with the Sun’s convection 
zone to produce a dynamo action that amplifies magnetic 
fields. The basic idea is that magnetic fields carried up- 
ward (or downward) by convection currents are twisted 
and amplified by the differential rotation. “Ropes” of high 
field strength buoy to the surface where they pop out as 
loops into the corona of the Sun. The corona is an ex- 
tended region containing very rarefied gas that lies above 
the photosphere and a transition region called the chro- 
mosphere; the temperature of the corona is about 2 X 10° 

K. The anchor points of the ropes of high magnetic flux in 
the photosphere correspond to sunspots, regions where the 
gas is cooler than the average photospheric temperature of 
5,800 K. Thus, these spots appear relatively dark against 
the bright yellow background of the general photosphere. 
Sunspots appear, migrate about the solar surface, and 

disappear as the plasma to which they are anchored moves 
under the influence of rotation and convection. The aver- 
age number of sunspots increases and decreases more or 
less regularly in an 1 1-year cycle; however, there have been 
prolonged minima in history. It has been proposed that 
these prolonged minima correlate with changing climate 
conditions on the Earth, although the precise mechanisms 

for effecting such changes remain unclear. 
Other manifestations of magnetic activity arise because 

of the motion of the flux ropes. It is believed that flares 
occur on those occasions when two flux ropes of opposite 
polarity are pressed against each other, and the oppos- 
ing magnetic fields annihilate in a catastrophic event of 
magnetic reconnection. The energy stored in the field is 
thought to go into accelerating fast particles (solar cosmic 
rays) and into heating the ambient gas, which, being rar- 
efied, has very little heat capacity. Magnetic activity of this 
type may be what maintains the corona at much higher 
temperatures than the photosphere. 
Pictures of the solar corona taken during the U.S.- 

manned Skylab missions (1973) showed that hot coronal 
gas trapped in closed loops of field lines becomes dense 
enough to emit appreciable amounts of X rays. In con- 
trast, coronal holes lacking X-ray emission correspond to 
regions where the magnetic field is too weak to keep the 
gas trapped and the hot gas has burst open the magnetic- 
field configuration, expanding away from the surface of 
the Sun as part of a general solar wind. 
The presence of a solar wind blowing through interplane- 

tary space was first deduced from observations made dur- 
ing the 1950s of the ion tails of comets. With the advent 
of Earth-orbiting satellites, the particles and fields carried 
by the solar wind could be measured directly. When the 
wind blows past the Earth, it contains on average about 
five particles per cubic centimetre (mostly protons, the 
nuclei of hydrogen atoms) moving at about 500 km/ 
sec (kilometres per second), but these numbers fluctuate 
greatly depending on the phase of the solar magnetic cycle 
and the presence or absence of recent flare activity. 
Planets and their satellites. Clues as to how the planets 

were formed lie in the regularities of their orbital motions, 
their satellite systems, and their chemical compositions. 
Compared to their sizes, the separations of planets from 
each other are enormous; and, apart from a diffuse solar 
wind and minor debris, interplanetary space is remarkably 
empty. Thus, as a general rule, the planets have been 
well isolated dynamically and chemically since their birth, 
and the present configuration of the solar system provides 
hints of the initial conditions, in spite of the more than 
4X 10° years of subsequent evolution. 
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With the exception of Mercury and Pluto, the orbits of 

the planets are all nearly circular; they lie within a few 
degrees of the same plane; and they have the same direct 
sense of revolution as the rotation of the Sun. Since these 
facts were first noted, they have suggested to philosophers 
and scientists such as Kant and Pierre-Simon Laplace of 

France that the planets of the solar system must have orig- 
inally formed from a flat nebular disk that revolved about 

the primitive Sun. The exceptions, Mercury and Pluto, 
are not troublesome; they both suffer strong resonant in- 
teractions with other bodies that may have considerably 
modified their original orbital characteristics. 
In the inner planetary system where the terrestrial plan- 

ets—Mercury, Venus, Earth, and Mars—reside, the dis- 
tance between successive planets is relatively small in 
comparison with the outer planetary system where the 

Jovian planets—Jupiter, Saturn, Uranus, and Neptune— 
reside. Moreover, the terrestrial planets are small and 

rocky or ironlike, while the Jovian planets (also called 
the giant planets) are large and gaseous or icy. Neither 
the terrestrial nor the Jovian planets exhibit the chemical 
elements in their cosmic proportions, but the latter, par- 
ticularly Jupiter and Saturn, approach these proportions 
to a much closer degree. This implies that the process 
of planet building, unlike the mechanism of star forma- 
tion, probably involves forces other than just gravity, for 
gravitation is universal and does not distinguish between 
different elements if they are in a gaseous form. Conden- 
sation (i.e., the separation of solid phases of matter from 
gaseous phases if the temperature drops to sufficiently low 
values) suggests itself as an important process. 
From this point of view, the terrestrial planets have 

managed only to gather into their bodies mostly materials 
containing elements heavier than hydrogen and helium— 
materials such as silicate rocks and metallic iron or nickel, 
which can condense as solids from a gaseous phase even 
at relatively high temperatures (between 1,200 and 2,000 
K). In contrast, Uranus and Neptune have not only ac- 
cumulated rocky and metallic compounds but also ices of 
water, ammonia, and methane, which can condense from 
nebular gas only at much lower temperatures (between 100 
and 200 K). Jupiter and Saturn succeeded additionally in 
capturing substantial amounts of hydrogen and helium (in 
their envelopes). Since hydrogen and helium at plausible 
nebular pressures do not solidify unless the temperature is 
lower than even in the coldest regions of interstellar space, 
this suggests that in the two largest planets of the solar 
system gravitation did play a role in the direct acquisition 
of massive amounts of these gases. 
Pluto, which is small and icy and orbits farthest from 

the Sun, is not readily classifiable in the scheme outlined 
above. The discrepancy is not disruptive, however, be- 
cause Pluto, discovered in 1930, and its moon, Charon, 
discovered in 1978, are relatively minor bodies similar in 
composition to the comets. 
The terrestrial and Jovian planets possess other systematic 

differences: the former generally have no rings or satellites, 
while the latter each have a set of rings and many satellites. 
Here, Earth and Mars are exceptions to the rule. Earth has 
of course one satellite, the Moon; Mars has two, Phobos 
and Deimos. Of these exceptions, the more difficult case 
to explain has long remained the Moon because it is an 
unusually large object for a satellite. Indeed, the Moon is 
only somewhat smaller than the largest and most massive 
satellites in the solar system: Jupiter’s Ganymede, Saturn’s 
Titan, and Neptune’s Triton. In comparison, Phobos and 
Deimos are tiny objects that may well have been captured 
after Mars had already formed. 
The satellite and ring systems of the giant planets, par- 

ticularly those of Jupiter and Saturn, resemble miniature 
planetary systems. As an analogy, one may say that moons 
and rings are to the giant planets what the planets and 
the asteroid belt are to the Sun. The moons of the giant 
planets can be classified as either regular or irregular. 
The regular satellites have nearly circular orbits lying in 
the same plane as the equator of the parent planet and 
revolve in the same direction as its rotation. The irreg- 
ular satellites violate one or more of the above rules. In 
addition, they generally tend to be small bodies and to 

lie at large distances from the central planet. The regular 
satellites may have formed from protoplanetary disks that 
encircled the planet in the same manner as a protostellar 
disk encircled the Sun in the nebular hypothesis. The most 
likely explanation for the irregular satellites is that they 
are captured bodies. 

The thin flat rings that encircle Jupiter, Saturn, Uranus, 
and Neptune are composed of innumerable small solid 
bodies. Each piece of the ring is in a nearly perfect cir- 
cular orbit about the central planet. Theory suggests that 
noncircular motions are damped by mutual inelastic colli- 
sions of the particulate matter to very small values. These 
collisions would have led to gradual agglomeration into 
larger bodies had the rings not lain in such close proximity 
to the planet (i.e., within the Roche limit). The strong 
tidal forces that exist inside the Roche limit of a planet 
are believed to be capable of tearing apart loosely bound 
aggregates of particulate matter and thereby preventing 
their agglomeration into moons. It is unclear, however, 
whether planetary rings are the natural debris left over 
from an earlier period of satellite formation in a proto- 
planetary disk that extended almost to the planet’s surface 
or whether they arose from the more recent breakup and 
erosion (by continual collisions and by micrometeoroid 
bombardment) of some larger parent body. There does 
exist some evidence from dynamic studies of the gravi- 
tational interactions of the rings and satellites of Saturn 
that the rings may be appreciably younger than the solar 
system in general. 
Asteroids, meteoroids, comets, and interplanetary dust. 

In addition to the Sun and its wind and the nine plan- 
ets and their satellites, the solar system contains a large 
number of minor bodies. The most conspicuous of these 
are the asteroids and comets. Smaller bodies also exist— 
meteoroids, micrometeoroids, and interplanetary dust— 
but these probably are fragments of the larger asteroids 
and comets. Indeed, there is a continuous distribution of 
minor bodies in the solar system, from dust particles with 
radii of only a fraction of a micrometre to asteroids (or 
minor planets) with radii of several hundred kilometres, 
Asteroids are rocky or iron-bearing bodies found orbiting 

the Sun in great numbers in a belt between Mars and 
Jupiter. Nearly all of the total mass of.the asteroids, about 
10-3 that of the Earth, is contained in the largest examples 
such as Ceres, Pallas, and Vesta, but the largest numbers 
have radii of one to 10 kilometres (the lower limit being 
more a matter of nomenclature than of measurement). A 
few bodies, as, for example, Chiron, lie outside the belt 
between Mars and Jupiter. The exceptions, however, are 
relatively rare. The theoretical understanding of this ob- 
servational result lies in computer simulations that show 
that an asteroid placed almost anywhere else in the solar 
system besides the known asteroid belt would be unstable 
owing to gravitational perturbations by the planets. If the 
early solar system were littered with asteroid-sized bodies, 
then the emergence of the planets would have swept inter- 
planetary space relatively clean except for the debris that 
happened to have orbits fit for survival. 
Meteoroids are chunks of asteroids or comets that have 

Earth-crossing orbits. One theory for the production of 
meteoroids has them originating from the shattering of 
two asteroids that collide violently in space. Some of the 
pieces may subsequently suffer resonant interactions with 
Jupiter, which throw them in 10,000 to 100,000 years 
into elongated Earth-crossing orbits. A meteoroid entering 
the Earth’s atmosphere will heat up during the passage 
and become a meteor, a fiery “shooting star.” If the mass 
of the meteor exceeds one kilogram, it can survive the 
flight and land on the ground as a meteorite. Meteorites 
come in three basic compositions: stones, stony irons, and 
irons. Radioactive dating of meteorites establishes that 
they have a narrow range of ages. The time since their 
parent bodies first solidified equals about 4.6 < 10° years, 
which yields the conventional estimate for the age of the 
entire solar system. 
The cratering records on the airless (and therefore ero- 

sion-free) Moon and Mercury are consistent with a very 
heavy period of meteoritic impacts during the first sev- 
eral hundred million years of the history of the solar 

Asteroid 
sizes 



Oort cloud 

Nebular 
hypothesis 

system, with the bombardment tailing off dramatically 

about 4 X 10° years ago. This picture suggests that primi- 
tive asteroids and meteoroids may have been the building 
blocks (“planetesimals”) of the terrestrial planets (and per- 
haps also the cores of the giant planets) and that the 
present-day asteroids failed to be gathered into another 
full-fledged planet because their noncircular velocities are 
so high (probably owing to the past near-resonant action 
of Jupiter’s gravitational perturbations) as to cause them 
generally to shatter rather than to agglomerate when they 
collide. 
Comets also are cosmic debris, probably planetesimals 

that originally resided in the vicinity of the orbits of 
Uranus and Neptune rather than in the warmer regions 
of the asteroid belt. Thus, the nuclei of comets are icy 
balls of frozen water, methane, and ammonia, mixed with 
small pieces of rock and dust, rather than the largely 
volatile-free stones and irons that typify asteroids. In the 
most popular theory, icy planetesimals in the primitive 
solar nebula that wandered close to Uranus or Neptune 
but not close enough to be captured by them were flung 
to great distances from the Sun, some to be lost from the 
solar system while others populated what was to become 
a great cloud of cometary bodies, perhaps 10 trillion in 
number. Such a cloud was first hypothesized by the Dutch 
astronomer Jan Hendrik Oort. 
In the original version of the theory, the Oort cloud 

extended tens of thousands of times farther from the Sun 
than the Earth, a significant fraction of the way to the 
nearest stars. Random encounters with passing stars would 
periodically throw some of the comets into new orbits, 
plunging them back toward the heart of the solar system. 
As a comet nears the Sun, the ices begin to evaporate, 
loosening the trapped dust and forming a large coma that 
completely surrounds the small nucleus, which is the ulti- 
mate source of all the material. The solar wind blows back 
the evaporating gas into an ion tail, and radiation pres- 
sure pushes back the small particulate solids into a dust 
tail. Each solid particle is now an independently orbiting 
satellite of the Sun, and the accumulation of countless 

such passages by many comets contributes to the total 
quantity of dust particles and micrometeoroids found in 
interplanetary space. 
The total mass contained in all the comets is highly 

uncertain. Modern estimates range from 1 to 100 Earth 
masses. Part of the uncertainty concerns the reality of 
a hypothesized massive “inner Oort cloud”—or “Kuiper 
belt” (if the distribution is flattened)—of comets that 
would exist at distances from the Sun 40 to 10,000 times 
that of the orbit of the Earth. At such locations, the 
comets would not be much perturbed by typical passing 
stars nor by the gravity of the planets of the solar system, 
and the comets could reside in the inner cloud or belt 
for long periods of time without detection. It has been 
speculated, however, that a rare close passage by another 
star (possibly an undetected companion of the Sun) may 
send a shower of such comets streaming toward the inner 
solar system. If enough large cometary nuclei in such 
showers happen to strike the Earth, the clouds of dust and 
ash that they would raise might be sufficient to trigger 
mass biological extinctions. An event of this kind appears 
especially promising for explaining the relatively sudden 
disappearance of the dinosaurs from the Earth. 
Origin of the solar system. Modern versions of the 

nebular hypothesis all begin with the collapse of a rotating 
interstellar cloud that is destined to form the solar system. 
The tendency to conserve angular momentum causes the 
falling gas to spin faster and flatten, eventually forming a 
central concentration (protosun) surrounded by a rotating 
disk of matter. Detailed calculations show that there may 
be a prolonged phase of infall that continues to build up a 
disk of increasing mass and size. There also may be some 
accretion of the material in the disk onto the star, the 

process transferring mass inward and angular momentum 
outward, which helps to explain why the Sun presently 
contains 99.9 percent of the total mass of the solar system 
but only 2 percent of the total angular momentum. 
Because the chemical compositions of the planets as a 

function of increasing radial distance from the Sun follow 
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a pattern that corresponds to sequential condensation from 
a gaseous state, cosmochemists originally postulated, for 
simplicity, that the solar nebula began in a hot and purely 
gaseous state. Small pieces of solids were then imagined 
to have condensed from the gas in the disk as the latter 
slowly cooled from high temperatures, with the coolest 
final temperatures being reached at the greatest distance 
from the centre. The process is akin to soot forming out of 
a smoking candle flame. Astronomical observations, how- 
ever, show that dust grains of approximately the correct 
composition already exist in the interstellar medium, and 
theoretical calculations indicate that the refractory cores 
of the grains would survive introduction into most of the 
primitive solar nebula. The icy mantles that coat the grain 
cores would, however, be evaporated away in the inner 
solar system. It is probable, therefore, that the systematics 
of the observed planetary compositions reflect not a con- 
densation sequence but rather an evaporation sequence. 
In any case, whether the dust particles form by chemical 

condensation from the nebular gas or exist from the start, 
there seems little doubt that they would grow rapidly by 
various agglomeration processes and dissipatively settle 
into a thin layer of particulate matter in the midplane of 
the disk. Planetesimals of the sizes of asteroids and the 
nuclei of comets accumulate in this thin layer and further 
grow by gravitational processes into full-sized planets. The 
formation of the planets under these dissipative circum- 
stances would explain why their orbits are nearly coplanar 
and circular. 
Insofar as the planets first grow by the accumulation of 

solids, it is interesting to note that observations indicate all 
four Jovian planets to have rocky and icy cores containing 
15-25 Earth masses. In addition to such cores, Jupiter and 

Saturn have hydrogen and helium envelopes amounting 
to about 300 and 70 Earth masses, respectively. This sug- 
gests, as theoretical calculations bear out, that 15-25 Earth 
masses represents a critical mass above which a growing 
planet in the solar nebula will begin to gravitationally 
gather nebular gas faster than it will accumulate solids. 
Indeed, once a protoplanet becomes massive enough, it 
can efficiently eject solid bodies as well as capture them. 
(The ones catapulted out by Jupiter and Saturn are likely 
to escape the system altogether.) In this way did Jupiter 
and Saturn become large and grow to occupy large areas. 
Why Uranus and Neptune did not also gather massive 

gaseous envelopes is somewhat of a mystery. One possible 
theory is that, at the distances of Uranus and Neptune in 

the solar nebula, energetic radiation from the young Sun 
can dissociate hydrogen molecules and ionize the resul- 
tant atoms, heating the surface layers strongly enough (to 
about 10,000 K) to disperse the nebular gas over a period 
of about 10’ years. The full accumulation of the planetary 
cores of Uranus and Neptune probably took longer, and 
therefore their formation occurred in a relatively gas-free 
environment. 
The growth of Pluto through the aggregation of many 

millions of cometlike bodies may have been limited by 
having to occur at the outermost fringes of the primitive 
solar nebula. Its moon, Charon, may have resulted either 
through fission of a rapidly rotating common parent body 
or through a late encounter and capture. Icy planetesimals 
that had close but noncolliding encounters with Uranus 
and Neptune either were thrown into the Sun (or into 
other planets) or now populate the Oort cloud of comets. 
Interior to Jupiter the planets are all small. A plausible 

explanation follows from the observation that the solar 
nebula inside Jupiter’s orbit may have been too hot to 
allow methane, ammonia, and water to exist in solid 

form. Computer simulations by the American geophysicist 
George Wetherill show that, restricted to the accumula- 
tion of only the rarer rocks and irons, the rapid runaway 
growth of planetesimals to embryos in the inner solar sys- 
tem stalls at masses comparable to the Moon’s. Once a few 
hundred embryos of Moon-like masses have accumulated 
most of the solid matter in their immediate “feeding” 
zones, it takes them more than 108 years gravitationally to 
pump up each other’s eccentricities and aggregate through 
orbit crossings into four terrestrial planets. 
A long duration for the formation of the terrestrial planets 
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(supported by crater counts that indicate a prolonged pe- 
riod of bombardment extending over some 5 X 108 years) 
suggests that Jupiter may have finished forming before the 
terrestrial planets did. A massive body at Jupiter’s orbit 
may have then so stirred up the orbits of the planetesimals 

in the asteroid belt as to have prevented them from ac- 

cumulating into a large body (see above). A fully formed 
Jupiter also may have stunted the growth of nearby Mars, 
explaining why Mars is so much smaller a terrestrial planet 
than either Venus or Earth. 

The giant planets may also have sent fairly large bodies 
careening through the early solar system. In one ver- 
sion of the event, by the American astrophysicist Alastair 
G.W. Cameron and coworkers, a Mars-sized body crashed 
obliquely into the primitive Earth. The molten core of 
the intruder sank to the centre of the molten proto-Earth, 
but mantle material from both bodies went into orbit and 
eventually reaccreted into the Moon. The formation of 
the Moon from rocky substances would then explain why 

the lunar landings found the Moon to be much poorer in 
iron than the Earth. 

A similar scenario purports to explain a compositional 
peculiarity in Mercury. A massive body from the asteroid 
belt sent close to the Sun would acquire such large veloci- 

ties that on collision with Mercury it would splash off not 
only its own rocky mantle but much of Mercury’s as well. 
An event of this kind might explain why Mercury has 
such a small rocky envelope in relation to its iron-nickel 
core when compared with the same features in Venus, 
Earth, and Mars. 

Giant impacts would also add a chaotic element to the 
acquisition of planetary spins. Perhaps this accounts for 
the fact that, while most of the equators of the planets 
lie in roughly the same plane as their orbits about the 
Sun, Venus spins in a retrograde sense, whereas Uranus’ 
spin axis is tilted over on its side. In reconstructing the 
details of the formation of the solar system, astronomers 

work under the handicap of not knowing whether certain 
special features arise as a general rule or as an exceptional 
circumstance. 

Extrasolar planetary systems. The astronomical detec- 
tion of planetary systems around other stars would help 
enormously to loosen the restrictions imposed by being 
able to study only one example. Although claims have 
been made for the discovery of planets around pulsars 
(spinning magnetized neutron stars), relevant comparisons 
can be made for the solar system only if the central object 
is a normal star. For such cases, the task of detection 
is made difficult by the glare of the star. At least two 
independent lines of evidence exist, however, that relate 
indirectly to the existence of extrasolar planetary systems. 
First, it is known from studies of gas clouds where stars 

are currently forming in the Galaxy that such regions 
generally rotate too quickly to collapse to a single normal 
star without any companions. Investigators know of many 
examples where the excess angular momentum has appar- 
ently been absorbed in the birth of a nearby orbiting star; 
indeed, binary stars are known to be the most common 
outcome of the star-formation process. It is, nevertheless, 
encouraging that infrared searches for faint companions 
around apparently single stars have found a few candi- 
dates for objects that lie intermediate to the least massive 
normal star and a giant planet such as Jupiter. 
Second, infrared images taken from Earth-orbiting and 

ground-based telescopes have found flattened distributions 
of particulate solids encircling young stars that resemble 
the type of dusty nebular disk long hypothesized for the 
origin of the solar system. In a few cases, there have also 
been detections, from spectroscopic observations at mil- 
limetre and near-infrared wavelengths, of gaseous molec- 
ular material coextant with the solid particulates. These 
observations lend strong support to the view that the cre- 
ation of planetary systems is likely to be a common by- 
product of the process of star formation. 

STARS AND THE CHEMICAL ELEMENTS 

Stars are the great factories of the universe. They grad- 
ually transform the raw material that emerged from the 
big bang into an array of versatile chemical elements that 

makes possible the birth of planets and their inhabitants. 
The empirical evidence for the vital role that stars play 

in nucleosynthesis lies in the spectroscopic analysis of 
the atmospheric compositions of different generations of 
stars. The oldest stars, which belong to globular clusters, 
possess very little in the way of elements heavier than 
hydrogen and helium—in some cases, less than 1 percent 
of the value possessed by the Sun. On the other hand, 
the youngest stars, which have ages on the order of 106 
years, have heavy elements in even slightly greater abun- 
dance than the Sun. Astronomers give these results explicit 
recognition by designating stars with high heavy-element 
abundance as Population I stars; those with low heavy- 
element abundance are said to be Population II stars. 
The accepted interpretation of the abundance differences 

of Populations I and II is that stars synthesize heavy el- 
ements in their interiors. In the process of dying, some 
stars spew great quantities of this processed material into 
the gas clouds occupying the regions between the stars. 
The enriched matter then becomes incorporated into a 
new generation of forming stars, each successive gener- 
ation having on average a greater proportion of heavy 
elements (and helium) than the last. During the 20th cen- 

tury astronomers have obtained considerable insight into 
why these processes should be the natural outcome of the 
structure and evolution of stars. 
Main-sequence structure of the stars. The same general 

principles that determine the structure of the Sun apply 
more broadly to all normal stars: (1) Hydrostatic equilib- 
rium—for a star to be mechanically in equilibrium, the 
internal pressure must balance the weight of the material 
on top. (2) Energy transfer—photons diffusively carry en- 
ergy outward from a hot interior; if the luminosity to be 
carried exceeds the capacity of photon diffusion, convec- 
tion ensues. (3) Energy balance—for a star to be thermally 
in equilibrium, the energy carried outward by radiative 
diffusion or convection must be balanced by an equal 
release of nuclear energy; if the rate of thermonuclear fu- 
sion is inadequate, gravitational contraction of the central 
regions will result, usually accompanied by an expansion 
of the outer layers. 
Most of the time of the luminous stages of a star’s life is 

spent on the main sequence, when it stably fuses hydrogen 
into helium in its core. The fusion process in a star with 
mass slightly greater than one solar mass is somewhat 
different from that in a star of one solar mass or less. 
In high-mass stars, hydrogen fusion occurs at high tem- 
peratures using preexisting nuclei of carbon and nitrogen 
as catalysts and, in the process, converting much of the 
carbon into nitrogen. In low-mass stars, hydrogen fusion 
occurs by direct combination of the hydrogen nuclei or 
their reaction products. The end product, however, is the 
same: the conversion of four hydrogen nuclei into one 
helium nucleus, with the release of the nuclear binding 
energy as a source of heat for the star. 
The time that a low-mass star spends on the main se- 

quence differs drastically from that of a high-mass star. 
On the main sequence, a low-mass star spends its nuclear 
resource thriftily; a high-mass star, prodigiously. Hence, 
core hydrogen exhaustion for low-mass stars is delayed in 
comparison to high-mass stars. The main-sequence life- 
time of a star half as massive as the Sun is about 3 X 10!° 
years, whereas that of a star of 50 solar masses would be 
roughly 3 X 10° years. 
Since the lifetime of a high-mass star is much less than 

the age of the Galaxy (roughly 10'° years) and since such 
stars exist during the present epoch in the Galaxy, the 
formation of high-mass stars must be an ongoing process. 
This is borne out by observations of the Galaxy and exter- 
nal galaxies, where bright blue stars are always found near 
giant clouds of gas and dust—the sites of both high-mass 
and low-mass star formation. 
One of the most important tests for the theory of stellar 

structure and evolution comes from the examination of 
star clusters. Star clusters are gravitationally bound stellar 
groups that occur in two basic types: globular clusters, 
which typically are rich systems containing perhaps one 
million members distributed in a compact spherical vol- 
ume with a strong concentration toward the centre, and 
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open clusters, which typically are poor systems containing 
1,000 members or fewer distributed loosely throughout an 

irregular volume. Globular cluster stars belong to Popu- 
lation II, while open cluster stars belong to Population I 
(see GALAXIES). 

All astronomical observations of a star cluster indicate 
that its members formed from the same parent cloud. 
Thus, the stars in a cluster have the same age and the same 
initial compositions; the only notable difference among 
them is their masses. Since stars of different masses evolve 
at different rates, it should be possible to see a progres- 
sion of evolutionary states as stars of increasing mass are 
considered. The effect is indeed seen, and the comparison 
of theoretical predictions with astronomical observations 
of star clusters yields one of the most satisfactory success 
stories of modern astrophysics. Such studies allow esti- 
mates of the ages of star clusters. The oldest turn out to be 
the globular clusters; they have ages estimated by various 
investigators between 1 X 10!° and 1.8 X 10° years. Within 
the errors of the determinations, the ages of globulars 
are consistent with the expansion age of the universe— 
approximately 1.5 X 10!° years—obtained from Hubble’s 
law. Thus, the globular cluster stars in the Galaxy must 
constitute some of the oldest stars in the Cosmos. 
On the main sequence, a high-mass star is not only 

much more luminous than a low-mass star, but it also 
appears much bluer because its surface temperature is a 
few tens of thousands degrees instead of a few thousand 
degrees. The difference in surface temperature manifests 
itself not only in broadband colours but also in the pattern 
of atomic absorption lines that appear in spectroscopic 
diagnostics of the star. The Latin letters OBAFGKM are 
used to classify stars of different spectral types, with O 
stars having the hottest surface temperatures and M stars 
the coolest. The Sun is a G star. This classification scheme 
applies to all stars, not merely to those on the main se- 
quence. To distinguish stars on the main sequence from 
those in different evolutionary states, astronomers intro- 
duced the concept of luminosity class. These categories are 
designated by Roman numerals from I to V, with I corre- 
sponding to supergiants and V to dwarfs. Main-sequence 
stars are dwarfs because stars have their smallest sizes as 
luminous objects when they shine by hydrogen fusion in 
the core, and a small star (dwarf or subgiant) of a given 
spectral type—i.e., surface temperature—radiates less than 
a large star (giant or bright giant or supergiant) of the 
same spectral type. Stars smaller than main-sequence stars 
are known (white dwarfs, neutron stars, or black holes), 
but they are very faint and are not normal stars and so 
are not assigned classifications in the normal scheme. 
About 90 percent of the luminous stars in a galaxy at any 

given time are on the main sequence. Most of the mass 
of a galaxy is contained in low-mass stars, but the small 

number of high-mass stars contributes a disproportionate 
fraction of the total light, especially at blue wavelengths. 
Most of the light at red wavelengths comes from evolved 
stars because all stars tend to become redder as they 
evolve from the main sequence (i.e., as their surfaces ex- 
pand and cool). In addition, low-mass stars also tend to 
brighten as they age. 
The end states of stars. The attempt of stars to achieve 

mechanical and thermal balance during their luminous 
lifetime leads inexorably to their demise. The fundamental 
reason is simple, at least in outline. Because a normal star 
is composed of ordinary compressible gases, it has to be 
hot inside to sustain the thermal pressure that resists the 
inward pull of its self-gravity. On the other hand, interstel- 
lar space is dark and cold; radiant heat flows continuously 
from the star to the universe. The nuclear reserves that 
offset this steady drain are finite and can only offer tempo- 
rary respites. When they have run out, the star must die. 
Astronomers believe that there are four possible end 

states for a star: (1) There may occur a violent explosion 
that completely overcomes self-gravity and disperses all 
constituent matter to interstellar space; this would leave 
nothing. behind as the stellar remnant. (2) The free elec- 
trons in the core of the star may finally become so densely 
packed that quantum effects allow them to exert enough 
pressure (termed electron-degeneracy pressure; see below) 
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to support the star even at zero temperature; this would 

leave behind a white dwarf as the stellar remnant. (3) If 

the mass of the core exceeds the maximum value—the 

Chandrasekhar limit of 1.4 solar masses—allowed for a 
white dwarf, the compression of the stellar matter may 
finally be stopped at nuclear’ densities; this would leave 

behind a neutron star. (4) If the mass of the core is so 

large that even nuclear forces are incapable of supporting 
the star against its self-gravity, the gravitational collapse 
of the star may continue to a highly singular state at the 
centre; this would leave behind a black hole. 
Observations of star clusters and highly evolved objects 

suggest that stars initially less massive than about eight so- 
lar masses are able to lose enough of their envelopes in the 
final stages of normal stellar evolution that their burnt-out 
cores fall below the Chandrasekhar limit, resulting in a 
white dwarf remnant. Theoretical calculations are able to 
reproduce this result if empirical envelope-mass loss rates 
are adopted for the later stages of the evolution. In the 
range of 8 to 25 solar masses, the star is believed to suffer 
an iron-core collapse, giving an implosion of the central 
regions to form a neutron star and an expulsion of the 
envelope in a supernova explosion. Above 25 solar masses 
or so, the situation remains somewhat confused. Some 
stars may lose so much mass in powerful winds that their 
hydrogen envelopes are stripped clean. When they finally 
explode, they do so as supernovas of what astronomers 
term type Ib or Ic. In other stars, the energy deposited by 
neutrino emission (see below) may not suffice to blow off 
the outer layers, and the entire star collapses inward to 
form a black hole. 
Observations of stellar remnants are reasonably in accord 

with the above picture. White dwarfs slowly cooling to the 
same temperature as the universe (3 K) seem to account 
for most of the dying stars, which is consistent with the fact 
that most stars are born with relatively low masses. At the 
sites of some historical supernova explosions, astronomers 
have found objects called pulsars, which are thought to 
be rotating magnetized neutron stars. And in some close 
binary systems, where a normal star is transferring matter 
to a compact companion, the companion can be inferred 
in different situations to be a white dwarf, a neutron star, 
or a black hole. 
The evolution of stars. Whenever nuclear fuel runs out 

in the central regions of a star (e.g., when hydrogen be- 
comes exhausted at the end of the main-sequence stage of 
stellar evolution), the core must contract and heat up. This 
increases the flow of energy to the outside, which acceler- 
ates evolution. A shell of materia! outside the contracting 
core may become hot enough to trigger thermonuclear 
fusion, and eventually the central temperature also may 
rise enough to ignite what was previously nuclear ash into 
new fuel. The entire process will then repeat. Thus, core 
fusion of hydrogen into helium can give way to shell hy- 
drogen fusion. This can be followed by helium ignition in 
the core, with the star now possessing a shell of hydrogen 
fusing into helium and a core of helium fusing (with itself 
twice) into carbon. If the temperature rises sufficiently, 
the carbon can also capture a helium nucleus to become 
oxygen. Helium exhaustion in the core is followed by 
helium fusing in a shell and hydrogen fusing in another 
shell above that. Then, core ignition involving carbon 
or oxygen fusing with themselves can yield a variety of 
still heavier elements. The layered shell structure and the 
chain of possible reactions become more and more com- 
plicated, generating along the way such common elements 
as silicon, sulfur, and calcium, but the process cannot 
proceed forever. Eventually, if nothing else intervenes, 
iron will be created. The nucleus of the iron atom is the 
most bound of all atomic nuclei; it is not possible to 
release nuclear energy by adding nucleons (i.e., protons 
and/or neutrons) to iron (or subtracting them). Hence, if 
iron is created, as in the cores of the more massive stars, 
the star must come to a catastrophic end because it will 
continue to lose heat to its surroundings. What happens 
in computer simulations of this event is that the core of 
the star implodes, forming a large mass of hot neutrons at 
temperatures and densities considerably in excess of 10° K 
and 10'4 g/cm} (grams per cubic centimetre). Under such 
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conditions, huge numbers of neutrinos are released, and 
these elementary particles appear capable of depositing 
enough energy into the extremely dense infalling envelope 
of the star to drive an outwardly propagating shock wave 
that expels the envelope in a supernova explosion. In this 
way a wide variety of the nuclear products of stellar evo- 

lution can be introduced into the interstellar medium to 
enrich the general elemental mix. From this point of view, 
it is encouraging that, apart from hydrogen and helium, 
elements that are bountiful in the natural environment 
(and in living species)—carbon, nitrogen, oxygen, silicon, 
sulfur, calcium, iron, etc.—also lie on the main line of 
stellar nucleosynthesis. 

The prediction that supernova explosions should liberate 

huge quantities of neutrinos found confirmation in the 
sudden brightening in 1987 of a previously known star in 
the Large Magellanic Cloud. The appearance of Supernova 
1987A (SN 1987A), as this object was called, coincided 

with a burst of neutrino emission recorded by high-energy 
physics experiments originally designed to detect proton 
decay (see below). The magnitude and timing of the neu- 
trino burst fit well with the model of the iron-core collapse 
of a star whose mass on the main sequence amounted to 

about 20 solar masses. Subsequent measurements of the 
light curve demonstrated that, in general agreement with 
nucleosynthetic expectations, SN 1987A ejected about 
0.07 solar mass of the radioactive isotope nickel-56, with 
a half-life of 6 days, which decays into cobalt-56, with a 
77-day half-life, and then into stable iron-56. 
Another interesting by-product of the supernova mecha- 

nism described above is that large numbers of free neutrons 
can be liberated in the envelope. Seed nuclei can cap- 
ture these free neutrons to become heavier and eventually 
create many of the elements beyond iron in the periodic 
table, including radioactive species like uranium. Different 
isotopes of uranium decay at different rates, and know- 
ing the primitive ratios in which supernovas create these 
isotopes enables radiochemists to compute, from the cor- 
responding measured values in uranium ore, the elapsed 
time since these isotopes were produced and introduced 
into the solar system. Depending on the rates of supernova 
explosions in the history of the Galaxy, these calculations 
indicate that uranium synthesis began between 6 X 10? 
and 1.5 X 10!° years ago. This, then, is another method 
for independently estimating the age of the Galaxy. Again, 
within the uncertainties of the determination, the value is 
consistent with the Hubble expansion age (see The extra- 
galactic distance scale and Hubble’s constant). 
The fundamental difference in evolutionary outcomes 

between high-mass and low-mass stars can be traced to 
the theory of white dwarfs. Basically, every star eventually 
tries to generate a white dwarf at its core as it evolves and 
undergoes core contraction. During the 1920s, with the 
dawn of modern quantum mechanics, the British physi- 
cist Ralph H. Fowler showed that a white dwarf has the 
peculiar property that the more massive it is, the smaller 
its radius. The reason is relatively simple: a more massive 
white dwarf has more self-gravity, and so more pressure 
is required to counter the stronger gravity. Pressure in- 
creases when the degenerate electron gas constituting a 
white dwarf is compressed; it becomes strong enough to 
balance gravitational force only at very great densities. 
Consequently, equilibrium between the internal degener- 
acy pressure and the force of gravity is reached at a smaller 
size for a more massive white dwarf. 
The American astrophysicist Subrahmanyan Chan- 

drasekhar made a crucial modification to this hypothesis 
in order to accommodate Einstein’s special theory of 
relativity. Chandrasekhar showed that relativistic effects 
imposed an upper limit on the mass of possible white 
dwarfs. This limit arises because electrons cannot move 
faster than the speed of light; there comes a point where 
the increase in internal degeneracy pressure is no longer 
able to keep the self-gravity from literally trying to crush 
the star to zero size. For likely white-dwarf compositions, 
this limit corresponds to 1.4 solar masses as noted above. 
Consider a star that attempts to exceed the Chandrasekhar 

limit, assuming that it has enough material—even after 
envelope-mass loss—to try to build a massive white dwarf 

by depositing layer after layer of nuclear ash into its core. 
As the limit is approached, the core’s outer boundary 
shrinks almost to arbitrarily small dimensions, generating 
above it enormous gravitational fields. To counteract the 
gravity, the pressures in the shell above the core must rise 
correspondingly, yielding densities and temperatures that 
are as high as needed to drive all thermonuclear reactions 
to completion. If nothing else intervenes, this situation 
must end in the iron catastrophe described above. 
In contrast, in a low-mass star the final mass of the 

core may end up well below the Chandrasekhar limit. 
The shells outside the core may still become dense and 
hot enough to yield copious amounts of hydrogen and 
helium fusion, and this heat input into the envelope will 
greatly distend the envelope of the star, bringing the star 
to the red giant and red supergiant evolutionary phases 
that characterize the later stages. The outer atmospheres 
of such stars are often cool enough to allow the conden- 
sation of some of the heavy elements into solid particles. 
Dust grains composed of a rocky silicate are probably the 
most common outcome, but graphite or silicon carbide 
grains are possibilities in carbon-rich stars. In any case, 
because the envelope of the star is so extended, the sur- 
face gravity is too weak to hold the atmospheric mix of 
gas and dust, and this mixture blows out of the star as 
a prodigious stellar wind. Objects in this state are called 
planetary nebulas. The observed loss of matter occurs 
at a rate rapid enough to strip off the entire envelope, 
revealing eventually a white-hot core that is now a bare 
white dwarf. Since the mass loss reduced the stellar mass 
below the Chandrasekhar limit, the core never progressed 
to very advanced stages of nuclear fusion, giving the most 
common white dwarfs in the Galaxy a likely composition 
of carbon and oxygen. 
Interstellar clouds. Observations conducted at radio, 

infrared, and optical wavelengths show that the majority 
of stars are formed from giant clouds of gas and dust that 
exist in interstellar space. There are three basic varieties 
of clouds that astronomers distinguish on the basis of 
the dominant physical state in which the hydrogen gas is 
found: atomic, molecular, or ionized. Hydrogen is singled 
out in the classification scheme because of its preeminent 
abundance in the Cosmos. < 
Atomic hydrogen clouds are the most widely distributed 

in interstellar space and, together with molecular hydro- 
gen clouds, contain most of the gaseous and particulate 
matter of interstellar space. Molecular hydrogen clouds 
contain a wide range of molecules besides the hydrogen 
molecule H, and for that reason are simply called molec- 
ular clouds. Ionized hydrogen clouds, called H II regions 
by astronomers, are fluorescent masses of gas, such as the 
famous Orion Nebula, which have been lit up by hot blue 
stars recently born from the neutral gas, the hydrogen 
becoming dissociated and ionized because of the copious 
outpouring of ultraviolet photons from such massive stars. 
Dust particles are suspended in all three types of clouds, 

and their effects can be seen in the absorption and scat- 
tering of optical light or in the thermal emission of in- 
frared radiation. The refractory cores of the dust grains 
were probably expelled from the atmospheres of countless 
red giant stars, although icy mantles may be acquired in 
molecular clouds by the adhesion of molecules to the cold 
grain surfaces when they collide. It has been estimated 
that dust grains typically account for 1 percent of the mass 
of an interstellar cloud. Because the internal constitution 
of dust is primarily elements heavier than hydrogen and 
helium and because the cosmic mass fraction of all such 
elements is only a few percent of the total, dust grains 
must contain a significant fraction of the total cosmic 
abundance of heavy elements. This deduction is in accord 
with the observational finding that many heavy elements 
are severely underrepresented in the gas phase of inter- 
stellar clouds. They presumably have condensed out as 
solid particles. 
Of greatest interest to the present discussion are the 

molecular clouds, because it is from giant complexes of 
such clouds that most stars are formed. Radiative cooling 
by the molecules and dust in them keeps the matter at very 
low average temperatures, about 10 K, and at relatively 
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high densities as compared with atomic hydrogen clouds. 
These two circumstances, combined with the large mass 
(105 or 10° solar masses) of a typical giant molecular cloud 
complex, make molecular clouds ideal sites for star forma- 
tion because, even with dimensions spanning hundreds of 
light-years, they are held together by their self-gravitation. 
Once a gaseous astronomical body becomes self-gravitat- 
ing, the formation of still more condensed states—in this 
case, stars—is almost inevitable. 
Star formation. Detailed radio maps of nearby molec- 

ular clouds reveal that they are clumpy, with regions 
containing a wide range of densities—from a few tens of 
molecules (mostly hydrogen) per cubic centimetre to more 
than one million. Stars form only from the densest re- 
gions, termed cloud cores, though they need not lie at the 
geometric centre of the cloud. Large cores (which probably 
contain subcondensations) up to a few light-years in size 
seem to give rise to unbound associations of very massive 
stars (called OB associations after the spectral type of their 
most prominent members, O and B stars) or to bound 
clusters of less massive stars. Whether a stellar group ma- 
terializes as an association or a cluster seems to depend on 
the efficiency of star formation. If only a small fraction 
of the matter goes into making stars, the rest being blown 
away in winds or expanding H II regions, then the remain- 
ing stars end up in a gravitationally unbound association, 
dispersed in a single crossing time (diameter divided by 
velocity) by the random motions of the formed stars. On 
the other hand, if 30 percent or more of the mass of the 
cloud core goes into making stars, then the formed stars 
will remain bound to one another, and the ejection of 
stars by random gravitational encounters between cluster 
members will take many crossing times. 
Low-mass stars also are formed in associations called 

T associations after the prototypical stars found in such 
groups, T Tauri stars. The stars of a T association form 
from loose aggregates of small molecular cloud cores a few 
tenths of a light-year in size that are randomly distributed 
through a larger region of lower average density. The 
formation of stars in associations is the most common 
outcome; bound clusters account for only about | to 10 
percent of all star births. The overall efficiency of star for- 
mation in associations is quite small. Typically less than 1 
percent of the mass of a molecular cloud becomes stars in 
one crossing time of the molecular cloud (about 5 x 10° 
years). Low efficiency of star formation presumably ex- 
plains why any interstellar gas remains in the Galaxy after 
10'° years of evolution. Star formation at the present time 
must be a mere trickle of the torrent that occurred when 
the Galaxy was young. 
A typical cloud core rotates fairly slowly, and its distri- 

bution of mass is strongly concentrated toward the centre. 
The slow rotation rate is probably attributable to the 
braking action of magnetic fields that thread through the 
core and its envelope. This magnetic braking forces the 
core to rotate at nearly the same angular speed as the 
envelope as long as the core does not go into dynamic 
collapse. Such braking is an important process because it 
assures a source of matter of relatively low angular mo- 
mentum (by the standards of the interstellar medium) for 
the formation of stars and planetary systems. It also has 
been proposed that magnetic fields play an important role 
in the very separation of the cores from their envelopes. 
The proposal involves the slippage of the neutral compo- 
nent of a lightly ionized gas under the action of the self- 
gravity of the matter past the charged particles suspended 
in a background magnetic field. This slow slippage would 
provide the theoretical explanation for the observed low 
overall efficiency of star formation in molecular clouds. 
At some point in the course of the evolution of a molec- 

ular cloud, one or more of its cores become unstable and 
subject to gravitational collapse. Good arguments exist 
that the central regions should collapse first, producing a 
condensed protostar whose contraction is halted by the 
large buildup of thermal pressure when radiation can no 
longer escape from the interior to keep the (now opaque) 
body relatively cool. The protostar, which initially has a 
mass not much larger than Jupiter, continues to grow by 
accretion as more and more overlying material falls on 
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top of it. The infall shock, at the surfaces of the protostar 
and the swirling nebular disk surrounding it, arrests the 
inflow, creating an intense radiation field that tries to work 
its way out of the infalling envelope of gas and dust. The 
photons, having optical wavelengths, are degraded into 
longer wavelengths by dust absorption and reemission, so 
that the protostar is apparent to a distant observer only as 
an infrared object. Provided that proper account is taken 
of the effects of rotation and magnetic field, this theoreti- 
cal picture correlates with the radiative spectra emitted by 
many candidate protostars discovered near the centres of 
molecular cloud cores. 
An interesting speculation concerning the mechanism 

that ends the infall phase exists: it notes that the inflow 
process cannot run to completion. Since molecular clouds 
as a whole contain much more mass than what goes into 
each generation of stars, the depletion of the available raw 
material is not what stops the accretion flow. A rather dif- 

ferent picture is revealed by observations at radio, optical, 
and X-ray wavelengths. All newly born stars are highly 
active, blowing powerful winds that clear the surrounding 
regions of the infalling gas and dust. It is apparently this 
wind that reverses the accretion flow. 
The geometric form taken by the outflow is intriguing. 

Jets of matter seem to squirt in opposite directions along 
the rotational poles of the star (or disk) that sweep up 
the ambient matter in two lobes of outwardly moving 
molecular gas—the so-called bipolar flows. Such jets and 
bipolar flows are doubly interesting because their counter- 
parts were discovered some time earlier on a fantastically 
larger scale in the double-lobed forms of extragalactic ra- 
dio sources (see below Quasars and related objects). 
The underlying energy source that drives the outflow 

is unknown. Promising mechanisms invoke tapping the 
rotational energy stored in either the newly formed star 
or the inner parts of its nebular disk. There exist theories 
suggesting that strong magnetic fields coupled with rapid 
rotation act as whirling rotary blades to fling out the 
nearby gas. Eventual collimation of the outflow toward 
the rotation axes appears to be a generic feature of many 
proposed models. 
Pre-main-sequence stars of low mass first appear as visi- 

ble objects, T Tauri stars, with sizes that are several times 

their ultimate main-sequence sizes. They subsequently 
contract on a time scale of tens of millions of years, the 
main source of radiant energy in this phase being the 
release of gravitational energy. When their central tem- 
peratures reach values comparable to 10’ K, hydrogen 
fusion ignites in their cores, and they settle down to long 
stable lives on the main sequence. The early evolution of 
high-mass stars is similar; the only difference is that their 
faster overall evolution may allow them to reach the main 
sequence while they are still enshrouded in the cocoon of 
gas and dust from which they formed. 

GALAXIES 

Astronomers have found that most of the matter in the 
universe is concentrated in galaxies. Paradoxically, they 
also have discovered from studying galaxies that the uni- 
verse may contain large quantities of mass that does not 
emit any light. There are some hints that this hidden mass, 
or dark matter, may not even be in the form of ordinary 
material. The discrepancy between the mass that can be 
seen in galaxies and the mass needed to account for their 
gravitational binding has become one of the foremost un- 
solved problems in’modern astrophysics. 
The Milky Way Galaxy. Any discussion of galaxies 

should begin with the local system, where the wealth of 
information is greatest. The Galaxy contains three main 
structural components: (1) a thin flat disk of stars, gas, 
and dust, (2) a spheroidal central bulge containing only 
stars, and (3) a quasi-spherical halo of old stars. The Sun 
is found in the first component, while globular clusters are 
found in the third. The nucleus of the Galaxy lies at the 
centre of all three components, but it cannot be seen op- 
tically from the solar system because of the thick tracts of 
dust that lie in the disk between it and the galactic centre, 
obscuring the view. The nucleus can be probed at radio, 
infrared, X-ray, and gamma-ray wavelengths; a descrip- 
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tion of these findings is provided below in a more general 
discussion of the activity witnessed in galactic nuclei. 
A hint of the processes of the formation and evolution of 

the Galaxy is contained in the general correlation between 
the spatial location of a star in the galactic system and its 

heavy-element abundance. The stars found in the disk of 
the Galaxy are mostly Population I stars; those in the halo 
are of the Population II type; and those in the bulge are 
a mixture of the two. This correlation was first noticed 

in the 1940s by the American astronomer Walter Baade 
from his investigation of the Andromeda galaxy. Since 
the theory of nucleosynthesis states that the abundance of 
heavy elements in successive generations of stars should 

increase with age, it can be deduced that star formation 
in the halo terminated long ago, while it has continued in 
the disk to the present day. 

The shapes acquired by the different stellar components 
can be understood in terms of the orbital characteristics 
of the different stellar populations. For Population I stars, 
the motion corresponds nearly to circular orbits in a single 
plane; the random velocities above the circular component 
are small, accounting for the flattened shape of the galactic 
disk. For Population II stars, the noncircular velocities are 
much larger; the stars orbit randomly about the Galaxy 
like a swarm of bees around a hive, accounting for the 
spheroidal shapes of the galactic bulge and halo. 
In 1962 Olin Eggen of Australia, Donald Lynden-Bell of 

England, and Allan Sandage of the United States pieced 
together the chemical and kinematic lines of evidence to 
argue that the Galaxy must have originated through the 
coherent dynamic collapse of a single large gas cloud, in 
which the stars of the halo condensed quickly (within 
about 2 X 108 years) from the gas, to be followed by the 
formation of the bulge and disk. Subsequent discoveries 
that the globular clusters of the halo have a spread’ of 
heavy-element abundances and probable ages and that 
some stars in the bulge are as old or older than the oldest 
stars in the halo have cast doubt on this simple view. An 
alternative scenario pictures the Galaxy to have built up 
relatively slowly over a period of a few times 10° years 
through the agglomeration of smaller galactic fragments. 
Some astronomers believe that a “thick-disk” component 
reported for the Milky Way system and other galaxies arise 
by this process, but too great a thickening of the layer of 
stars in the disk may result if the captured companions 
have more than about 10 percent of the Galaxy’s mass. 
Although the velocities of the stars within a few thousand 

light-years of the Sun in the direction perpendicular to 
the galactic plane are generally small, they are not zero. 
By investigating the statistics of these motions and the 
vertical structure of the disk, it is possible to deduce the 
vertical component of the gravitational field of the Galaxy 
and thereby the total mass of material required locally 
to supply the observed gravity. The quantity of required 
material is called Oort’s limit (after the aforementioned 
J.H. Oort), and it exceeds by a factor of about two the 
quantity of available material, as observed in the form of 
known stars and gas clouds. This result constitutes the 
closest example of a general discrepancy arising on galactic 
scales whenever dynamically derived masses are compared 
with direct counts of observationally accessible objects. 
The missing matter in Oort’s limit refers, however, to a 
flattened population and may differ in ultimate resolution 
from the more general dark-matter problem (see below), 
which is associated with the halos of galaxies and beyond. 
From star counts, one can derive another quantity of as- 

tronomical interest, the mean brightness (per unit area) in 
the solar neighbourhood. If one divides this quantity into 
the mass (per unit area) corresponding to Oort’s limit, one 
obtains the local mass-to-light ratio, which astronomers 
have measured to be about five in solar units. In other 
words, the gravitating mass in the Galaxy has a mean 
efficiency for producing light that is five times less than 
the Sun’s. This implies, first, that the average star must be 
less massive than the Sun and, second, that the amount of 
helium presently inside stars—in contrast with the heavier 
elements—cannot have been produced by stellar processes. 
The reason is simple. The Sun, with a mass-to-light ratio 
of unity, will manage to convert about 10 percent of its 

mass (in the core) into helium in 10!° years (after which it 
leaves the main sequence); matter with a mean mass-to- 
light ratio of five, therefore, would convert only 2 percent 
of its mass to helium in 10!° years, roughly the age of 
both the Galaxy and the universe. The cosmic abundance 
of helium is approximately 26 or 27 percent of the total 
mass; thus, unless the Galaxy was much brighter in the 
past than it is today (for which there is no observational 
evidence), the bulk of the helium in the universe must 
have been created by nonstellar processes. Astronomers 
now believe that a primordial abundance of helium of 
about 24 percent by mass emerged from the big bang. 
Among other arguments, this is the value derived from 
the analyses of the chemical compositions of H II regions 
in external galaxies where the heavy-element abundance is 
very low and where, therefore, nuclear processing by stars 
has presumably been small. 
It is possible, of course, to examine the statistics of the 

random velocities of stars in the two directions parallel to 
the galactic plane as well as in the vertical direction. The 
Swedish astronomer Bertil Lindblad was the first to carry 
out such an analysis. His work, combined with Oort’s 
study in 1927 of the constants of the differential rotation 
of the Galaxy, gave the period of revolution of stars such 
as the Sun about the galactic centre. The modern value 
for this period equals about 2.5 X 108 years. With Shap- 
ley’s measurement of the distance to the galactic centre 
and with the assumption that stars like the Sun circle the 
Galaxy because they are gravitationally bound to it, it is 
possible to estimate the total mass interior to the solar 
distance from the galactic centre. Modern estimates yield 
roughly 2 X 10!! solar masses. Since the Sun is somewhat 
more massive than the typical star, the Galaxy must con- 
tain more than 10!! stars. 
Detailed information can be gleaned about the distribu- 

tion of mass in the Galaxy if one possesses a knowledge of 
the rotational speeds of disk matter at other radial locations 
in the Galaxy. The most common measurements are of 
atomic hydrogen in its spin-flip transition at 21-centimetre 
wavelength and of the carbon monoxide molecule in one 
or another of its rotational transitions at millimetre wave- 
lengths. These observations also provide data concerning 
the total amount of atomic and molé¢ular hydrogen gas 
contained in the Galaxy. To convert the carbon monoxide 
abundance to a molecular hydrogen abundance (which 
cannot be measured directly except at ultraviolet wave- 
lengths that suffer tremendous dust extinction) requires a 
complicated series of calibrations of nearby sources. The 
mass of gas in the Galaxy is a few times 10° solar masses, 
about evenly divided between atomic and molecular hy- 
drogen clouds. Most of the observed mass of the Galaxy 
is in the form of stars; gas and dust make up only a few 
percent of the total. 
By a combination of such measurements, astronomers 

can obtain the rotation curve of the Galaxy from its 
innermost regions to a radial distance of almost 60,000 
light-years from the galactic centre. This rotation curve 
implies that the mass of the Galaxy measured out to a 
certain distance r does not converge to a fixed value as r 
increases but continues to rise roughly in linear propor- 
tion to r. The mass contained interior to the most distant 
radius measured amounts to about 5 X 10!! solar masses. 
Observations indicate, however, that the integrated light 
from a galaxy like the Milky Way system does not increase 
similarly with increasing r but approaches asymptotically 
a finite value. Thus, the local mass-to-light ratio of the 
Galaxy, like those of other spiral galaxies, must increase 
dramatically toward its outer parts where the halo dom- 
inates. Another way to state the problem is that the ob- 
served rotational velocities of gas clouds in the outer parts 
of spiral galaxies are so large that they would not be bound 
to the galaxies unless the galaxies were more massive than 
inferred from direct measurements of their stellar and gas 
contents. Most astronomers now accept the likelihood of 
dark halos that contain as much mass as is present in the 
visible disks and bulges; more controversial are the claims 
that these halos may increase known galactic masses by 
factors of 10 or 100. 
Classification of galaxies. Astronomers judge galaxies in 
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accordance with three criteria: morphological appearance, 
stellar content, and overall luminosity (see GALAXIES). Al- 

though the number of galaxies found in the universe is 
enormous, Edwin P. Hubble discovered that a few basic 
categories specify their observed shapes. Galaxies that have 
irregular shapes are called irregulars, denoted Irr. Irregu- 
lars are subdivided into two categories: Irr I and Irr II. Irr I 
galaxies have OB stars and H II regions; examples of such 
systems are the Large and Small Magellanic Clouds. Irr II 
galaxies are amorphous in texture and show no resolution 
into bright stars or associations, but they do contain much 
neutral gas and are probably forming massive numbers 
of stars as attested to by their blue colours. Galaxies that 
have regular forms are divided into two broad groups: 
ellipticals and disks. Elliptical galaxies, denoted E, have 
roundish shapes. Disk galaxies, on the other hand, have 
flattened shapes. They can be further divided into two 
subcategories: ordinary spirals, denoted S, and barred spi- 
rals, denoted SB. In addition, there exists a transition 

type between ellipticals and spirals, which are often called 
lenticulars. The lenticular galaxies are designated either SO 
or SBO, depending on the absence or presence of a bar of 
stars, gas, and dust through the nucleus. 
Ellipticals and spirals constitute the two largest reservoirs 

of the stars in the universe, and the placement of individ- 
ual galaxies into these two major categories is refined by 
adding a numeral | through 7 or a letter “a” through “c” 
to their designation. The sequence EO to E7 denotes one 
of increasing flattening (as seen in projection in the sky). 
The sequence Sa to Sc, or SBa to SBc, represents decreas- 

ing tightness of winding of the spiral arms and decreasing 
size of the central bulge relative to the disk. 
A useful analogy with stars is the introduction by Sid- 

ney van den Bergh of Canada of the concept of lumi- 
nosity class. The scheme appends to the Hubble type 
a luminosity-class label, from Roman numeral I for the 

intrinsically brightest (and most massive) spiral galaxies 
to Roman numeral V for the intrinsically faintest (and 
least massive) spirals. The utility of this scheme, as ap- 
plied to spirals, rests with the fact that it is possible to 
assign them a luminosity class without actually measur- 
ing their distance (to obtain an absolute brightness from 
an observed apparent brightness). The luminosity class 
of a spiral galaxy correlates well with the regularity (or 
“prettiness”) of the spiral structure: in class I galaxies the 
arms are long and well developed and have a high surface 
brightness; in class III they are patchy and fuzzy; and in 
class V there may be barely a hint of a spiral structure. 
Elliptical galaxies, lacking spiral arms, cannot have their 
absolute brightnesses estimated by the same morpholog- 
ical considerations; hence, the concept of a luminosity 

class for them is less empirically useful. When the masses 
of elliptical galaxies at known distances are deduced from 
measured velocities or apparent luminosities, they range 
from a few million solar masses (dwarf ellipticals) to more 
than 10!? solar masses (giant ellipticals). Thus, giant el- 
lipticals and giant spirals have comparable masses. Yet, 
it should be noted that the very largest elliptical galaxies 
in the universe, the supergiant cD systems, are unique 
and perhaps have masses approaching 10! solar masses in 

some extreme cases. 
Dynamics of ellipticals and spirals. The motions of stars 

in an external galaxy can be studied in a statistical sense 
by examining the Doppler shifts of the optical absorption 
lines in the integrated light along the line of sight through 
different parts of the object. Radio-spectroscopic observa- 
tions can give similar information concerning the gaseous 
components of the system. Some important results from 
these studies are as follows. 
The dominant motion in the disks of normal spiral 

galaxies is differential galactic rotation, with the random 

motions of stars being relatively small and that of the 
atomic and molecular gas smaller still. A surprising result 
is that the rotation curves of almost all well-studied spi- 
ral galaxies become flat at large radial distances. As one 
goes out from the centre, the rotational velocity rises to 
a constant value V and then maintains it for as far as 
one can make the measurements. This implies, as already 
noted for the Milky Way Galaxy, that the mass contained 
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within r increases linearly with increasing r and provides 
the firmest piece of evidence in support of the hypothesis 
that large amounts of dark matter may be present in the 
halos of spiral galaxies. 
The qualitative fact of disk galaxies rotating differentially, 

with the inner parts having shorter rotational periods than 
the outer parts, has been known since Lindblad’s and 

Oort’s investigations of the problem for the Milky Way sys- 
tem in the 1920s. This fact, combined with age estimates 
for all galaxies of about 10!° years, presents a dilemma for 
the origin of spiral structure. If spiral arms are viewed as 
consisting always of the same material (e.g., the same gas 
clouds that give birth to the brilliant OB stars and H II 
regions that best define the optical spiral structure), then 
the arms should wind up. In particular, with a flat rotation 
curve, material at half the solar distance from the galactic 
centre should go around twice for each revolution of the 
material at the solar distance, and an extra turn should 
then be added to each spiral arm between these two radii 
every 2.5 X 108 years. This would give the spiral arms of 
the Galaxy (and other spiral galaxies like it) several dozens 
of turns over the lifetime of the Galaxy, whereas spiral 
galaxies have in fact never been observed with more than 
one or two turns. 
A way out of the winding dilemma is the proposal that 

spiral structure is a wave phenomenon, the spiral arms 
being a local “piling-up” of stars and gas clouds that indi- 
vidually flow through the spiral pattern, much as a traffic 
jam is a local piling-up of cars and trucks that individually 
flow through the jam. The piling-up arises because the self- 
gravity of the excess matter in the arms causes deflections 
of what would otherwise be circular orbits (on average), the 
deflections self-consistently producing the original pileup. 
Most astronomers are agreed that density waves underlie 
the phenomenon of spiral structure in the so-called grand- 
design galaxies. More controversial is whether some other 
mechanism (e.g., “stochastic star formation”) might play 
a role in galaxies where the spiral structure is “flocculent.” 
In modern density-wave theory, as developed by the 

American mathematician Chia-chiao Lin and his associ- 
ates, spiral structure represents an unstable mode of col- 
lective oscillation. The instability provides a way by which 
a differentially rotating disk galaxy may release free energy 
of differential rotation and spontaneously generate spiral 
waves. The balance of the growth of these waves against 
their dissipation (through the response of the interstellar 
gas clouds) may yield a quasi-stationary state whereby 
gaseous matter slowly drifts to the interior and angular 
momentum is steadily transported to the exterior. Al- 
though the details of the entire picture remain incomplete, 
many of the basic predictions—as, for example, that the 
perturbations in density and velocity should be strongest 
in the component with the smallest random velocities (i.e., 
gas and dust clouds)—have already been confirmed both 
qualitatively and quantitatively in several well-observed 
spiral galaxies. Furthermore, the Hubble correlation be- 
tween the tightness of spiral windings and the size of the 
central bulge relative to the disk, as well as the van den 
Bergh correlation between luminosity class and the degree 
of organization of the spiral structure, are simple direct 
consequences of density-wave theory. 
A similar explanation probably underlies the barred spi- 

ral galaxies, with the basic underlying disturbance being 
an oval distortion. The predicted departures from circular 
motions are larger in barred spirals than in ordinary spi- 
rals, and this seems to be consistent with the observational 
evidence that currently exists for this problem. The en- 
hanced rates at which matter is brought to the centres of 
such galaxies may have implications for various energetic 
events that take place in some galactic nuclei. It has even 
been proposed on the basis of observed peculiarities of 
gas motions and various infrared images that the central 
regions of the Milky Way Galaxy may contain a small bar. 
In elliptical galaxies, the constituent stars have random 

velocities that are generally much larger than the rotational 
motions. This explains why ellipticals possess neither thin 
disks nor spiral arms. Moreover, giant ellipticals are flatter 
than would be inferred from the amount of rotation that 
they do possess, and increasing rotation does not necessar- 
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ily lead to increasing flattening, as appears to happen, for 
example, to ellipticals of lower luminosity and the bulges 
of spiral galaxies. Also, most ellipticals do not appear to 
have young stars, probably because the small measurable 

amounts of gas and dust that exist in them cannot support 
an active rate of star formation. 

Mathematical analysis and computer simulations since 
the early 1970s suggest a possible stellar-dynamic basis for 
understanding the basic shapes of giant elliptical galaxies. 
Unlike the bulges and disks of SO galaxies, the bodies 
of giant ellipticals may not be figures of revolution (e.g., 
oblate spheroids) but may possess three axes of unequal 
lengths. In the models, the triaxial shape arises because the 
random velocities of the stars are anisotropic (not equal in 
all directions). Such a state of affairs seems consistent with 

the existing observational data, in particular the finding 
in several ellipticals that significant rotation exists around 
the longest apparent axis. A healthy fraction of nearby 
ellipticals, moreover, show rapidly rotating cores, which 
may represent the remains of captured dwarf galaxies that 
have spiraled to the centres of their larger hosts. 
An interesting empirical property shared by both ellip- 

ticals and spirals is that their luminosities L seem to 
be proportional to the fourth power of their random or 
circular velocities V. The proportionality constant can be 
calibrated with the help of nearby (giant) galaxies, and the 
resulting relation may then be used for cosmological in- 
vestigations. In particular, the determination of distances 
is a recurring astronomical problem, and the relation, L 

proportional to V*, provides a method for obtaining dis- 
tances. In brief, a measurement of V allows the determi- 
nation of L, which, combined with the observed apparent 
brightness, gives the distance of the object. 

Interacting galaxies. Strongly interacting pairs of 
galaxies make up less than 1 percent of all galaxies, but 
the more spectacular examples produce intriguing struc- 
tures (bridges, tails, rings, and shells) and involve processes 
(stripping, merging, and sinking) that are not present in 
individual isolated galaxies. Computer simulations of the 
gravitational encounter between a large disk galaxy and 
a small one show that the latter can pull material from 
the near side of the former into a bridge that temporarily 
spans the gulf between the two. Encounters between two 
more nearly equal participants can yield one long tail 
from each disk galaxy, which extends away from the main 
bodies (Figure 1). Rings emerge in the disk of a galaxy if 
another massive galaxy passes through its body; the brief 
inward pull and subsequent rebound cause the orbits of 
the rings to pile together like ripples on the surface of a 
pond into which a stone is dropped. Shells form across 
the face of a large elliptical galaxy if it devours a small 

(Top) H.C. Arp, Max-Planck-Institut fur Physik und Astrophysik, Munich, 
Ger., (bottom) Alar Toomre, Massachusetts Institute of Technology 
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Figure 1: The interacting galaxies NGC 4676A and B. 
(Top) A negative print of these two nearly equal-sized disk 
galaxies shows that the close encounter between the pair has 
resulted in the formation of a long “tail” from each. (Bottom) A 
computer simulation of the same strongly interacting galaxies 
reveals their structures more clearly. 

companion; the stars of the small galaxy are strewn like 
wine out of a rolling barrel with the stopper removed. 
Stripping (of matter), merging (of the main bodies of the 

galaxies), and sinking (of the satellite galaxy toward the 
centre of the host) are all represented in the above exam- 

ple, and these processes, individually and collectively, have 
been invoked by theorists in a wide variety of contexts and 
by a wide variety of names to explain different observed 
galactic phenomena. The most interesting application is 
perhaps to the origin of elliptical galaxies. 
It has been proposed by the American astronomer-math- 

ematician Alar Toomre that elliptical galaxies result from 
the merger of spiral galaxies, jumbled piles of stars from 
the wreckage of collisions of bound pairs of galaxies with 
arbitrarily oriented spins and orbits. A potential difficulty 
with the original theory was the fate of the interstellar gas 
and dust. Considerable evidence has since accumulated 
(7.e., with the launch in 1983 of the Infrared Astronomical 
Satellite [IRAS]) to show that tidal interactions and galac- 
tic mergers can induce strong bursts of star formation that 
use up the interstellar material at rates up to 100 times 
faster than in normal galaxies (see below). An extension 
of similar ideas suggests that the supergiant ellipticals, the 
cD galaxies that tend to lie at or near the centres (or 
density maxima) of rich clusters of galaxies, grew bloated 
by “cannibalizing” their smaller neighbours. 
Galaxy formation. Some years ago, astronomers thought 

that galaxies formed at a time when the universe was a few 
times 108 years of age, since this is also the time matter 
takes to cross a typical galaxy by coherent dynamic col- 
lapse of a large gas cloud at free-fall speeds. In the process 
of so contracting, neighbouring protogalaxies would exert 
gravitational torques on each other, imparting amounts 
of angular momenta comparable to that possessed by 
galaxies today. The bodies would therefore flatten in the 
subsequent collapse. 
Material that reached a completely flattened state while 

still in a gaseous state would have its vertical component 
of motion arrested in a strong shock wave and form 
the disk of a galaxy. Material that formed dense stars 
or protostars on the way down would be able to pass 
through the disk virtually unimpeded and, after several 
bounces, would settle to form the bulge and halo of a disk 
galaxy like the Milky Way system. It was also thought 
that a slight modification could produce elliptical galax- 
ies—namely, if the efficiency of star formation were so 
high during the collapse phase that virtually all the matter 
turned into stars before flattening into a disk, then a single 
quasi-spherical stellar component might result. Given the 
developments since the 1970s described above, however, 
serious doubts have been raised against this scenario. The 
spread in ages and heavy-element abundances of halo 
and bulge stars in the Milky Way Galaxy, the anisotropic 
distribution of stellar velocities in elliptical galaxies, and 
the statistics of starburst galaxies and interacting galaxies 
all argue for the importance of galactic mergers (perhaps 
involving predominantly dwarf systems) in the buildup of 
giant galaxies. 
There also exists observational evidence that galaxies ex- 

istent at a time corresponding to a redshift of three or 
four have properties quite different from those that ex- 
ist today at redshifts near zero (see Cosmological models 
below). High-redshift galaxies can be found in association 
with strong extragalactic radio sources (see below Quasars 
and related objects), and, when such galaxies are imaged 
optically, they often show complex lumpy structures sug- 
gestive of recent mergers and interactions. A similar result 
applies when distant galaxies were imaged in a random 
fashion by the Hubble Space Telescope, the Earth-orbiting 
observational system launched in 1990, 
It remains uncertain, however, when the first stars in any 

galactic-sized lump formed. Infrared studies demonstrate 
that well-developed stellar populations already exist in 
galaxies with redshifts of a few and perhaps even 5 or 10. 
The observational discovery of a genuine primeval galaxy 
would remove many uncertainties. In a collapse environ- 
ment involving only hydrogen and helium gas, the primary 
diagnostic would be the copious emission of Lyman-alpha 
radiation (corresponding to the transition between the first 
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excited state and the ground state of atomic hydrogen). 
The rest wavelength of this transition lies in the ultra- 
violet, but in primeval galaxies the cosmological redshift 
would make the observed wavelength longer (/.e., toward 
the red end of the spectrum). From this point of view, 

it is interesting that searches near known quasars have 
uncovered Lyman-alpha-emitting galaxies with redshifts 

exceeding three. 
There exists a body of opinion that the stars of a primeval 

galaxy will generate dust at such a rapid rate that all 
intrinsic Lyman-alpha production by the galaxy will be 
degraded to thermal infrared-continuum radiation. In this 
case, primeval galaxies may resemble the “starburst galax- 
ies” that were discovered by IRAS. In contrast to normal 
galaxies like the Milky Way system where the ratio of in- 
frared to visible luminosities is about unity, these sources 
can emit up to 100 times more infrared radiation than 
visible light. The only viable explanation for the infrared 
excess is that these galaxies are somehow undergoing 
enormous bursts of star formation. Ground-based obser- 
vations that followed up the IRAS discovery showed that 
the activity in starburst galaxies is often confined to the 
central portions of the systems and that many of the can- 
didate sources correspond either to interacting galaxies or 
to barred spirals. This suggests that starbursts may be trig- 
gered by the gravitational perturbations that have brought 
large amounts of molecular gas to the central regions of 
the galaxy. A similar burst of star formation might be 
expected to occur in an era when the matter of a galaxy 
was nearly all gas rather than all stars. Since astronomers 
have not found any general evidence for such large-scale 
energetic events, it becomes plausible to contemplate the 
formation of giant galaxies as a more protracted process 
(through the mergers of many dwarf systems), extending 
possibly even to the present epoch. 

QUASARS AND RELATED OBJECTS 

Galaxies are where astronomers find stars, the major trans- 
formers of matter into energy in the universe. Paradoxi- 
cally, it is also from the study of galaxies that astronomers 
first learned that there exist in the universe sources of 
energy individually much more powerful than stars. These 
sources are radio galaxies and quasars, and their discovery 
in the 1950s and ’60s led to the establishment of a new 
branch of astronomy, high-energy astrophysics. 
Extragalactic radio sources. Sources that emit a contin- 

uum of radio wavelengths and that lie beyond the confines 
of the Galaxy were divided in the 1950s into two classes 
depending on whether they present spatially extended 
or essentially “starlike” images. Radio galaxies belong to 
the former class, and quasars (short for “quasi-stellar ra- 
dio sources”) to the latter. The distinction is somewhat 
arbitrary, because the ability to distinguish spatial fea- 
tures in cosmic radio sources has improved steadily and 
dramatically over the years, owing to Sir Martin Ryle’s 
introduction of arrays of telescopes, which use aperture- 
synthesis techniques to enhance the angular resolution of 
a single telescope. Apart from the smaller angular extent 
that arises from being at a greater distance, many objects 
originally classified as quasars are now known to have 
radio structures that make them indistinguishable from ra- 
dio galaxies. Not every quasar, however, is a radio galaxy. 
For every radio-loud quasar, there exist 20 objects having 
the same optical appearance but not the radio emission. 
These radio-quiet objects are called QSOs for quasi-stellar 
objects. Henceforth, the term quasars will be used to refer 
to both quasars and QSOs when the matter of radio emis- 
sion is not under discussion. 
The most powerful extragalactic sources of radio waves 

are double-lobed sources (or “dumbbells”) in which two 
large regions of radio emission are situated in a line on di- 
ametrically opposite sides of an optical galaxy. The parent 
galaxy is usually a giant elliptical, sometimes with evi- 
dence of recent interaction. The classic example is Cygnus 
A, the strongest radio source in the direction of the con- 
stellation Cygnus. Cygnus A was once thought to be two 
galaxies of comparable size in collision, but more recent 
ideas suggest that it is a giant elliptical whose body is bi- 
furcated by a dust lane from a spiral galaxy that it recently 
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swallowed. The collisional hypothesis in its original form 
was abandoned because of the enormous energies found 
to be needed to explain the radio emission. 
The radio waves coming from double-lobed sources are 

undoubtedly synchrotron radiation, produced when rela- 
tivistic electrons (those traveling at nearly the speed of 
light) emit a quasi-continuous spectrum as they gyrate 
wildly in magnetic fields. The typical spectrum of the 
observed radio waves decreases as a power of increasing 
frequency, which is conventionally interpreted, by analo- 
gy with the situation known to hold for the Galaxy in 
terms of radiation by cosmic-ray electrons, with a decreas- 
ing power-law distribution of energies. The radio waves 
typically also show high degrees of linear polarization, 
another characteristic of synchrotron radiation in well- 
ordered magnetic fields. 
A given amount of received synchrotron radiation can be 

explained in principle by a variety of assumed conditions. 
For example, a high energy content in particles (relativistic 
electrons) combined with a low content in magnetic fields 
will give the same radio luminosity as a low energy con- 
tent in particles combined with a high content in magnetic 
fields. The American astrophysicist Geoffrey R. Burbidge 
showed that a minimum value for the sum results if one 
assumes that the energy contents of particles and fields 
are comparable. The minimum total energy computed in 
this way for Cygnus A (whose distance could be estimated 
from the optical properties of the parent galaxy) proved to 
be between 10° and 10°! ergs. 
A clue to the nature of the underlying source of power 

came from aperture-synthesis studies of the fine structure 
of double-lobed radio galaxies. It was found that many 
such sources possess radio jets that point from the nuclei 
of the parent galaxies to the radio lobes. It is now believed, 

largely because of the work of Sir Martin Rees and Roger 
Blandford, that the nucleus of an active galaxy supplies 
the basic energy that powers the radio emission, the energy 
being transported to the two lobes by twin beams of rela- 
tivistic particles. Support for this theoretical picture exists, 
for example, in VLA maps (those made by the Very Large 
Array of radio telescopes near Socorro, N.M., U.S.) of 
Cygnus A that show two jets emerging from the nucleus of 
the central galaxy and impacting the lobes at “hot spots” 
of enhanced emission (Figure 2): Other examples of this 
type are known, as are “head-tail” sources such as NGC 
1265 where the motion of an active galaxy through the 
hot gas that exists in a cluster of galaxies has apparently 
swept back the jets and lobes in a characteristic U shape. 
Many jets are one-sided; i.e., only one of the postulated 

twin jets is actually observed. This is usually interpreted to 
mean that the material in some jets moves relativistically 
(at speeds approaching that of light). Relativistic effects— 
e.g., the Doppler shift of the emitted photons—then boost 
the intrinsic luminosity of the jet pointing toward the ob- 
server and lower that of the counterjet, allowing measure- 
ments of limited dynamic range to detect only the former. 
Support for the interpretation of relativistic jets ex- 

ists in the phenomenon of “superluminal expansion.” In 
very long baseline interferometry (VLBI) experiments per- 
formed by combining the simultaneous observations of 
several telescopes spaced by thousands of kilometres, radio 

astronomers have discovered that some of the compact 
radio sources located in the nuclei of active galaxies break 
into several components at high angular resolution. More- 
over, in the course of a few years, the components move 
with respect to each other along a line projected against the 
sky that points toward more extended structures known 
from other observations (e.g., large jets or lobes). If the 
source is placed at a (cosmological) distance appropriate 
for the redshift of the optical object, the projected motion 
across the line of sight has an apparent velocity that ex- 
ceeds the speed of light. For example, in 3C 273, which 
possesses an optical jet in addition to the radio features 
discussed here, the apparent velocity measured over a time 
span from mid-1977 to mid-1980 amounted to about 10 
times the speed of light. 
Clearly, if Einstein’s theory of special relativity is correct 

and if the assumed distance of the object is justified, then 
the computed “velocity” cannot represent the actual ve- 
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Figure 2: A series of three radiographs produced by the Very 
Large Array (VLA) of the double-lobed radio galaxy Cygnus A 
at six-centimetre wavelength. The radio jet extending from the 
core to the northwest lobe (right) is readily seen, but evidence 
for a counterjet to the southeast lobe (left) is marginal. 

The National Radio Astronomy Observatory, operated by Associated Universities, Inc., under 
contract with the National Science Foundation; observers, Richard A Perley, John W. Dreher, 
and John J. Cowan 

locity of ejected collections of particles. The explanation 
now accepted by most astronomers is the model ‘of a 
relativistic beam directed at a small angle to the observer 
along the line of sight. In this model a particle moving 
close to the speed of light would, according to a distant 
observer, almost catch up with the photons it emits, so 
that the duration of time that elapses between an earlier 
emission event and a later one is systematically underes- 
timated by the observer (compared with one moving with 
the beam). Thus, under the appropriate circumstances, the 
apparent velocity (distance across the line of sight divided 
by apparent elapsed time) can exceed the actual velocity 
by a large factor. A beam moving at an actual velocity 
99.5 percent the speed of light along an angle that lies 6° 
from the line of sight, for example, will seem to move 
across the line of sight at an apparent velocity of 10 times 
the speed of light. 
Quasars. The source 3C 273 mentioned above is offi- 

cially classified by astronomers as a quasar. Quasars were 
first detected as unresolved sources in surveys conducted 
during the 1950s by radio astronomers in Cambridge, Eng. 
Optical photographs subsequently taken of their spectra 
showed locations for emission lines at wavelengths that 
were at odds with all celestial sources then familiar to 
astronomers. The puzzle was solved by the American 
astronomer Maarten Schmidt, who announced in 1963 
that the pattern of emission lines in 3C 273 could be 
understood as coming from hydrogen atoms that had a 

redshift of 0.158. In other words, the wavelength of each 
line was 1.158 times longer than the wavelength measured 
in the laboratory where the source is at rest with respect 
to the observer. (The general formula is that, if the factor 
is 1 + z, astronomers say the astronomical source has a 

redshift of z. If z turns out to be negative [i.e., if 1 + z is 
less than 1], the source is said to be “blueshifted.”) 
Schmidt’s discovery raised immediate excitement, since 

3C 273 had a redshift whose magnitude had been seen 
theretofore only among the most distant galaxies. Yet it 
had a starlike appearance, with an apparent brightness 

(but not a spectrum) in visible light not very different 
from that of a galactic star at a distance of a few thousand 
light-years. If the quasar lay at a distance appropriate to 
distant galaxies a few times 10° light-years away, then 
the quasar must be 10! times brighter than an ordinary 
star. Similar conclusions were reached for other examples. 
Quasars seemed to be intrinsically brighter than even the 
most luminous galaxies known, yet they presented the 
pointlike image of a star. 
A hint of the actual physical dimensions of quasars came 

when sizable variations of total light output were seen 
from some quasars over a year or two. These variations 
implied that the dimensions of the regions emitting opti- 
cal light in quasars must not exceed a light-year or two, 
since coherent fluctuations cannot be established in any 
physical object in less time than it takes photons, which 
move at the fastest possible speed, to travel across the 
object. These conclusions were reinforced by later satellite 
measurements that showed that many quasars had even 
more X-ray emission than optical emission, and the total 
X-ray intensity could vary in a period of hours. In other 
words, quasars released energy at a rate exceeding 10” 
suns, yet the central machine occupied a region only the 
size of the solar system. 

Understandably, the implications were too fantastic for 
many people to accept, and a number of alternative in- 
terpretations were attempted. An idea common to several 
of the alternatives involved the proposal that the redshift 
of quasars arose from a different (i.e., noncosmological) 
origin than that accepted for galaxies. In that case, the dis- 
tance to the quasars could be much less than assumed to 
estimate the energy outputs, and the requirements might 
be drastically relaxed. None of the alternative proposals, 
however, withstood close examination. 
In any case, there now exists ample evidence for the va- 

lidity of attributing cosmological distances to quasars. The 
strongest arguments are the following. When the strong 
nonstellar light from the central quasar is eliminated by 
mechanical or electronic means, a fuzzy haze can some- 
times be detected still surrounding the quasar. When this 
light is examined carefully, it turns out to have the colour 
and spectral characteristics appropriate to a normal giant 
galaxy. This suggests that the quasar phenomenon is re- 
lated to nuclear activity in an otherwise normal galaxy. In 
support of this view is the observation that quasars do not 
really form a unique class of objects. For example, not 
only are there elliptical galaxies that have radio-emission 
characteristics similar to those of quasars, but there are 
weaker radio sources among spiral galaxies (called Seyferts 
after their discoverer, the American astronomer Carl K. 
Seyfert), which have bright nuclei that exhibit qualitatively 
the same kinds of optical emission lines and nonstellar 
continuum light seen in quasars. There also are elliptical 
galaxies, N galaxies, and the so-called BL Lac objects, 
which have nuclei that are exceptionally bright in optical 
light. Plausible “unification schemes” have been proposed 
to explain many of these objects as the same intrinsic 
structure but viewed at different orientations with respect 
to relativistically beamed jets or with obscuring dust tori 
surrounding the nuclear regions or both. Finally, a num- 
ber of quasars—including the closest example, the famous 
source 3C 273—have been found to lie among clusters 
of galaxies. When the redshifts of the cluster galaxies are 
measured, they have redshifts that bracket the quasar’s, 
Suggesting that the quasar is located in a galaxy that is 
itself a cluster member. 
Black-hole model for active galactic nuclei. The fact 

that the total output from the nucleus of an active galaxy 
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can vary by substantial factors supports the argument that 
the central machine is a single coherent body. A competing 
theory, however, holds that the less powerful sources may 
be understood in terms of multiple supernova explosions 
in a confined space near the centres of starburst galaxies. 
Nevertheless, for the most powerful cases, the theoretical 
candidate of choice is a supermassive black hole that re- 
leases energy by the accretion of matter through a viscous 
disk. The idea is that the rubbing of gas in the shearing 
layers of a differentially rotating disk would frictionally 
generate heat, liberating photons as the mass moves in- 
ward and the angular momentum is transported outward. 
Scaled-down versions of the process have been invoked 
to model the primitive solar nebula and the disks that 
develop in interacting binary stars. 
The black hole has to be supermassive for its gravita- 

tional attraction to overwhelm the strong radiation forces 
that attempt to push the accreting matter back out. For 
a luminosity of 10% erg/sec, which is a typical inferred 
X-ray value for quasars, the black hole must exceed 10 
solar masses. The event horizon of a 10* solar-mass black 
hole, from inside which even photons would not be able 
to escape, has a circumference of about two light-hours. 
Matter orbiting in a circle somewhat outside of the event 
horizon would be hot enough to emit X rays and have an 
orbital period of several hours; if this material is lumpy or 
has a nonaxisymmetric distribution as it disappears into 
the event horizon, variations of the X-ray output on a 
time scale of a few hours might naturally be expected. 
To produce 10% erg/sec, the black hole has to swal- 

low about two. solar masses per year if the process is 
assumed to have an efficiency of about 10 percent for 
producing energy from accreted mass. The rough estimate 
that 10 percent of the rest energy of the matter in an 
accretion disk would be eventually liberated as photons, 
in accordance with Einstein’s formula E = mc?, should be 
contrasted with a total efficiency of about | percent in nu- 
clear reactions if a mass of hydrogen were to be converted 
entirely into iron. If the large-scale annihilation of matter 
and antimatter is excluded from consideration, the release 

of gravitational binding energy when matter settles onto 
compact objects is the most powerful mechanism for gen- 
erating energy in the known universe. (Even supernovas 
use this mechanism, for most of the energy released in the 

explosion comes from the gravitational binding energy or 
mass deficit of the remnant neutron star.) 
Interacting and merging galaxies provide the currently 

preferred routes to supply the matter swirling into the 
black hole. The direct ingestion of a gas-rich galaxy yields 
an obvious external source of matter, but the enhanced 
accretion of the parent galaxy’s internal gas through tidal 
interactions (or bar formation) may suffice in most cases. 
At lower luminosities, other contributing factors may 
come from the tidal breakup of stars passing too close to 
the central black hole or from the mass loss from stars in 
the central regions of the galaxy. Gathering matter at a 
rate of two solar masses per year (90 percent of which ends 
up as the gravitating mass of the black hole) will build up 
a black hole of 108 solar masses in several tens of millions 
of years. This estimate for the lifetime of an active galactic 
nucleus is in approximate accord with the statistics of such 
objects. This does not imply that supermassive black holes 
at the centres of galaxies necessarily accumulate from a 
seed of very small mass by steady accretion. There remain 
many viable routes for their formation, the study of such 
processes being in a state of infancy. 
Observational tests. If there are supermassive objects 

at the centres of elliptical galaxies, gravitational perturba- 
tions of the spatial distribution or velocity field of nearby 
stars may be discernible. For a spherical distribution of 
stars surrounding a black hole, theoretical calculations in- 
dicate that the number of stars per unit volume and the 
dispersion of random velocities should rise, respectively, 
as the negative 7/4 power and the negative 1/2 power of 
the radial distance from the black hole. In other words, 
rather than gently rounded or flat profiles as the centre 
is approached, cusps of stellar light and random velocities 
should be seen, the upturn beginning at a radial distance 
where the escape velocity from the black hole is compa- 
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rable to the natural dispersion of random velocities in the 
central regions of an elliptical galaxy. 
Except for the largest black holes or the nearest galaxies, 

the region interior to the turnup point is not resolvable by 
ground-based optical telescopes, because of the blurring 
effects produced by turbulence in the Earth’s atmosphere. 
Excess central starlight and velocity dispersions have been 
seen in M87—a giant elliptical with a well-known optical 
jet emerging from its nucleus, which is located in the 
Virgo cluster, the nearest large cluster of galaxies. The 
excesses are consistent with a central black hole of several 
times 10° solar masses. Atmospheric blurring, however, 

prevents astronomers from determining whether the up- 
turns represent true cusps or merely shoulders that taper 
to constant values. Mere shoulders could be explained, 
without invoking a black hole, by the stars in the central 
regions of this galaxy having a nonstandard distribution 
of random velocities. 
A better situation exists for the detection of supermassive 

black holes in the nuclei of spiral galaxies, since the inter- 
pretation of organized rotational motions is simpler than 
that for disorganized random motions. The Andromeda 
galaxy has an excess component of light within a few light- 
years of its centre. High-resolution spectroscopy of this 
region shows a large velocity width indicative of the pres- 
ence of a black hole in the nucleus with a mass in excess 
of 10’ solar masses. Similar observations carried out for 
more distant spiral galaxies have yielded good candidates 
for supermassive black holes with masses ranging up to 
10° solar masses. 
The closest galactic nucleus of all is of course located at 

the centre of the Milky Way Galaxy. Unfortunately, the 
nucleus of the system is not observable at the wavelengths 
of visible light, ultraviolet light, or soft X rays (those of 
lower energy than hard X rays), because of the heavy 
absorption by intervening dust. It can be probed by radio, 
infrared, hard X-ray, and gamma-ray techniques; such 

studies have revealed many intriguing features. 
The most likely candidate for the nucleus of the Galaxy 

has long been regarded to be a compact radio-continuum 
source denoted Sagittarius A*. This synchrotron-radiation 
source is unique in the Galaxy: it is variable on a time 
scale of one day, implying that the radio emission arises 
from a region with dimensions smaller than the solar sys- 
tem; it shows evidence for synchrotron self-absorption, a 
condition consistent with a region being compactly filled 
with relativistic particles and fields; and measurements ob- 
tained with VLBI indicate that its motion with respect to 
the centre of the Galaxy is less than 40 km/sec, consistent 
with a heavy object brought to rest by “dynamic friction” 
in the deepest part of the Galaxy’s potential well. Hard 
X-ray observations of the galactic central region, however, 
reveal only low-level emission from a diffuse component 
and several discrete sources with characteristics similar to 
coronal emission from luminous young stars. Broadband, 
near-infrared measurements at a wavelength centred near 
2 micrometres (0.002 millimetre) show the presence of a 
dense star cluster. Surprisingly, the maximum concentra- 
tion of light of the star cluster does not seem to centre 
on Sagittarius A*, nor does it show the 7” light cusp 
expected for the distribution of stars surrounding a mas- 
sive pointlike object. Perhaps the cluster appears only by 
chance projection against the radio source. 
Spectroscopic investigations of the molecular and ionized 

gas yield a more promising interpretation. Molecular gas 
in a tilted ring within several light-years of the galactic 
centre exhibits rotational velocities consistent with motion 
under a central force field of an object having a mass of 
several million solar masses. Unfortunately, the molecular 
gas disappears before the centre can be approached very 
closely; fortunately, its disappearance is compensated by 
the appearance of ionized gas forming a “mini-spiral” 
within the central few light-years. One of the three arms of 
the mini-spiral streams within one light-year of Sagittarius 
A*. If this streamer is modeled as an infalling parabolic 
trajectory, a value of 4 X 10° solar masses is obtained for 
a compact object at the nucleus of the Galaxy. If the 
Galaxy has a central black hole, this is probably the best 
estimate of its mass. 
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Radio-continuum studies on a scale of hundreds of light- 
years from the Galaxy’s centre show the nucleus to be 
embedded in an extraordinary set of filamentary arcs that 
pass perpendicularly through the galactic plane. Magnetic 
fields 1,000 times stronger than the general galactic field 
may play a role in defining the filaments, perhaps in a 
fashion analogous to the eruption of solar prominences. 
These magnetic fields may also have restrained the unusual 
massive molecular clouds Sagittarius A and Sagittarius 
B2 from forming OB stars with the same vigour as their 
counterparts farther out in the disk. Details such as these 
can be seen only because the nucleus of the Galaxy is so 
close (a “mere” 30,000 light-years away). This complexity 
should serve as a sobering reminder that most theoretical 
models of the active nuclei of external galaxies must vastly 
oversimplify the actual state of affairs. 

OTHER COMPONENTS 

Every second of every day, the Earth is bombarded by 
high-speed particles, electromagnetic radiation, and per- 
haps gravitational waves of cosmic origin. As has already 
been discussed, a part of this steady rain is, directly or 
indirectly, of planetary, stellar, or galactic origin, but an- 
other part may be a relict from a time in the universe 
before there were any planets, stars, or galaxies. 
Cosmic rays and magnetic fields. In the years following 

the discovery of natural radioactivity by the French physi- 
cist Henri Becquerel in 1896, investigators used ionization 
chambers to detect the presence of the fast charged parti- 
cles that are produced in the phenomenon. These workers 
found that low-level ionization events still occurred even 
when the source of radioactivity was removed. The events 
persisted with heavy shielding, and in 1912 the Ameri- 
can physicist Victor F. Hess found that they increased 
drastically in intensity if the detecting instruments were 
carried to high altitudes by balloons. Little difference ex- 
isted between day and night; thus, the Sun could not be 
the primary source. The penetrating radiation had to have 
a cosmic component, and the earliest suggestion was that 
it was composed of high-energy photons, gamma rays— 
hence, the name cosmic rays. In 1927 it was shown that 
the cosmic-ray intensity was higher at the magnetic poles 
than at the magnetic equator. For the incoming trajecto- 
ries to be affected by the geometry of the Earth’s magnetic 
field, cosmic rays had to be charged particles. 
It is now known that cosmic rays come with both signs 

of electric charge and with a wide distribution of energies. 
About 83 percent of the positively charged component of 
cosmic rays consists of protons, the nuclei of hydrogen 
atoms, and about 16 percent of alpha particles, the nuclei 
of helium atoms (Figure 3). The nuclei of heavier atoms 

occur roughly in their cosmic abundances except that the 
light elements lithium, beryllium, and boron—which are 
quite rare elsewhere in the universe—are vastly overrep- 
resented in the cosmic rays. The negatively charged com- 
ponent consists of mostly electrons at a level of 1 percent 
of the protons. Positrons also can be found, approxi- 
mately 10 percent as frequently as electrons. A very small 
contribution from antiprotons is also known. Cosmic-ray 
positrons and antiprotons are believed to be by-products 
of collisions between the nuclei of cosmic rays with the 
ambient atomic nuclei that exist in interstellar gas clouds. 
Cosmic gamma rays, which have been detected emanating 
from the Milky Way and show a strong correlation with 
the distribution of interstellar gas, are another manifesta- 
tion of such collisions. 
The cosmic-ray protons that freely enter the solar sys- 

tem, despite the outward sweep of the solar wind and the 
magnetic fields it carries, have energies that vary from a 
few times their rest energies to 10° times and more. Thus, 
these particles must move at speeds approaching the speed 
of light. In this range the number of particles at energy 
E varies with E to the negative 2.7 power. A similar de- 
creasing power law seems to hold for cosmic-ray electrons 
with energies from a few thousand to tens of thousands 
times their rest energies. Within uncertainties this energy 
distribution is consistent with the synchrotron-radiation 
interpretation of the nonthermal radio emission from the 
Galaxy. At higher energies, there are fewer cosmic-ray 

electrons than predicted by extrapolation of the power 
law found at lower energies, and this depletion can be 
understood on the basis of thé large synchrotron-radiation 
losses suffered by the most energetic electrons. 

Above 10’ times the rest energy of the proton, there 
also are fewer positively charged particles than predicted 
by the extrapolation of the power law E~27; however, 

synchrotron losses cannot account for this deficiency. A 
more likely interpretation is that the cosmic-ray nuclei of 
lower energies are commonly produced and confined to 
the Galaxy, whereas those with very high energies may 
have an origin in very exotic or even extragalactic objects. 
This is consistent with the fact that protons with energies 
less than 10’ times their rest energies would be bent by the 
interstellar magnetic field to follow spiraling trajectories 
that would be confined to the thickness of the galactic 
disk. Nevertheless, these particles can eventually escape 
from the disk if the magnetic fields buckle out of the 
galactic plane (as they do because of certain instabilities). 
An estimate of the total residence time of cosmic-ray 

nuclei within the disk of the Galaxy can be obtained by 
examining the anomalous abundances of lithium, beryl- 
lium, and boron. These elements are only somewhat less 
abundant in cosmic rays than carbon, nitrogen, and oxy- 
gen, and this has been conventionally interpreted to mean 
that the former group was mostly produced by spallation 
reactions (breakup of heavier nuclei) of the latter group 
as the cosmic-ray particles traversed interstellar space and 
interacted with the matter there. From the amount of 
spallation that has occurred, it can be estimated that the 
cosmic rays reside, on average, roughly 10’ years among 
the gas clouds in the galactic disk before escaping. 
The origin of cosmic rays is an incompletely resolved 

problem. At one time astronomers believed that all cos- 
mic rays, except those at the highest energies, originated 
with supernova explosions. The total energetics is right, 
and the presence in cosmic rays of nuclei as heavy as 
iron, etc., could receive a natural explanation under the 
supernova hypothesis. Unfortunately, doubt was cast on 
the hypothesis by later work that questioned, first, whether 
particles could really be accelerated to cosmic-ray energies 
in a single supernova shock and, second, whether these 

particles, even if accelerated, could propagate through the 
interstellar medium very far from the site of the original 
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Figure 3: Cosmic-ray particles traversing a sheet of Lexan 
plastic leave ionization tracks on it. These tracks are made 
visible by chemical etching. The properties of the tracks and 
the subsequent etch patterns depend on the energy loss of 
the particles. 
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explosion. The second objection also applies to other pos- 
sible point sources, such as pulsars. 

A more promising possibility seems to be the proposal 

that cosmic rays are accelerated to their high energies by 

repeated reflections in magnetic shock waves in the in- 

terstellar medium (whose ultimate energy may be derived 

from the ensemble of all supernova explosions). The idea 

is that gas and the magnetic field threading it move at very 

different speeds on the two sides of the front of a shock 
wave. Cosmic-ray particles rattling through magnetic in- 
homogeneities may be shuttled back and forth between 

these two regions, gaining statistically an extra boost in 
energy every time they “bounce” off the moving set of 
magnetic field lines. The process is akin to the increasing 

energy that would be gained by a tennis ball in the ab- 
sence of air drag if it were banged back and forth between 
a vigorously swinging player and a stationary wall. The 
great attractiveness of the strong shock-wave picture for 
accelerating cosmic rays is that it automatically gives, in 
the simplest models, a decreasing power-law distribution 

of particle energies. The exponent is 2 instead of the mea- 
sured 2.7, and the discrepancy is believed to be related 

to an energy-dependent escape rate from the region of 
acceleration. The enhancement of the escape rate with 
increasing energy is not completely understood, but no 
fundamental obstacle appears likely in this direction to 
rule out the shock-acceleration model. 

More serious failings of the shock-acceleration model are 

that it does not address the acceleration of cosmic-ray 

electrons, nor does it easily explain the origin of ultra-high- 
energy cosmic rays, nuclei with energies that lie between 

108 and 10!! times the rest energy of the proton. There is 

some indication from measurements of ultra-high-energy 
gamma rays from some binary X-ray sources that these 
objects may copiously produce ultra-high-energy cosmic 
rays, but the exact acceleration mechanism remains ob- 
scure. At the highest observed cosmic-ray energies, the 
particles arrive preferentially from northern galactic lat- 
itudes, a fact interpreted by some to indicate a large 
contribution from the Virgo supercluster. In this picture 
even higher-energy cosmic rays from more distant parts 
of the universe (greater than about 10% light-years) do not 

reach the Earth, because such particles would suffer seri- 

ous losses en route as they interact with the photons of 
the cosmic microwave background. 

Microwave background radiation. Beginning in 1948, 

the American cosmologist George Gamow and his cowork- 
ers, Ralph Alpher and Robert Herman, investigated the 
idea that the chemical elements might have been syn- 
thesized by thermonuclear reactions that took place in a 
primeval fireball. The high temperature associated with 
the early universe would give rise to a thermal radia- 
tion field, which has a unique distribution of intensity 
with wavelength (known as Planck’s radiation law), that 

is a function only of the temperature. As the universe 

expanded, the temperature would have dropped, each 
photon being redshifted by the cosmological expansion to 
longer wavelength, as the American physicist Richard C. 
Tolman had already shown in 1934. By the present epoch 
the radiation temperature would have dropped to very low 
values, about 5° above absolute zero (0 K, or —273° C) 

according to the estimates of Alpher and Herman. 

Interest in these calculations waned among most as- 

tronomers when it became apparent that the lion’s share 
of the synthesis of elements heavier than helium must 
have occurred inside stars rather than in a hot big bang. 
In the early 1960s physicists at Princeton University, N.J., 
as well as in the Soviet Union, took up the problem 
again and began to build a microwave receiver that might 
detect, in the words of the Belgian cleric and cosmologist 
Georges Lemaitre, “the vanished brilliance of the origin 

of the worlds.” 
The actual discovery of the relict radiation from the 

primeval fireball, however, occurred by accident. In ex- 

periments conducted in connection with the first Tel- 

star communication satellite, two scientists, Arno Penzias 

and Robert Wilson, of the Bell Telephone Laboratories, 

Holmdel, N.J., measured excess radio noise that seemed 

to come from the sky in a completely isotropic fashion. 

Cosmos 

When they consulted Bernard Burke of the Massachusetts 
Institute of Technology, Boston, about the problem, Burke 
realized that Penzias and Wilson had most likely found the 
cosmic background radiation that Robert H. Dicke, P.J.E. 
Peebles, and their colleagues at Princeton were planning 
to search for. Put in touch with one another, the two 
groups published simultaneously in 1965 papers detailing 
the prediction and discovery of a universal thermal radia- 
tion field with a temperature of about 3 K. 
Precise measurements made by the Cosmic Background 

Explorer (COBE) satellite launched in late 1989 deter- 
mined the spectrum to be exactly characteristic of a 
blackbody at 2.735 K. The velocity of the satellite about 
the Earth, the Earth about the Sun, the Sun about the 
Galaxy, and the Galaxy through the universe actually 
makes the temperature seem slightly hotter (by about one 
part in 1,000) in the direction of motion rather than away 
from it. The magnitude of this effect—the so-called dipole 
anisotropy—allows astronomers to determine that the Lo- 
cal Group of galaxies is moving at a speed of about 600 
km/sec in a direction that is 45° from the direction of the 
Virgo cluster of galaxies. Such motion is not measured 
relative to the galaxies themselves (the Virgo galaxies have 
an average velocity of recession of about 1,000 km/sec 
with respect to the Milky Way system) but relative to a 
local frame of reference in which the cosmic microwave 
background radiation would appear as a perfect Planck 
spectrum with a single radiation temperature. 
The origin of the “peculiar velocity” of 600 km/sec for 

the Local Group presents an interesting problem. A com- 
ponent of this velocity may be induced by the gravitational 
attraction of the excess mass above the cosmological mean 
represented by the Virgo cluster; however, it is now be- 
lieved that the Virgo component is relatively small, at best 
200-300 km/sec. A more important contribution may 
come from the mass of a “Great Attractor” at a distance 
of 108 light-years connected to the Local Supercluster, but 
this interpretation is somewhat controversial since much 
of the supposed grouping lies behind the obscuration of 
the plane of the Milky Way. In any case, the generation of 
the large peculiar velocity of the Local Group of galaxies 
probably requires invoking an augmentation in dark mat- 
ter of the gravitational attraction of the observable galaxies 
by a factor of roughly 10. 
The COBE satellite carried instrumentation aboard that 

allowed it to measure small fluctuations in intensity of the 
background radiation, not just in the sense of a forward- 
backward asymmetry but also on angular directions in the 
sky that correspond to distance scales on the order of 10° 
light-years across (still larger than the largest material struc- 
tures seen in the universe, such as the enormous grouping 
of galaxies dubbed the “Great Wall”). Figure 4A shows 
what the intensity pattern looks like in angular projection 
at a wavelength of 0.57 centimetre after the subtraction 
of a uniform background at a temperature of 2.735 K. 
The bright regions at the upper right and the dark regions 
at the lower left show the dipole asymmetry. The bright 
strip across the middle represents excess thermal emis- 
sion from the Milky Way. To obtain the fluctuations on 
smaller angular scales, it is necessary to subtract both the 
dipole and the galactic contributions. The latter requires 
a good model for the radio emission from the Galaxy at 
the relevant wavelengths, for which astronomers possess 
only incomplete knowledge. Fortunately, the corrections 
at high galactic latitudes are not very large, and Figure 4B 
shows the final product after the subtraction. The patches 
of light and dark represent temperature fluctuations that 
amount to about one part in 100,000—not much higher 
than the accuracy of the measurements. Nevertheless, the 
statistics of the distribution of angular fluctuations appear 
different from random noise, and so the members of the 
COBE investigative team believe that they have found the 
first evidence for the departure from exact isotropy that 
theoretical cosmologists have long predicted must be there 
in order for galaxies and clusters of galaxies to condense 
from an otherwise structureless universe. 
Apart from the small fluctuations discussed above (one 

part in 100,000), the observed cosmic microwave back- 
ground radiation exhibits a high degree of isotropy, a 
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Figure 4: Images of measurements of intensity fluctuations of microwave background 
radiation transmitted by the Cosmic Background Explorer satellite. Figure 4A is an image 
showing how the intensity pattern appears in angular projection at a wavelength of 0.57 
centimetre after subtracting a uniform background at 2.735 K. Figure 4B shows what remains 
after the subtraction. The light and dark patches represent shifts in temperature amounting to 
roughly one part per 100,000 (see text). 

From COBE Satellite, reference George Smoot, et a/., The Astrophysical Journal, 396:L1-5 (September 1, 1992) 

zeroth order fact that presents both satisfaction and dif- 
ficulty for a comprehensive theory. On the one hand, 
it provides a strong justification for the assumption of 
homogeneity and isotropy that is common to most cos- 
mological models. On the other hand, such homogeneity 
and isotropy are difficult to explain because of the “light- 
horizon” problem. In the context of the cosmic microwave 
background, the problem can be expressed as follows. 
Consider the background radiation coming to an observer 
from any two opposite sides of the sky. Clearly, whatever 

are the ultimate sources (hot plasma) of this radiation, 
the photons, traveling at the speed of light since their 
emission by the plasma, have only had time to reach the 
Earth now. The matter on one side of the sky could not 
have had time to have “communicated” with the matter 
on the other side (they are beyond each other’s light hori- 
zon), so how is it possible (with respect to an observer 
in the right rest frame) that they “know” to have the 
same temperature to a precision approaching one part in 
100,000? What accounts for the high degree of angular 
isotropy of the cosmic microwave background? Or, for 
that matter, for the large-scale distribution of galaxies? As 
will be seen below in the section Cosmological models, a 
mechanism called “inflation” may offer an attractive way 
out of this dilemma. 

Intergalactic gas. At one time it was thought that large 
amounts of mass might exist in the form of gas clouds 
in the spaces between galaxies. One by one, however, the 
forms that this intergalactic gas might take were eliminated 
by direct observational searches until the only possible 
form that might have escaped early detection was a very 

hot plasma. Thus, there was considerable excitement and 
speculation when astronomers found evidence in the early 
1970s for a seemingly uniform and isotropic background 
of hard X-radiation (photons with energies greater than 
10° electron volts). There also was a diffuse background 
of soft X rays, but this had a patchy distribution and was 
definitely of galactic origin—hot gas produced by many 
supernova explosions inside the Galaxy. The hard X-ray 
background, in contrast, seemed to be extragalactic, and a 
uniform plasma at a temperature of roughly 108 K was a 
possible source. The launch in 1978 of an imaging X-ray 
telescope aboard the Einstein Observatory (the HEAO 2 
satellite), however, showed that a large fraction of the 
seemingly diffuse background of hard X rays, perhaps all 
of it, could be accounted for by a superposition of previ- 
ously unresolved point sources—i.e., quasars and QSOs. 
Subsequent research demonstrated that the shape of the 
X-ray spectrum of these objects at low redshifts does not 
match that of the diffuse background. It is now thought 
that the residual effect arises from active galactic nuclei 
at high redshifts (greater than six) and that these objects 
underwent substantial evolution early in the history of 
the universe. 
Very hot gas that emits X rays at tens to hundreds of 

millions of kelvins does indeed reside in the spaces be- 
tween galaxies in rich clusters, and the amount of this gas 
seems comparable to that contained in the visible stars 
of the galaxies; however, because rich clusters are fairly 

rare in the universe, the total amount of such gas is small 
compared to the total mass contained in the stars of all 
galaxies. Moreover, an emission line of iron can frequently 
be detected in the X-ray spectrum, indicating that the 

intracluster gas has undergone nuclear processing inside 
stars and is not of primordial origin. 
About 70 percent of the X-ray clusters show surface 

brightnesses that are smooth and single-peaked, indicative 
of distributions of hot gas that rest in quasi-hydrostatic 
equilibrium in the gravitational potentials of the clusters. 
Analysis of the data in the better-resolved systems allows 
astronomers to estimate the total amount of gravitating 
mass needed to offset the expansive pressure (propor- 

tional to the density times the temperature) of the X-ray- 
emitting gas. These estimates agree with the conclusions 
from optical measurements of the motions of the member 
galaxies that galaxy clusters contain about 10 times more 
dark matter than luminous matter (see below). 

About half of the X-ray clusters with single-peaked dis- 
tributions have bright galaxies at the centres of the emis- 
sion. The high central densities of the gas imply radiative 
cooling times of only 10° years or so. As the gas cools, 
the central galaxy draws the material*inward at inferred 
rates that often exceed 100 solar masses per year. The 
ultimate fate of the accreted gas in the “cooling flow” 
remains unclear. 

Another exciting discovery has been the detection of 
large clouds of atomic hydrogen gas in intergalactic space 
unassociated with any known galaxies. These clouds show 
themselves as unusual absorption lines in the Lyman- 
alpha transition of atomic hydrogen when they lie as 
foreground objects to distant quasars. In a few cases they 
can be mapped by radio techniques at the spin-flip tran- 
sition of atomic hydrogen (redshifted from the rest wave- 
length of 21 centimetres), From the latter studies, some 
astronomers have inferred that the clouds exist in highly 
flattened forms (“pancakes”) and may contain up to 10'4 
solar masses of gas. In one interpretation these structures 
are the precursors to large clusters of galaxies (see below). 
Low-energy neutrinos. Another hypothesized compo- 

nent of the Cosmos is a universal sea of very low-energy 
neutrinos. Although nearly impossible to detect by direct 
means, the existence of this sea has a strong theoretical 
basis. This basis rests with the notion that a hot big bang 
would produce not only a primeval fireball of electromag- 
netic radiation but also enormous numbers of neutrinos 
and antineutrinos (both referred to in cosmological dis- 
cussions as neutrinos for brevity’s sake). Estimates suggest 
that every cubic metre of space in the universe contains 
about 10® low-energy neutrinos. This number consider- 
ably exceeds the cosmological density of atomic nuclei 
(mostly hydrogen) obtained by averaging the known mat- 
ter in the universe over scales of hundreds of millions of 
light-years. The latter density amounts to less than one 
particle per cubic metre of space. Nevertheless, because 
neutrinos interact with matter only weakly (they do not, 
for example, emit electromagnetic radiation), they can be 
detected experimentally by sophisticated instruments only 
if they have relatively high energies (such as the neutrinos 
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from the Sun or from supernova explosions). The very 
low-energy neutrinos of cosmological origin cannot be ob- 
served by any conventional means known at present. 
Such low-energy neutrinos, nonetheless, attracted con- 

siderable astronomical interest during the late 1970s be- 
cause experiments conducted in the Soviet Union and the 
United States suggested, contrary to the prevailing belief 
in particle physics, that neutrinos may possess a nonzero 
rest mass. Even if the rest mass were very small—say, 

10,000 times smaller than the rest mass of the electron, 

the lightest known particle of matter—the result could 
be of great potential importance because neutrinos, being 
so relatively abundant cosmologically, could then be the 
dominant source of mass in the universe. Unfortunately, 
later experiments cast doubts on the conclusions of the 
earlier findings, and theoretical investigations of “massive 
neutrinos” as the dark matter in the universe turned up as 
many new difficulties to be explained as possible solutions 
to old problems. On the other hand, if the solution to 
the solar-neutrino problem turns out to depend on the 
existence of neutrino oscillations, massive-neutrino cos- 
mologies may well make a (partial) comeback. 
Gravitational waves. Superficially, there are many sim- 

ilarities between gravity and electricity; for example, New- 
ton’s law for the gravitational force between two point 
masses and Coulomb’s law for the electric force between 
two point charges both vary as the inverse square of the 
separation distance. Yet, in James Clerk Maxwell’s the- 

ory for electromagnetism, accelerated charges emit signals 
(electromagnetic radiation) that travel at the speed of light, 
whereas in Newton’s theory of gravitation accelerated 
masses transmit information (action at a distance) that 
travels at infinite speed. This dichotomy is repaired by Ein- 
stein’s theory of gravitation, wherein accelerated masses 
also produce signals (gravitational waves) that travel only 
at the speed of light. And, just as electromagnetic waves 
can make their presence known by the pushing to and fro 
of electrically charged bodies, so can gravitational waves 
be detected, in principle, by the tugging to and fro of 
massive bodies. However, because the coupling of gravita- 
tional forces to masses is intrinsically much weaker than 
the coupling of electromagnetic forces to charges, the gen- 
eration and detection of gravitational radiation are much 
more difficult than those of electromagnetic radiation. 
Indeed, since the time of Einstein’s invention of general 
relativity in 1916, there has yet to be a single instance 
of the detection of gravitational waves that is direct and 

undisputed. 
There are, however, some indirect pieces of evidence 

that accelerated astronomical masses do emit gravitational 
radiation. The most convincing concerns radio-timing ob- 
servations of a pulsar located in a binary star system with 
an orbital period of 7.75 hours. This object, discovered 
in 1974, has a pulse period of about 59 milliseconds that 
varies by about one part in 1,000 every 7.75 hours. In- 
terpreted as Doppler shifts, these variations imply orbital 
velocities on the order of '/1000 the speed of light. The non- 
sinusoidal shape of the velocity curve with time allows a 
deduction that the orbit is quite noncircular (indeed, an 
ellipse of eccentricity 0.62 whose long axis precesses in 
space by 4.2° per year). It is now believed that the system 
is composed of two neutron stars, each having a mass of 

about 1.4 solar masses, with a semimajor axis separation 
of only 2.8 solar radii. According to Einstein’s theory of 
general relativity, such a system ought to be losing orbital 
energy through the radiation of gravitational waves at a 
rate that would cause them to spiral together on a time 
scale of about 3 X 108 years. The observed decrease in 
the orbital period in the years since the discovery of the 
binary pulsar does indeed indicate that the two stars are 
spiraling toward one another at exactly the predicted rate. 
The implosion of the core of a massive star to form a 

neutron star prior to a supernova explosion, if it takes 
place in a nonspherically symmetric way, ought to pro- 
vide a powerful burst of gravitational radiation. Simple 
estimates yield the release of a fraction of the mass-energy 
deficit, roughly 10° ergs, with the radiation primarily 
coming out at wave periods between the vibrational pe- 
riod of the neutron star, approximately 0.3 millisecond, 
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and the gravitational-radiation damping time, about 300 
milliseconds. 
A cosmic background of gravitational waves is a possibil- 

ity that has sometimes been discussed. Such a background 
might be generated if the early universe expanded in a 
chaotic fashion rather than in the smooth homogeneous 
fashion that it is currently observed to do. The energy 
density of the gravitational waves produced, however, is 
unlikely to exceed the energy density of electromagnetic 
radiation, and each graviton (the gravitational analogue of 
the photon) would be susceptible to the same cosmolog- 
ical redshift by the expansion of the universe. A roughly 
thermal distribution of gravitons at a present temperature 
of about 1 K would be undetectable by foreseeable tech- 
nological developments in gravitational-wave astronomy. 
Dark matter. Numerous candidates for the dark matter 

component in the halos of galaxies and clusters of galax- 
ies have been proposed over the years, but no successful 

detection of any of them has yet occurred. If the dark 
matter is not made of the same material as the nuclei 
of ordinary atoms, then it may consist of exotic particles 
capable of interacting with ordinary matter only through 
the gravitational and weak nuclear forces. The latter prop- 
erty lends these hypothetical particles the generic name 
WIMPs, after weakly interacting massive particles. Even 
if WIMPs bombarded each square centimetre of the Earth 
at a rate of one per second (as they would do if they had, 
for example, individually 100 times the mass of a pro- 
ton and collectively enough mass to “close” the universe; 

see below), they would then still be extremely difficult— 
though not impossible—to detect experimentally. 
Another possibility is that the dark matter is (or was) 

composed of ordinary matter at a microscopic level but 
is essentially nonluminous at a meaningful astronomical 
level. Examples would be brown dwarfs (starlike objects 
too low in mass to fuse hydrogen in their interiors), dead 
white dwarfs, neutron stars, and black holes. If the objects 
are only extremely faint (e.g., brown dwarfs), they can 
eventually be found by very sensitive searches, perhaps 
at near-infrared wavelengths. On the other hand, if they 
emit no light at all, then other strategies will be needed to 
find them—for example, to search halo stars for evidence 

of “microlensing” (i.e., the temporary amplification of the 
brightness of background sources through the gravitational 
bending of their light rays). 

Large-scale structure and expansion 
of the universe 

Hubble inferred a uniformity in the spatial distribution 
of galaxies through number counts in deep photographic 
surveys of selected areas of the sky. This inference applies 
only to scales larger than several times 108 light-years. On 
smaller scales, galaxies tend to bunch together in clusters 
and superclusters, and Hubble deliberately avoided the 
more conspicuous examples in order not to bias his results. 
This clustering did excite debate among both observers 
and theorists in the earliest discussions of cosmology, par- 
ticularly over the largest dimensions where there are still 
appreciable departures from homogeneity and over the 
ultimate cause of the departures. In the 1950s and early 
1960s, however, attention tended to focus on homoge- 
neous cosmological models because of the competing ideas 
of the big bang and steady state scenarios. Only after the 
discovery of the cosmic microwave background—which, 
together with the successes of primordial nucleosynthesis, 
signaled a clear victory for the hot big bang picture—did 
the issue of departures from homogeneity in the universe 
again attract widespread interest. 
From a more pragmatic point of view, clusters and groups 

of galaxies are important to cosmological studies because 
they are useful in establishing the extragalactic distance 
scale. A fundamental problem that recurs over and over 
again in astronomy is the determination of the distance to 
an object. Individual stars in star clusters and associations 
provide an indispensable tool in gauging distances within 
the Galaxy. The brightest stars—in particular the brightest 
variable stars among the so-called Cepheid class—allow 
the distance ladder to be extended to the nearest galaxies; 
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but at distances much larger than 107 light-years individ- 
ual stars become too difficult to resolve, at least from the 
ground, and astronomers have traditionally resorted to 
other methods (see GALAXIES). 

CLUSTERING OF GALAXIES 

Clusters of galaxies fall into two morphological categories: 
regular and irregular. The regular clusters show marked 
spherical symmetry and have a rich membership. Typi- 
cally, they contain thousands of galaxies, with a high con- 
centration toward the centre of the cluster. Rich clusters, 
such as the Coma cluster, are deficient in spiral galaxies 
and are dominated by ellipticals and SOs. The irregular 
clusters have less well-defined shapes, and they usually 
have fewer members, ranging from fairly rich systems such 
as the Hercules cluster to poor groups that may have only 
a few members. Galaxies of all types can be found in ir- 
regular clusters: spirals and irregulars, as well as ellipticals 
and SOs. Most galaxies are to be found not in rich clusters 
but in loose groups. The Galaxy belongs to one such loose 
group—the Local Group. 

The Local Group. The Local Group contains seven 
reasonably prominent galaxies and perhaps another two 
dozen less conspicuous members. The dominant pair in 
the group is the Milky Way and Andromeda, both giant 
spirals of Hubble type Sb and luminosity class II. The 
distance to the Andromeda system was first measured by 
Hubble, but his estimate was too low by a factor of two 
because astronomers at that time did not recognize the 
distinction between variable stars belonging to Population 
II (like those studied by Shapley) and Population I (those 
studied by Hubble). Another spiral in the Local Group— 
M33, Hubble type Sc and luminosity class III—is notable, 
but the rest are intermediate to dwarf systems, either irreg- 
ulars or ellipticals. Most of the mass of the Local Group is 
associated with the Milky Way and Andromeda, and with 
a few exceptions the smaller systems tend to congregate 
about one or the other of these galaxies. The size of the 
Local Group is therefore larger only by about 50 percent 
than the 2 X 10° light-years separating the Milky Way sys- 
tem and the Andromeda galaxy, and the centre of mass 
lies roughly halfway between these two giants. 
The Andromeda galaxy is one of the few galaxies in the 

universe that actually has a velocity of approach with re- 
spect to the centre of the Galaxy. If this approach results 
from the reversal by the mutual gravitational attraction of 
a former recession, then the total mass of the Local Group 
probably amounts to a few times 10!2 solar masses. This 
is greater than the mass inferred for the optically visible 
parts of the galaxies and is another manifestation of the 
dark matter problem. 
Neighbouring groups and clusters. Beyond the fringes 

of the Local Group lie many similar small groups. The 
best studied of these is the M81 group, whose dominant 
galaxy is the spiral galaxy M81. Much like the Andromeda 
and Milky Way systems, M81 is of Hubble type Sb and 
luminosity class II. The distance to M81, as well as to the 
outlying galaxy NGC 2403, can be determined from vari- 
ous stellar calibrators to be at a distance of 107 light-years. 
It is not known whether NGC 2403 and its companion 
NGC 2366 are truly bound to M81 or whether they are 
an independent pair seen by chance to lie near the M81 
group. If they are bound to M81, then a measurement 
of their velocity along the line of sight relative to that of 
M81 yields, by an argument similar to that used for the 
Andromeda and Milky Way galaxies, an estimate of the 
gravitating mass of M81. This estimate equals 2 x 10” 
solar masses and exceeds by an order of magnitude what 
is deduced from measurements of the rotation curve of 
M81 inside its optically visible disk. 
The M81 group also has a few normal galaxies with clas- 

sifications similar to those of galaxies in the Local Group, 
and it was noticed by some astronomers that the linear 
sizes of the largest H II regions (which are illuminated by 
many OB stars) in these galaxies had about the same in- 
trinsic sizes as their counterparts in the Local Group. This 
led Allan Sandage and the German chemist and physicist 
Gustav Tammann to the (controversial) technique of using 
the sizes of H II regions as a distance indicator, because a 

measurement of their angular sizes, coupled with knowl- 
edge of their linear sizes, allows an inference of distance. 
This method can be used, for example, to obtain the dis- 

tance to the M101 group, whose dominant galaxy M101 
is a supergiant spiral—the closest system of Hubble type 
Sc and luminosity class I. Since Sc I galaxies are the 
most luminous spiral galaxies, with very large H II regions 
strung out along their spiral arms, determining the dis- 
tance to M101 is a crucial step in obtaining the absolute 
sizes of the giant H II regions of these important systems. 
The sizes of the H II regions in the companion galaxies 
of M101 compared with the calibrated values for nearby 
galaxies of the same class yield a distance to the M101 
group of approximately 2 X 107 light-years. 
Having calibrated the sizes of the giant H II regions in 

M101, Sandage and Tammann could then obtain the dis- 
tances to 50 field Sc I galaxies. Once this had been done, 
it became possible to measure the absolute brightnesses of 
Sc I galaxies, and it was ascertained that all such systems 
have nearly the same luminosity. Since Sc I galaxies like 
M101 or MS! can be recognized on purely morphological 
grounds (well-organized spiral structure with massive arms 
dominated by giant H II regions), they can now be used 
as “standard candles” to help measure the distances to 
irregular clusters that contain such galaxies (e.g., the Virgo 
cluster containing the Sc I galaxy M100). 
The Virgo cluster is the closest large cluster and is located 

at a distance of about 5 X 107 light-years in the direction 
of the constellation Virgo. About 200 bright galaxies re- 
side in the Virgo cluster, scattered in various subclusters 
whose largest concentration (near the famous system M87) 
is about 5 X 10° light-years in diameter. Of the galaxies 
in the Virgo cluster, 68 percent are spirals, 19 percent 
are ellipticals, and the rest are irregulars or unclassified. 
Although spirals are more numerous, the four brightest 
galaxies are giant ellipticals, among them M87. Calibra- 
tion of the absolute brightnesses of these giant ellipticals 
allows a leap to the distant regular clusters. 
The nearest rich cluster containing thousands of systems, 

the Coma cluster, lies about seven times farther than the 
Virgo cluster in the direction of the constellation Coma 
Berenices. The main body of the Coma cluster has a di- 
ameter of about 2.5 X 107 light-years, but enhancements 
above the background can be traced out to a supercluster 
of a diameter of about 2 X 108 light-years. Ellipticals or 
SOs constitute 85 percent of the bright galaxies in the 
Coma cluster; the two brightest ellipticals in Coma are 
located near the centre of the system and are individually 
more than 10 times as luminous as the Andromeda galaxy. 
These galaxies have a swarm of smaller companions or- 
biting them and may have grown to their bloated sizes by 
a process of “galactic cannibalism” like that hypothesized 
to explain the supergiant elliptical cD systems (see above). 
The spatial distribution of galaxies in rich clusters such 

as the Coma cluster closely resembles what one would 
expect theoretically for a bound set of bodies moving in 
the collective gravitational field of the system. Yet, if one 
measures the dispersion of random velocities of the Coma 
galaxies about the mean, one finds that it amounts to 
almost 900 km/sec. For a galaxy possessing this random 
velocity along a typical line of sight to be gravitationally 
bound within the known dimensions of the cluster requires 
Coma to have a total mass of about 5 X 10'5 solar masses. 
The total luminosity of the Coma cluster is measured to 
be about 3 10" solar luminosities; therefore, the mass- 
to-light ratio in solar units required to explain Coma as a 
bound system exceeds by an order of magnitude what can 
be reasonably ascribed to the known stellar populations. A 
similar situation exists for every rich cluster that has been 
examined in detail. This dark matter problem for rich 
clusters was known to the Swiss astronomer Fritz Zwicky 
as early as 1933. The discovery of X-ray-emitting gas in 
rich clusters has alleviated the dynamic problem by a fac- 
tor of about two, but a substantial discrepancy remains. 
Superclusters. In 1932 Harlow Shapley and Adelaide 

Ames introduced a catalog that showed the distributions of 
galaxies brighter than 13th magnitude to be quite different 
north and south of the plane of the Galaxy. Their study 
was the first to indicate that the universe might contain 

Virgo and 
Coma 
clusters 



The 

Local 

Super- 
cluster 

substantial regions that departed from the assumption of 
homogeneity and isotropy. The most prominent feature 
in the maps they produced in 1938 was the Virgo cluster, 
though already apparent at that time were elongated ap- 
pendages that stretched on both sides of Virgo to a total 
length exceeding 5 X 107 light-years. This configuration 
is the kernel of what came to be known later—through 
the work of Erik Holmberg, Gérard de Vaucouleurs, and 
George O. Abell—as the Local Supercluster, a flattened 
collection of about 100 groups and clusters of galaxies 
including the Local Group. The Local Supercluster is cen- 

tred approximately on the Virgo cluster and has a total 
extent of roughly 2 X 108 light-years. Its precise bound- 
aries, however, are difficult to define inasmuch as the local 
enhancement in numbers of galaxies above the cosmolog- 
ical average in all likelihood just blends smoothly into the 
background. 
Also apparent in the Shapley-Ames maps were three 

independent concentrations of galaxies, separate super- 
clusters viewed from a distance. Astronomers now believe 
superclusters fill perhaps 10 percent of the volume of the 
universe. Most galaxies, groups, and clusters belong to su- 
perclusters, the space between superclusters being relatively 
empty. The dimensions of superclusters range up to a few 
times 108 light-years. For larger scales the distribution of 
galaxies is essentially homogeneous and isotropic—that is, 
there is no evidence for the clustering of superclusters. 
This fact can be understood by recognizing that the time it 
takes a randomly moving galaxy to traverse the long axis 
of a supercluster is typically comparable to the age of the 
universe. Thus, if the universe started out homogeneous 
and isotropic on small scales, there simply has not been 
enough time for it to become inhomogeneous on scales 
much larger than superclusters. This interpretation is con- 
sistent with the observation that superclusters themselves 
look dynamically unrelaxed—that is, they lack the regular 
equilibrium shapes and central concentrations that typify 
systems well mixed by several crossings. 
Statistics of clustering. The description of galaxy clus- 

tering given above is qualitative and therefore open to a 
charge of faulty subjective reasoning. To remove human 
biases it is possible to take a statistical approach, a path 
pioneered by the American statisticians Jerzy Neyman 
and Elizabeth L. Scott and extended by H. Totsuji and T. 
Kihara in Japan and by P.J.E. Peebles and his coworkers 
in the United States. Their line of attack begins by consid- 
ering the correlation of the angular positions of galaxies 
in the northern sky surveyed by C.D. Shane and C.A. 
Wirtanen of Lick Observatory, Mount Hamilton, Calif. If 

the intrinsic distribution in the direction along the line 
of sight is assumed to be similar to that across it, then 
it is possible to derive from the analysis the two-point 
correlation function that expresses the joint probability 
for finding two galaxies in certain positions separated by 
a distance r. Of special interest is the enhancement in the 
probability above a random distribution of locations well 
represented, up to scales of about 5 X 107 light-years, as a 
simple power law, (r/ro)~!8, with 79 equal to about 2 X 107 
light-years. Beyond 5 X 107 light-years, the enhancement 
drops more quickly with distance than r!8, but the exact 
way it does this is somewhat controversial. 
To summarize, then, when one knows a galaxy to be 

present, there is a considerable statistical enhancement in 
the likelihood that other galaxies will be near it for dis- 
tances of 5 X 10’ light-years or less, whereas at much larger 
distances the probability drops off to the expectation for a 
purely random distribution in space. This result provides 
a quantitative expression for the phenomenon of galaxy 
clustering. A similar power-law representation seems to 
hold for the correlation of galaxy clusters; this provides 
empirical evidence for the phenomenon of superclustering. 
In addition to angular positions, it is possible to derive 

empirical information about the large-scale distribution of 
galaxies in the direction along the line of sight by exam- 
ining the redshifts of galaxies under the assumption that 
a larger redshift implies a greater distance in accordance 
with Hubble’s law. A number of groups have carried out 
such a program, some in fairly restricted areas of the sky 
and others over larger regions but to shallower depths. A 
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Figure 5: A two-dimensional representation of a 
three-dimensional “map” of galaxies distributed on the 
surfaces of what are thought to be enormous bubblelike 
voids measuring approximately 60,000,000 to 150,000,000 
light-years across. The pie-shaped segment of the sky 
shown here contains about 1,000 galaxies, all located within 
300,000,000 light-years from the Earth. The Coma cluster 
of galaxies, lying near the middle of the segment, seems to 
occur where several voids intersect. 
M.J. Geller and J.P. Huchra, Smithsonian Astrophysical Observatory 

primary finding of such surveys is the existence of huge 
holes and voids, regions of space measuring hundreds of 
millions of light-years across where galaxies seem notably 
deficient or even totally absent. The presence of holes 
and voids forms, in some sense, a natural complement 

to the idea of superclusters, but the surprising result is 
the degree of the density contrast between the large-scale 
regions where galaxies are found and those where they are 

not (Figure 5). 

GRAVITATIONAL THEORIES OF CLUSTERING 

The fact that gravitation affects all masses may explain 
why the astronomical universe, although not uniform, 
contains structure. This natural idea, which is the basis of 
much of the modern theoretical work on the problem, had 
already occurred to Newton in 1692. Newton wrote to the 
noted English scholar and clergyman Richard Bentley: 

It seems to me, that if the matter of our Sun & Planets & all 
ye matter in the Universe was eavenly scattered throughout 
all the heavens, & every particle had an innate gravity to- 
wards all the rest & the whole space throughout wch [sic] this 
matter was scattered was but finite: the matter on ye outside 
of this space would by its gravity tend towards all ye matter 
on the inside & by consequence fall down to ye middle of the 
whole space & there compose one great spherical mass. But if 
the matter was eavenly diffused through an infinite space, it 
would never convene into one mass but some of it convene 
into one mass & some into another so as to make an infinite 
number of great masses scattered at great distances from one 
to another throughout all yt infinite space. And thus might ye 
Sun and Fixt stars be formed supposing the matter were of a 
lucid nature. 

Modes of gravitational instability. It was the English 
physicist and mathematician Sir James Jeans who in 1902 
first provided a quantitative criterion for the picture of 
gravitational instability speculated on by Newton. Jeans 
considered the idealized initial state of a homogeneous 
static gas of infinite extent and uniform temperature and 
asked under what conditions the compressed portions of 
a small sinusoidal fluctuation would continue to contract 
gravitationally and become denser and denser (eventually 
to form galaxies and stars presumably) rather than re- 
expand because of the increased internal pressure. He 
found that for gravitational instability to occur the wave- 
length of the density fluctuation had to exceed a certain 
critical value, now called the Jeans length, which is pro- 
portional to the square root of the ratio of temperature to 

density. 
Two new considerations enter to modify the picture in 

a universe that begins with a hot big bang: the expansion 
of the background and the coexistence with matter of a 
thermal radiation field. The expansion of the background 
causes the dense portions of unstable small fluctuations 
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to grow much more slowly, at least at first, than the 
static Jeans theory—as a power of time rather than as 
an exponential. The thermal radiation field causes greater 
complications. 

First, the existence of a component in the universe other 
than ordinary matter, radiation, means that one has to 
specify—particularly in the early stages of the expansion 
when the energy density of radiation dominates that of 
matter—whether the radiation field fluctuates together 
with matter or whether it maintains a uniform level inside 
which matter fluctuates. Density fluctuations of the first 
type are called adiabatic perturbations, and those of the 
second type isothermal (isocurvature) perturbations (be- 

cause the temperature of the radiation field remains uni- 
form in space and the matter temperature locally equals 
that of the radiation when they are well coupled). 
In the early universe when the radiation temperature 

was high and matter existed as a highly ionized plasma, 
neither adiabatic nor isothermal fluctuations could grow, 
because the intense radiation field resisted compression 
and, through its strong coupling to ionized matter, pre- 
vented the latter also from contracting relative to the 
overall expansion of the universe. Indeed, the tendency for 
the excess radiation in the compressed regions of adiabatic 
fluctuations to try to diffuse out of such regions implies 
that such fluctuations tend to decay. Therefore, given an 
arbitrary initial spectrum of adiabatic fluctuations, only 

those with a large enough scale can survive the decay for 
the age of the universe up to that point. 

Decoupling between ordinary matter and radiation oc- 
curs when the temperature drops low enough for free 
(hydrogen) ions and electrons to recombine. When elec- 
trons become attached to atoms, they have a much smaller 

cross section for interaction with photons than when they 
were free. This occurs for reasonable cosmological mod- 
els at a temperature of about 4,000 K. At this time, by 
coincidence (but perhaps ultimately one of great physi- 
cal significance), the energy density also begins to drop 
below the rest-energy density of matter, and the universe 
turns from being radiation-dominated to being matter- 
dominated. Past the decoupling epoch, the density fluctu- 
ations of the type previously labeled isothermal can grow 
if they satisfy the original Jeans criterion, whereas those 
previously labeled adiabatic can grow only if they have 
survived the prior epoch of damping. Calculations indicate 
that the smallest unstable fragment of the former type has 
a mass comparable to that of a globular cluster, while 
that of the latter type has a mass comparable to that of a 
giant galaxy or of a large cluster of galaxies, depending on 
various assumptions. 
Among these assumptions is the choice of the form of 

the dark matter or hidden mass. If the hidden mass is not 
ordinary matter but instead is contained in exotic forms 
of elementary particles whose properties have yet to be 
deciphered, then one needs to specify if and when this 
hidden mass decouples from the thermal radiation field. 
Two extremes are often considered: “warm” dark matter 
and “cold” dark matter. Warm dark matter is typified by 
such hypothetical particles as neutrinos that have small 
but nonzero rest mass, which decouple relatively early 
from the radiation field. Particles of this sort stream freely 
(nearly at the speed of light in the early universe) and 
erase initial fluctuations of all scale smaller than a crit- 
ical coherence length (analogous to but larger than the 
critical scale introduced by photons for adiabatic fluctu- 
ations), above which self-gravity can finally cause growth 
(when the neutrinos are moving much less rapidly). Cold 
dark matter is typified by particles that interact only 
weakly with radiation and ordinary matter and that have 
sufficient rest mass so as always to possess random ther- 
mal motions much less than the speed of light at any 
stage relevant to the problem of galaxy formation. Den- 
sity fluctuations of such particles can grow in a fashion 
similar to that described for isothermal fluctuations of 
ordinary matter after decoupling; therefore, on the scale 
of galaxies and larger groups, cold dark matter possesses 
no coherence length. In either picture, warm or cold, 
the dark component of the universe supposedly forms 
a lumpy background into whose concentrations ordinary 

matter falls eventually to produce galaxies and stars. 
Top-down and bottom-up theories. The scenarios de- 

scribed in the previous subsection turn out, in the ex- 
tremes, to lead to two different pictures for the origin of 
large-scale structure in the universe, which can be given the 

labels “top-down” and “bottom-up.” In top-down theories 
the regions with the largest scale sizes, comparable to su- 
perclusters and clusters, collapse first, yielding flat gaseous 
“pancakes” of ordinary matter (a description coined by 
the primary proponent of this theory, the physicist Yakov 
B. Zeldovich of Russia) from which galaxies condense. 
In bottom-up theories the regions with the smallest scale 
sizes, comparable to galaxies or smaller, form first, giving 
rise to freely moving entities that subsequently aggre- 
gate gravitationally (perhaps by a hierarchal process) to 

produce clusters and superclusters of galaxies. Adiabatic 
fluctuations of ordinary matter tend to yield a top-down 
picture, and isothermal fluctuations a bottom-up picture. 
When hidden mass is added to the calculations, warm 
dark matter tends to give a top-down picture, and cold 
dark matter a bottom-up picture. 

To make comparisons with observational data, the spec- 
trum (dependence of amplitudes with size scale) of the 
initial fluctuations are needed as input to numerical simu- 
lations on a computer to follow the subsequent growth of 
structure. The shape of the spectrum is specified by heuris- 
tic arguments given first by Zeldovich and the American 
cosmologist Edward R. Harrison, and the results were later 
rederived from a first principles calculation of a quantum 
origin of the universe involving cosmic inflation (see be- 
low). Workers must use, however, measurements of the 
anisotropy of the cosmic microwave background to obtain 
(or set limits on) the absolute starting amplitudes. When 
this is done and models are computed, it is found that 
top-down theories tend to give a better but still imperfect 
account of the observed spatial distributions (flattened 
superclusters and large holes and voids) and streaming 
motions of galaxies. Unfortunately, cluster formation and 
galaxy formation take place at a redshift z less than 1, 
too recently relative to the present epoch to be compati- 
ble with the observational data. The measurements of the 
anisotropies of the cosmic microwave background severely 
limit the amount of power that can exist in the starting 
adiabatic perturbations, and so the growth to observed 
structures takes too long to complete. Moreover, neutrinos 
with their large coherence length probably cannot explain 
the hidden mass that is inferred to reside in the dark halos 
of individual galaxies. 
Bottom-up theories that include cold dark matter can 

yield objects with the proper masses (i.e., dark halos), 
density profiles, and angular momenta to account for the 
observed galaxies, but they fail to explain the largest-scale 
structures (on the order of a few times 108 light-years) seen 
in the clustering data. A possible escape from this diffi- 
culty lies in the suggestion that the distribution of galaxies 
(made mostly of ordinary matter) may not trace the dis- 
tribution of mass (made mostly of cold dark matter). This 
scheme, called biased galaxy formation, may have a phys- 
ical basis if it can be argued that galaxies form only from 
fluctuations that exceed a certain threshold level. Local 
upward fluctuations in density on a small scale have a 
better chance to exceed the threshold if they happen to lie 
in a large region that has somewhat higher than average 
densities. This bias then produces galaxies with positions 
that correlate on a large scale better than the underlying 
distribution of dark matter whose gravitational clustering 
has no such threshold effect. Unfortunately, counter sim- 
ulations show that no amount of biasing can reproduce 
both the large-scale spatial structure and the magnitude of 
the observed large-scale streaming motions. 
On the problem of the formation of galaxies and large- 

scale structure by purely gravitational means, therefore, 
cosmologists face the following dilemma. The universe in 
the large appears to require aspects of both top-down and 
bottom-up theories. Perhaps this implies that the hidden 
mass consists of roughly equal mixtures of warm dark 
matter and cold dark matter, but adopting such a solu- 
tion seems rather artificial without additional supporting 
evidence. 
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UNORTHODOX THEORIES OF CLUSTERING 

AND GALAXY FORMATION 

Given the somewhat unsatisfactory state of affairs with 

gravitational theories for the origin of large-scale structure 

in the universe, some cosmologists have abandoned the 

orthodox approach altogether and have sought alternative 

mechanisms. One of the first to be considered was pri- 

mordial turbulence. This idea enjoys little current favour 

for a variety of reasons, the most severe being the fol- 

lowing. Because it tends to decay over time, turbulence 

of a magnitude sufficient to cause galaxy formation after 

decoupling would have had to be much larger during ear- 

lier epochs. This seems both unlikely and unnatural. Too 

delicate a balance is required for primordial turbulence to 

produce galaxies rather than, say, black holes. 

Another suggestion is that energetic galactic explosions 

due to the formation of a first wave of massive stars may 

have compressed large shells of intergalactic gas that sub- 

sequently became the sites for further galaxy formation 

and more explosions. Such a picture is attractive because 

it predicts large holes and voids with galaxies at the in- 

terfaces, but it does not avoid the criticism that a “seed” 

galaxy needs to be formed at the centre of each shell by 

some other process. If such a process exists, why should it 

not be the dominant mechanism? 

Finally, there is a suggestion that galaxy and cluster 

formation might take place by accretion around “cosmic 

strings.” Cosmic strings, long strands or loops of mass- 

energy, are a consequence of some theories of elemen- 

tary particle physics. They are envisaged to arise from 

phase transitions in the very early universe in a fashion 

analogous to the way faults can occur in a crystal that 

suffers dislocations because of imperfect growth from, 

say, a liquid medium. The dynamic properties of cosmic 

strings are imperfectly understood, but arguments exist 

that suggest they may give a clustering hierarchy similar 

to that observed for galaxies. Unfortunately, the same 

particle physics that produces cosmic strings also produces 

magnetic monopoles (isolated magnetic charges), whose 

possible abundance in the universe can be constrained by 

observations and experiments to lie below very low limits. 

Particle physicists like to explain the absence of magnetic 

monopoles in the Cosmos by invoking for the very early 

universe the mechanism of inflation (see below). The same 

mechanism would also inflate away cosmic strings. 

In summary, it can be seen that mechanisms alternative 

to the growth of small initial fluctuations by self-grav- 

itation all have their own difficulties. Most astronomers 

hope some dramatic new observation or new idea may yet 

save the gravitational instability approach, whose strongest 

appeal has always been the intuitive notion that the force 

that dominates the astronomical universe, gravity, will 

automatically promote the growth of irregularities. But, 

until a complete demonstration is provided, the lack of a 

simple convincing picture of how galaxies form and clus- 

ter will remain one of the prime failings of the otherwise 

spectacularly successful hot big bang theory. 

THE EXTRAGALACTIC DISTANCE SCALE 

AND HUBBLE’S CONSTANT 

It was noted earlier that the galaxies in the Virgo cluster 

had an average recession velocity v (as measured by their 

redshift) of roughly 1,000 km/sec with respect to the Local 

Group. If the distance r to the Virgo cluster is 5 X 10’ light- 

years and if the Virgo galaxies can be assumed to be far 

enough away to partake in the general Hubble flow, then 

the application of the Hubble law, v = Hor, yields Hubble’s 

constant as H, = 20 km/sec per million light-years. The 

reciprocal of Hubble’s constant is called the Hubble time; 

for the value given above, Hy)! = 1.5 X 10!° years. 

The most naive interpretation for the Hubble time is 

that of a free expansion of the universe, wherein a Hub- 

ble time ago the distant galaxies started receding from 

one another (in particular, from the Milky Way system), 

reaching a distance r= vH,"! in time H,' if they fly away 

at speed v, the fastest receding galaxies getting the farthest 

away. Rearranging terms yields the Hubble law v= Hor. 

The interpretation is naive in two respects: (1) it ignores 

the role of gravitation in slowing down the expansion, so 
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that Hubble’s “constant” does not always have the value 

it does at the present epoch; and (2) it overlooks the part 
played by gravitation in regulating the global structure of 
space-time, so that the interpretation of the “velocity” v 
and “distance” r is modified when distances or redshifts 
approach values such that v given by the above formula 
becomes comparable to or exceeds the speed of light. Nev- 

ertheless, as will be seen in the discussion of relativistic 
cosmologies below, the Hubble time does provide a useful 
rough estimate for the age of the universe. 
The exact value of Hubble’s constant is an issue of great 

controversy among astronomers. Modern estimates for Ho 
range from 15 to 30 km/sec per million light-years. The 
source of the discrepancy lies partly in the interpretation 
of the amount of distortion superimposed atop a pure 
Hubble flow by the gravitational effects of the Local Su- 
percluster in which the Local Group and the Virgo cluster 
are embedded and partly in the different calibrators used 
or emphasized by different workers for the distances to 
various extragalactic objects. 
To avoid the first complication, the interpretation of the 

velocity field in the Local Supercluster, it is possible to ex- 
amine the redshift-distance relation implied by Sandage’s 
and Tammann’s study of 50 Sc I galaxies. There is lit- 
tle controversy that these distant galaxies do empirically 
satisfy the idealized linear relationship of the Hubble law. 
The faintest galaxies in the sample have recession veloc- 
ities of 9,000 km/sec, and, if they lie at the calibrated 
distance of 600 million light-years, then Hj) = 15 km/sec 
per million light-years, the same value as Sandage and 
Tammann derived from their study of the Virgo cluster. 
Unfortunately, many workers do not accept the determi- 
nation of Sandage and Tammann of the distances to the 
nearest Sc I galaxies (in particular, M101). They regard as 
suspect the technique using the sizes of H II regions as a 
distance indicator. These astronomers advocate using the 
relationship found to exist between the luminosity L of a 
spiral galaxy and the velocity V of its (flat) rotation curve, 
L proportional to V4, as a basis for measuring extragalactic 
distances, and they obtain values for H) that lie on the 

high end of the range cited above. 
As discussed earlier, the classical means of obtaining the 

distance to the Virgo cluster (a crucial accomplishment) 
relies on a bootstrap operation to pull the observer up 
the extragalactic distance ladder one step at a time. The 
problem with the method is that errors at one level propa- 
gate to the next. For this reason, some astronomers prefer 
using supernova explosions, which can be seen at great 
distances, to get from the Local Group to the Virgo cluster 
in one jump. Two basic methods have been developed, 
one using supernovas of type Ia and the other employing 
supernovas of type II. 
Type Ia supernovas are believed to arise in interacting 

binaries from the thermonuclear explosion of a carbon- 
oxygen white dwarf pushed beyond the Chandrasekhar 
limit by mass transfer from a neighbouring companion 
star. In the process a fixed amount of radioactive nickel-56 
is believed to be produced, whose subsequent decay into 
cobalt-56 and then to stable iron-56 is thought to power 
the entire light curve in these events. As a consequence of 
the uniformity of the underlying processes, type la super- 
novas serve, in principle, as excellent “standard candles” 
to obtain extragalactic distances. In practice, the unifor- 

mity of the underlying conditions has been questioned as 
being controversial. 
Type II supernovas arise when evolved massive stars 

undergo core collapse, a partial rebound, and an expulsion 
of the (hydrogen-rich) envelope. Except for a scale factor, 
the shape of the subsequent light curve allows astronomers 
to infer a changing size for the rapidly expanding at- 
mosphere. The scale can be obtained by measuring the 
Doppler shift (yielding the velocity, or time-rate of change 
of the radius, in kilometres per second) of the same layers 
of gas. Once the absolute size has been fixed, the absolute 

brightness can be deduced. 
From the deduced absolute brightness and the measured 

apparent brightness, the distance to the supernova can then 
be obtained. In principle, the method could be applied to 
supernovas of all types; in practice, good knowledge of the 
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opacities is needed to correct for the difference in depth 
observed in the spectral lines (for the Doppler-shift mea- 
surements) and in the continuum light (for the light-curve 

measurements). Such knowledge is reliable only when the 
composition of the atmospheric layers is rich in hydrogen. 
The supernova techniques tend to yield values of H 

toward the low end of the range 15 to 30 km/sec per 
million light-years. For the sake of definiteness, this article 
adopts the value H, = 20 km/sec per million light-years, 

but it should be noted that uncertainties of the magnitude 
discussed still remain. The corollary of this warning is 
that the distances quoted for extragalactic objects also are 
uncertain by the same factor. 

Cosmological models 

EARLY COSMOLOGICAL IDEAS 

Immediate issues that arise when anyone contemplates the 
universe at large are whether space and time are infinite 
or finite. And after many centuries of thought by some of 
the best minds, humanity has still not arrived at conclu- 
sive answers to these questions. Aristotle’s answer was that 

the material universe must be spatially finite, for if stars 
extended to infinity, they could not perform a complete 
rotation around the Earth in 24 hours. Space must then 
itself also be finite because it is merely a receptacle for 
material bodies. On the other hand, the heavens must be 
temporally infinite, without beginning or end, since they 
are imperishable and cannot be created or destroyed. 
Except for the infinity of time, these views came to be 

accepted religious teachings in Europe before the period 
of modern science. The most notable person to pub- 
licly express doubts about restricted space was the Italian 
philosopher-mathematician Giordano Bruno, who asked 
the obvious question that, if there is a boundary or edge 
to space, what is on the other side? For his advocacy 
of an infinity of suns and earths, he was burned at the 
stake in 1600. 
In 1610 Kepler provided a profound reason for believing 

that the number of stars in the universe had to be finite. 
If there were an infinity of stars, he argued, then the sky 
would be completely filled with them and night would not 
be dark! This point was rediscussed by the astronomers 
Edmond Halley and Jean-Philippe-Loys de Chéseaux of 
Switzerland in the 18th century, but it was not popularized 
as a paradox until Heinrich Wilhelm Olbers of Germany 
took up the problem in the 19th century. The difficulty 
became potentially very real with Hubble’s measurement 
of the enormous extent of the universe of galaxies with 
its large-scale homogeneity and isotropy. His discovery 
of the systematic recession of the galaxies provided an 
escape, however. At first people thought that the redshift 
effect alone would suffice to explain why the sky is dark 
at night—namely, that the light from the stars in distant 
galaxies would be redshifted to long wavelengths beyond 
the visible regime. The modern consensus is, however, that 
a finite age for the universe is a far more important effect. 
Even if the universe is spatially infinite, photons from 
very distant galaxies simply do not have the time to travel 
to the Earth because of the finite speed of light. There 
is a spherical surface, the cosmic event horizon (roughly 
10'° light-years in radial distance from the Earth at the 
current epoch), beyond which nothing can be seen even in 
principle; and the number (roughly 10°) of galaxies within 
this cosmic horizon, the observable universe, are too few 
to make the night sky bright. 
When one looks to great distances, one is seeing things 

as they were a long time ago, again because light takes a 
finite time to travel to Earth. Over such great spans, do 
the classical notions of Euclid concerning the properties of 
space necessarily continue to hold? The answer given by 
Einstein was: No, the gravitation of the mass contained 
in cosmologically large regions may warp one’s usual per- 
ceptions of space and time; in particular, the Euclidean 
postulate that parallel lines never cross need not be a 
correct description of the geometry of the actual universe. 
And in 1917 Einstein presented a mathematical model of 
the universe in which the total volume of space was finite 
yet had no boundary or edge. The model was based on his 

theory of general relativity that utilized a more generalized 
approach to geometry devised in the 19th century by the 
German mathematician Bernhard Riemann. 

GRAVITATION AND THE GEOMETRY OF SPACE-TIME 

The physical foundation of Einstein’s view of gravitation, 
general relativity, lies on two empirical findings that he 
elevated to the status of basic postulates. The first postu- 
late is the relativity principle: local physics is governed by 
the theory of special relativity. The second postulate is the 
equivalence principle: there is no way for an observer to 
distinguish locally between gravity and acceleration. The 
motivation for the second postulate comes from Galileo’s 
observation that all objects—independent of mass, shape, 
colour, or any other property—accelerate at the same rate 
in a (uniform) gravitational field. 
Einstein’s theory of special relativity, which he developed 

in 1905, had as its basic premises (1) the notion (also dat- 
ing back to Galileo) that the laws of physics are the same 
for all inertial observers and (2) the constancy of the speed 
of light in a vacuum—namely, that the speed of light has 
the same value (3 X 10!° cm/sec) for all inertial observers 
independent of their motion relative to the source of the 
light. Clearly, this second premise is incompatible with 
Euclidean and Newtonian precepts of absolute space and 
absolute time, resulting in a program that merged space 
and time into a single structure, with well-known conse- 
quences. The space-time structure of special relativity is 
often called “flat” because, among other things, the prop- 
agation of photons is easily represented on a flat sheet of 
graph paper with equal-sized squares. Let each tick on the 
vertical axis represent one light-year (9.46 X 10!7 cm) of 
distance in the direction of the flight of the photon, and 
each tick on the horizontal axis represent the passage of 
one year (3.16 X 10’ sec) of time. The propagation path 
of the photon is then a 45° line because it flies one light- 
year in one year (with respect to the space and time mea- 
surements of all inertial observers no matter how fast they 
move relative to the photon). 
The principle of equivalence in general relativity allows 

the locally flat space-time structure of special relativity to 
be warped by gravitation, so that (in the cosmological case) 
the propagation of the photon over thousands of millions 
of light-years can no longer be plotted on a globally flat 
sheet of paper. To be sure, the curvature of the paper may 
not be apparent when only a small piece is examined, 
thereby giving the local impression that space-time is flat 
(7.é., satisfies special relativity). It is only when the graph 
paper is examined globally that one realizes it is curved 
(1.e., satisfies general relativity). 
In Einstein’s 1917 model of the universe, the curvature 

occurs only in space, with the graph paper being rolled up 
into a cylinder on its side, a loop around the cylinder at 
constant time having a circumference of 2xR—the total 
spatial extent of the universe. Notice that the “radius of 
the universe” is measured in a “direction” perpendicular 
to the space-time surface of the graph paper. Since the 
ringed space axis corresponds to one of three dimensions 
of the actual world (any will do since all directions are 
equivalent in an isotropic model), the radius of the uni- 
verse exists in a fourth spatial dimension (not time) which 
is not part of the real world. This fourth spatial dimension 
is a mathematical artifice introduced to represent dia- 
grammatically the solution (in this case) of equations for 
curved three-dimensional space that need not refer to any 
dimensions other than the three physical ones. Photons 
traveling in a straight line in any physical direction have 
trajectories that go diagonally (at 45° angles to the space 
and time axes) from corner to corner of each little square 
cell of the space-time grid; thus, they describe helical paths 
on the cylindrical surface of the graph paper, making one 
turn after traveling a spatial distance 27R. In other words, 
always flying dead ahead, photons would return to where 
they started from after going a finite distance without ever 
coming to an edge or boundary. The distance to the “other 
side” of the universe is therefore 2R, and it would lie in 
any and every direction; space would be closed on itself, 
Now, except by analogy with the closed two-dimensional 

surface of a sphere that is uniformly curved toward a 
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centre in a third dimension lying nowhere on the two- 
dimensional surface, no three-dimensional creature can 
visualize a closed three-dimensional volume that is uni- 
formly curved toward a centre in a fourth dimension lying 
nowhere in the three-dimensional volume. Nevertheless, 
three-dimensional creatures could discover the curvature 
of their three-dimensional world by performing surveying 
experiments of sufficient spatial scope. They could draw 
circles, for example, by tacking down one end of a string 
and tracing along a single plane the locus described by the 
other end when the string is always kept taut in between 
(a straight line) and walked around by a surveyor. In Ein- 
stein’s universe, if the string were short compared to the 
quantity R, the circumference of the circle divided by the 
length of the string (the circle’s radius) would nearly equal 
2n = 6.2837853 ..., thereby fooling the three-dimensional 
creatures into thinking that Euclidean geometry gives a 
correct description of their world. However, the ratio of 
circumference to length of string would become less than 
2x when the length of string became comparable to R. 
Indeed, if a string of length zR could be pulled taut to the 
antipode of a positively curved universe, the ratio would 
go to zero. In short, at the tacked-down end the string 
could be seen to sweep out a great arc in the sky from 
horizon to horizon and back again; yet, to make the string 
do this, the surveyor at the other end need only walk 
around a circle of vanishingly small circumference. 
To understand why gravitation can curve space (or more 

generally, space-time) in such startling ways, consider the 
following thought experiment that was originally conceived 
by Einstein. Imagine an elevator in free space accelerating 
upward, from the viewpoint of a woman in inertial space, 
at a rate numerically equal to g, the gravitational field at 
the surface of the Earth. Let this elevator have parallel 
windows on two sides, and let the woman shine a brief 

pulse of light toward the windows. She will see the photons 
enter close to the top of the near window and exit near 
the bottom of the far window because the elevator has 
accelerated upward in the interval it takes light to travel 
across the elevator. For her, photons travel in a straight 
line, and it is merely the acceleration of the elevator that 
has caused the windows and floor of the elevator to curve 
up to the flight path of the photons. 
Let there now be a man standing inside the elevator. 

Because the floor of the elevator accelerates him upward 
at a rate g, he may—if he chooses to regard himself as 
stationary—think that he is standing still on the surface of 
the Earth and is being pulled to the ground by its gravita- 
tional field g. Indeed, in accordance with the equivalence 
principle, without looking out the windows (the outside is 
not part of his local environment), he cannot perform any 
local experiment that would inform him otherwise. Let 
the woman shine her pulse of light. The man sees, just 
like the woman, that the photons enter near the top edge 
of one window and exit near the bottom of the other. And 
just like the woman, he knows that photons propagate in 
straight lines in free space. (By the relativity principle, they 
must agree on the laws of physics if they are both inertial 
observers.) However, since he actually sees the photons 
follow a curved path relative to himself, he concludes that 
they must be bent by the force of gravity. The woman 
tries to tell him there is no such force at work; he is 
not an inertial observer. Nonetheless, he has the solidity 
of the Earth beneath him, so he insists on attributing his 
acceleration to the force of gravity. According to Einstein, 
they are both right. There is no need to distinguish locally 
between acceleration and gravity—the two are in some 
sense equivalent. But if that is the case, then it must be 
true that gravity—“real” gravity—can actually bend light. 
And indeed it can, as many experiments have shown since 
Einstein’s first discussion of the phenomenon. 
It was the genius of Einstein to go even further. Rather 

than speak of the force of gravitation having bent the pho- 
tons into a curved path, might it not be more fruitful to 
think of photons as always flying in straight lines—in the 
sense that a straight line is the shortest distance between 
two points—and that what really happens is that gravita- 
tion bends space-time? In other words, perhaps gravitation 
is curved space-time, and photons fly along the shortest 

Cosmos 

paths possible in this curved space-time, thus giving the 
appearance of being bent by a “force” when one insists on 
thinking that space-time is flat. The utility of taking this 
approach is that it becomes automatic that all test bodies 
fall at the same rate under the “force” of gravitation, for 
they are merely producing their natural trajectories in a 
background space-time that is curved in a certain fashion 
independent of the test bodies. What was a minor miracle 
for Galileo and Newton becomes the most natural thing 
in the world for Einstein. 
To complete the program and to conform with New- 

ton’s theory of gravitation in the limit of weak curvature 
(weak field), the source of space-time curvature would 
have to be ascribed to mass (and energy). The mathemat- 
ical expression of these ideas constitutes Einstein’s theory 
of general relativity, one of the most beautiful artifacts 
of pure thought ever produced. The American physicist 
John Archibald Wheeler and his colleagues summarized 
Einstein’s view of the universe in these terms: 

Curved spacetime tells mass-energy how to move; 
mass-energy tells spacetime how to curve. 

Contrast this with Newton’s view of the mechanics of 

the heavens: 

Force tells mass how to accelerate; 
mass tells gravity how to exert force. 

Notice therefore that Einstein’s worldview is not merely 
a quantitative modification of Newton’s picture (which is 
also possible via an equivalent route using the methods of 
quantum field theory) but represents a qualitative change 
of perspective. And modern experiments have amply justi- 
fied the fruitfulness of Einstein’s alternative interpretation 
of gravitation as geometry rather than as force. His theory 
would have undoubtedly delighted the Greeks. 

RELATIVISTIC COSMOLOGIES 

Einstein’s model. To derive his 1917 cosmological 
model, Einstein made three assumptions that lay outside 
the scope of his equations. The first was to suppose that the 
universe is homogeneous and isotropic in the large (i.e., 
the same everywhere on average at any instant in time), 
an assumption that the English astrophysicist Edward A. 
Milne later elevated to an entire philosophical outlook by 
naming it the cosmological principle. Given the success of 
the Copernican revolution, this outlook is a natural one. 

Newton himself had it implicitly in mind in his letter to 
Bentley (see above) when he took the initial state of the 
Cosmos to be everywhere the same before it developed 
“ve Sun and Fixt stars.” 
The second assumption was to suppose that this homoge- 

neous and isotropic universe had a closed spatial geometry. 
As described in the previous section, the total volume of a 

three-dimensional space with uniform positive curvature 
would be finite but possess no edges or boundaries (to be 
consistent with the first assumption). 
The third assumption made by Einstein was that the 

universe as a whole is static—i.e., its large-scale properties 
do not vary with time. This assumption, made before 
Hubble’s observational discovery of the expansion of the 
universe, was also natural; it was the simplest approach, 
as Aristotle had discovered, if one wishes to avoid a 
discussion of a creation event. Indeed, the philosophical 
attraction of the notion that the universe on average is 
not only homogeneous and isotropic in space but also 
constant in time was so appealing that a school of English 
cosmologists—Hermann Bondi, Fred Hoyle, and Thomas 

Gold—would call it the perfect cosmological principle and 
carry its implications in the 1950s to the ultimate refine- 
ment in the so-called steady state model. 
To his great chagrin Einstein found in 1917 that with 

his three adopted assumptions, his equations of general 
relativity—as originally written down—had no meaning- 
ful solutions. To obtain a solution, Einstein realized that 
he had to add to his equations an extra term, which 
came to be called the cosmological constant. If one speaks 
in Newtonian terms, the cosmological constant could be 
interpreted as a repulsive force of unknown origin that 
could exactly balance the attraction of gravitation of all 
the matter in Einstein’s closed universe and keep it from 
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moving. The inclusion of such a term in a more general 
context, however, meant that the universe in the absence 
of any mass-energy (i.e., consisting of a vacuum) would 
not have a space-time structure that was flat (i.e., would 
not have satisfied the dictates of special relativity exactly). 
Einstein was prepared to make such a sacrifice only very 
reluctantly, and, when he later learned of Hubble’s discov- 
ery of the expansion of the universe and realized that he 
could have predicted it had he only had more faith in the 
original form of his equations, he regretted the introduc- 
tion of the cosmological constant as the “biggest blunder” 
of his life. Ironically, recent theoretical developments in 
particle physics suggest that in the early universe there may 
very well have been a nonzero value to the cosmological 
constant and that this value may be intimately connected 
with precisely the nature of the vacuum state (see below). 
De Sitter’s model. It was also in 1917 that the Dutch 

astronomer Willem de Sitter recognized that he could ob- 
tain a static cosmological model differing from Einstein’s 
simply by removing all matter. The solution remains sta- 
tionary essentially because there is no matter to move 
about. If some test particles are reintroduced into the 
model, the cosmological term would propel them away 
from each other. Astronomers now began to wonder if 
this effect might not underlie the recession of the spirals. 
Friedmann-Lemaitre models. In 1922 Aleksandr A. 

Friedmann, a Russian meteorologist and mathematician, 

and in 1927 Georges Lemaitre, the aforementioned Bel- 
gian cleric, independently discovered solutions to Ein- 
stein’s equations that contained realistic amounts of mat- 
ter. These evolutionary models correspond to big bang 
cosmologies. Friedmann and Lemaitre adopted Einstein’s 
assumption of spatial homogeneity and isotropy (the cos- 
mological principle). They rejected, however, his assump- 
tion of time independence and considered both positively 
curved spaces (“closed” universes) as well as negatively 
curved spaces (“open” universes). The difference between 
the approaches of Friedmann and Lemaitre is that the for- 
mer set the cosmological constant equal to zero, whereas 
the latter retained the possibility that it might have a 
nonzero value. To simplify the discussion, only the Fried- 
mann models are considered here. 
The decision to abandon a static model meant that the 

Friedmann models evolve with time. As such, neighbour- 
ing pieces of matter have recessional (or contractional) 
phases when they separate from (or approach) one an- 
other with an apparent velocity that increases linearly 
with increasing distance. Friedmann’s models thus antic- 
ipated Hubble’s law before it had been formulated on an 
observational basis. It was Lemaitre, however, who had 
the good fortune of deriving the results at the time when 
the recession of the galaxies was being recognized as a 
fundamental cosmological observation, and it was he who 
clarified the theoretical basis for the phenomenon. 

The geometry of space in Friedmann’s closed models is 
similar to that of Einstein’s original model; however, there 

is a curvature to time as well as one to space. Unlike 
Einstein’s model, where time runs eternally at each spatial 
point on an uninterrupted horizontal line that extends 
infinitely into the past and future, there is a beginning and 
end to time in Friedmann’s version of a closed universe 
when material expands from or is recompressed to infi- 
nite densities. These instants are called the instants of the 
“big bang” and the “big squeeze,” respectively. The global 
space-time diagram for the middle half of the expansion- 
compression phases can be depicted as a barrel lying on 
its side (Figure 6). The space axis corresponds again to 
any one direction in the universe, and it wraps around the 

barrel. Through each spatial point runs a time axis that ex- 
tends along the length of the barrel on its (space-time) sur- 
face. Because the barrel is curved in both space and time, 
the little squares in the grid of the curved sheet of graph 
paper marking the space-time surface are of nonuniform 
size, stretching to become bigger when the barrel broadens 
(universe expands) and shrinking to become smaller when 
the barrel narrows (universe contracts). 
It should be remembered that only the surface of the bar- 

rel has physical significance; the dimension off the surface 
toward the axle of the barrel represents the fourth spatial 

Figure 6: Curved space-time in a matter-dominated, closed 
universe during the middle half of its expansion-compression 
phases. At each instant of time t, the space axis forms 
a closed loop with radius A(t), the so-called radius of the 
universe, in an unobservable fourth dimension (see text). 

From F.H. Shu, The Physical Universe (1982); University Science Books 

dimension, which is not part of the real three-dimensional 
world. The space axis circles the barrel and closes upon 

itself after traversing a circumference equal to 27R, where 
R, the radius of the universe (in the fourth dimension), 
is now a function of the time ¢. In a closed Friedmann 
model, R starts equal to zero at time t=O (not. shown 
in barrel diagram), expands to a maximum value at time 
t=t,, (the middle of the barrel), and recontracts to zero 
(not shown) at time ¢ = 2¢,,, with the value of t,, dependent 
on the total amount of mass that exists in the universe. 
Imagine now that galaxies reside on equally spaced tick 

marks along the space axis. Each galaxy on average does 
not move spatially with respect to its tick mark in the spa- 
tial (ringed) direction but is carried forward horizontally 
by the march of time. The total number of galaxies on the 
spatial ring is conserved as time changes, and therefore 
their average spacing increases or decreases as the total cir- 
cumference 27R on the ring increases or decreases (during 
the expansion or contraction phases). Thus, without in a 
sense actually moving in the spatial direction, galaxies can 
be carried apart by the expansion of space itself. From this 
point of view, the recession of galaxies is not a “velocity” 
in the usual sense of the word. For example, in a closed 
Friedmann model, there could be galaxies that started, 
when R was small, very close to the Milky Way system 
on the opposite side of the universe. Now, 10!° years later, 
they are still on the opposite side of the universe but at 
a distance much greater than 10'° light-years away. They 
reached those distances without ever having had to move 
(relative to any local observer) at speeds faster than light— 
indeed, in a sense without having had to move at all. The 
separation rate of nearby galaxies can be thought of as a 
velocity without confusion in the sense of Hubble’s law, 
if one wants, but only if the inferred velocity is much less 
than the speed of light. 
On the other hand, if the recession of the galaxies is 

not viewed in terms of a velocity, then the cosmological 
redshift cannot be viewed as a Doppler shift. How, then, 
does it arise? The answer is contained in the barrel dia- 
gram when one notices that, as the universe expands, each 
small cell in the space-time grid also expands. Consider 
the propagation of electromagnetic radiation whose wave- 
length initially spans exactly one cell length (for simplicity 
of discussion), so that its head lies at a vertex and its tail 
at one vertex back (Figure 7). Suppose an elliptical galaxy 
emits such a wave at some time f,. The head of the wave 
propagates from corner to corner on the little square grids 
that look locally flat, and the tail propagates from corner 
to corner one vertex back. At a later time ¢,, a spiral galaxy 
begins to intercept the head of the wave. At time ¢,, the 
tail is still one vertex back, and therefore the wave train, 
still containing one wavelength, now spans one current 
spatial grid spacing. In other words, the wavelength has 
grown in direct proportion to the linear expansion factor 
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Figure 7: The cosmological redshift as a stretching of the 
wavelengths of photons. The cells in A and B correspond 

to the squares in the space-time grid of Figure 6. Each 
individual cell becomes larger, paralleling the linear 
expansion of the universe from the epoch of transmission 
t, to the epoch of reception ft, (see text). 

From F.H. Shu, The Physical Universe (1982); University Science Books 

of the universe. Since the same conclusion would have 
held if m wavelengths had been involved instead of one, all 
electromagnetic radiation from a given object will show 
the same cosmological redshift if the universe (or, equiv- 
alently, the average spacing between galaxies) was smaller 
at the epoch of transmission than at the epoch of recep- 
tion. Each wavelength will have been stretched in direct 
proportion to the expansion of the universe in between. 

A nonzero peculiar velocity for an emitting galaxy with 
respect to its local cosmological frame can be taken into 
account by Doppler-shifting the emitted photons before 
applying the cosmological redshift factor; i.e., the observed 
redshift would be a product of two factors. When the ob- 
served redshift is large, one usually assumes that the dom- 
inant contribution is of cosmological origin. When this 
assumption is valid, the redshift is a monotonic function 

of both distance and time during the expansional phase of 
any cosmological model. Thus, astronomers often use the 
redshift z as a shorthand indicator of both distance and 
elapsed time. Following from this, the statement “object 
X lies at z= a” means that “object X lies at a distance as- 
sociated with redshift a”; the statement “event Y occurred 
at redshift z= 5b” means that “event Y occurred a time 
ago associated with redshift 5.” 
The open Friedmann models differ from the closed mod- 

els in both spatial and temporal behaviour. In an open 
universe the total volume of space and the number of 
galaxies contained in it are infinite. The three-dimensional 
spatial geometry is one of uniform negative curvature in 
the sense that, if circles are drawn with very large lengths 
of string, the ratio of circumferences to lengths of string 
are greater than 27. The temporal history-begins again with 
expansion from a big bang of infinite density, but now the 
expansion continues indefinitely, and the average density 
of matter and radiation in the universe would eventually 
become vanishingly small. Time in such a model has a 
beginning but no end. 
The Einstein-de Sitter universe. In 1932 Einstein and 

de Sitter proposed that the cosmological constant should 
be set equal to zero, and they derived a homogeneous and 
isotropic model that provides the separating case between 
the closed and open Friedmann models; i.e., Einstein and 
de Sitter assumed that the spatial curvature of the universe 
is neither positive nor negative but rather zero. The spatial 
geometry of the Einstein—de Sitter universe is Euclidean 
(infinite total volume), but space-time is not globally flat 
(i.e., not exactly the space-time of special relativity). Time 
again commences with a big bang and the galaxies re- 
cede forever, but the recession rate (Hubble’s “constant”) 
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asymptotically coasts to zero as time advances to infinity. 
Because the geometry of space and the gross evolutionary 

properties are uniquely defined in the Einstein—de Sitter 
model, many people with a philosophical bent have long 
considered it the most fitting candidate to describe the 
actual universe. During the late 1970s strong theoretical 
support for this viewpoint came from considerations of 
particle physics (the model of inflation to be discussed be- 
low), and mounting, but as yet undefinitive, support also 

seems to be gathering from astronomical observations. 
Bound and unbound universes and the closure density. 

The different separation behaviours of galaxies at large 
time scales in the Friedmann closed and open models and 
the Einstein—de Sitter model allow a different classification 
scheme than one based on the global structure of space- 
time. The alternative way of looking at things is in terms 
of gravitationally bound and unbound systems: closed 
models where galaxies initially separate but later come 
back together again represent bound universes; open mod- 
els where galaxies continue to separate forever represent 
unbound universes; the Einstein—de Sitter model where 
galaxies separate forever but slow to a halt at infinite time 
represents the critical case. 
The advantage of this alternative view is that it focuses 

attention on local quantities where it is possible to think in 

the simpler terms of Newtonian physics—attractive forces, 
for example. In this picture it is intuitively clear that the 
feature that should distinguish whether or not gravity is 
capable of bringing a given expansion rate to a halt de- 
pends on the amount of mass (per unit volume) present. 
This is indeed the case; the Newtonian and relativistic 
formalisms give the same criterion for the critical, or clo- 
sure, density (in mass equivalent of matter and radiation) 
that separates closed or bound universes from open or 
unbound ones. If Hubble’s constant at the present epoch 
is denoted as H), then the closure density (corresponding 
to an Einstein-de Sitter model) equals 3H,?/8mG, where 
G 1s the universal gravitational constant in both Newton’s 
and Einstein’s theories of gravity. If the numerical value 
of Hubble’s constant H) is 20 km/sec per million light- 
years, then the closure density equals 8 X 10~*° g/cm}, the 
equivalent of about five hydrogen atoms on average per 
cubic metre of cosmic space. If the actual cosmic average 
is greater than this value, the universe is bound (closed) 
and, though currently expanding, will end in a crush 
of unimaginable proportion. If it is less, the universe is 
unbound (open) and will expand forever. The result is in- 
tuitively plausible since the smaller the mass density, the 
smaller the role for gravitation, so the more the universe 
will approach free expansion (assuming that the cosmo- 
logical constant is zero). 
The mass in galaxies observed directly, when averaged 

over cosmological distances, is estimated to be only a few 
percent of the amount required to close the universe. The 
amount contained in the radiation field (most of which is 
in the cosmic microwave background) contributes negli- 
gibly to the total at present. If this were all, the universe 
would be open and unbound. However, the hidden mass 
that has been deduced from various dynamic arguments 
multiplies the known amount by factors of a few to 10 
or more as one considers phenomena of ever-increasing 
scale—from galaxies to superclusters. Thus, the total aver- 
age mass density has been estimated to be 20-40 percent 
or more of the closure density, and many investigators 
would like to believe that new observations and refined 
estimates will eventually bring this number up to 100 
percent of closure. 
The age of the universe. An indirect method of infer- 

ring whether the universe is bound or unbound involves 
estimates of the age of the universe. The basic idea is as 
follows. For a given present rate of expansion (i.e., Hub- 
ble’s constant), it is clear that the deceleration produced 
by gravitation must act to make the expansion faster in 
the past and slower in the future. Thus, the age of the 
universe (in the absence of a cosmological constant) must 
always be less than the free expansion age, H,', which 

equals 1.5 X 10!° years. The bigger the role for gravity, the 
smaller the true age compared to the Hubble time H,'!. 
Since it can be shown that a matter-dominated Einstein— 
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de Sitter universe has a present age two-thirds that of the 
Hubble time, or 10!° years, the actual universe (which has 

been matter-dominated for a long time) is closed if it can 
be shown to be younger than 10!° years and open if older 

than that critical value. 
As previously noted, estimates of the ages of globular 

cluster stars and of the ages of formation of the radioactive 
elements, which must be at least as old as the universe 
itself, give ranges of values that are roughly consistent 
with the critical value. The formal estimates for globular 
cluster ages, however, seem somewhat too large to be en- 
tirely compatible with the critical value, and some people 
have interpreted this to imply that either the universe is 
unbound or the cosmological constant is not zero. These 
sentiments may be premature, since the errors in the de- 
terminations are not small. Moreover, until astronomers 
arrive at a better understanding of the discrepancy con- 
cerning predicted and observed solar neutrino emission, 
it cannot be claimed that the knowledge of all physics 
relevant to the theory of stellar structure and evolution is 
completely secure. 
Global observational tests. Since neither local test of 

average mass density nor age of the oldest accessible 
objects in the universe has proved decisive in showing 
whether the universe is bound or unbound, one might 
investigate large-scale diagnostics of the global structure 
of space-time to discriminate between closed and open 
universes. Conducting surveying experiments by means of 
space exploration of the scope described earlier is of course 
out of the question. Fortunately, there exist in the universe 
accessible natural probes with which to explore the deepest 
reaches of space and time—namely, photons from distant 
galaxies. To be able to use these probes effectively as 
diagnostic tools—say, in the apparent-brightness redshift 
or the angular-size redshift tests of classical observational 
cosmology—it is important to know the intrinsic proper- 
ties of the emitting sources and to examine the objects 
with the largest possible redshifts (so one is going farthest 
out into space and farthest back in time). Unfortunately, 
these two goals yield incompatible requirements. 
The problem is that astronomers know the properties of 

nearby galaxies best—i.e., galaxies as they appear today. 
The assumption that more distant (and therefore younger) 
galaxies look the same as they do now becomes more and 
more suspect as one probes deeper and deeper sources 
because of the increasing possibility of evolutionary effects 
(e.g., stellar populations being younger and galaxies not yet 
having suffered mergers). The difficulty of disentangling 
the evolutionary effects from the purely cosmological ones 
remains the biggest obstacle to this line of research. The 
use of quasars or QSOs fares even worse because, though 
they are observable at great distances, they have a very 
large spread in intrinsic luminosities, and they may also 
suffer from evolutionary effects. 
The phenomena of gravitational lensing of quasars and 

galaxies into multiple images, arcs, and rings provide novel 
cosmological probes. For example, the light forming the 
different images of a lensed quasar travels different ray 
paths to reach the observer. Intrinsic time variability will 
therefore result in one image exhibiting a differential time 
delay with respect to another. Astronomers have exploited 
the fact that this differential is proportional to the overall 
size of the system to obtain provisional estimates for the 
value of the Hubble constant Ho. The probability of lens- 
ing of a quasar at high redshift, to cite another example, 
increases as the average mass density (mostly dark matter) 
in the Cosmos capable of the gravitational bending of light 
increases. Hence, the statistics of lensing at high redshifts 
could, in principle, discriminate between open and closed 
models of the universe. Unfortunately, the modeling of 
the sources is too uncertain and the detected events are 
too rare at present to offer decisive tests. 
The ultimate fate of the universe. In the absence of 

definitive observational conclusions, one can only spec- 
ulate on the possible fate of the actual universe. If the 
universe is unbound, the cosmological expansion will not 
halt, and eventually the galaxies and stars will all die, 
leaving the Cosmos a cold, dark, and virtually empty 
place. If the universe is bound, the mass-energy content 

in the distant but finite future will come together again; 

the cosmic background radiation will be blueshifted, rais- 
ing the temperature of matter and radiation to incredible 
levels, perhaps to reforge everything in the fiery crucible 
of the big squeeze. Because of the development of struc- 
ture in previous epochs, the big squeeze may not occur 
simultaneously everywhere at the end of time as its explo- 
sive counterpart, the big bang, seems to have done at the 
beginning of time. Discussions of recurring cycles of ex- 
pansions and contractions thus remain highly speculative. 

THE HOT BIG BANG 

Given the measured radiation temperature of 2.735 K, 

the energy density of the cosmic microwave background 
can be shown to be about 1,000 times smaller than the 
average rest-energy density of ordinary matter in the uni- 
verse. Thus, the current universe is matter-dominated. If 
one goes back in time to redshift z, the average number 
densities of particles and photons were both bigger by the 
same factor (1 + z)? because the universe was more com- 
pressed by this factor, and the ratio of these two numbers 
would have maintained its current value of about one 
hydrogen nucleus, or proton, for every 10° photons. The 
wavelength of each photon, however, was shorter by the 
factor 1 + z in the past than it is now; therefore, the en- 

ergy density of radiation increases faster by one factor of 
1 + z than the rest-energy density of matter. Thus, the ra- 
diation energy density becomes comparable to the energy 
density of ordinary matter at a redshift of about 1,000. At 
redshifts larger than 10,000, radiation would have domi- 
nated even over the dark matter of the universe. Between 
these two values radiation would have decoupled from 
matter when hydrogen recombined. It is not possible to 
use photons to observe redshifts larger than about 1,500, 
because the cosmic plasma at temperatures above 4,000 
K is essentially opaque before recombination. One can 
think of the spherical surface as an inverted “photosphere” 
of the observable universe. This spherical surface of last 
scattering probably has slight ripples in it that account for 
the slight anisotropies observed in the cosmic microwave 
background today. In any case, the earliest stages of the 
universe’s history—for example, when temperatures were 
10° K and higher—cannot be examified by light received 
through any telescope. Clues must be sought by compar- 
ing the matter content with theoretical calculations. 
For this purpose, fortunately, the cosmological evolution 

of model universes is especially simple and amenable to 
computation at redshifts much larger than 10,000 (or 
temperatures substantially above 30,000 K) because the 
physical properties of the dominant component, photons, 
then are completely known. In a radiation-dominated 
early universe, for example, the radiation temperature T 
is very precisely known as a function of the age of the 
universe, the time ¢ after the big bang. 
Primordial nucleosynthesis. According to the consider- 

ations outlined above, at a time ¢ less than 10-4 seconds, 

the creation of matter-antimatter pairs would have been 
in thermodynamic equilibrium with the ambient radiation 
field at a temperature 7 of about 10!2 K. Nevertheless, there 
“was a slight excess of matter particles (e.g., protons) com- 
pared to antimatter particles (e.g., antiprotons) of roughly 
a few parts in 10°. This is known because, as the universe 
aged and expanded, the radiation temperature would have 
dropped and each antiproton and each antineutron would 
have annihilated with a proton and a neutron to yield two 
gamma rays; and later each antielectron would have done 

the same with an electron to give two more gamma rays. 
After annihilation, however, the ratio of the number of 
remaining protons to photons would be conserved in the 
subsequent expansion to the present day. Since that ratio 
is known to be one part in 10°, it is easy to work out that 
the original matter-antimatter asymmetry must have been 
a few parts per 10°. 
In any case, after proton-antiproton and neutron-antineu- 

tron annihilation but before electron-antielectron annihi- 
lation, it is possible to calculate that for every excess 
neutron there were about five excess protons in thermody- 
namic equilibrium with one another through neutrino and 
antineutrino interactions at a temperature of about 10!° 
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K. When the universe reached an age of a few seconds, 
the temperature would have dropped significantly below 
10'° K, and electron-antielectron annihilation would have 
occurred, liberating the neutrinos and antineutrinos to 

stream freely through the universe. With no neutrino- 
antineutrino reactions to replenish their supply, the neu- 
trons would have started to decay with a half-life of 10.6 
minutes to protons and electrons (and antineutrinos). 

However, at an age of 1.5 minutes, well before neutron 

decay went to completion, the temperature would have 
dropped to 10? K, low enough to allow neutrons to be 
captured by protons to form a nucleus of heavy hydro- 
gen, or deuterium. (Before that time, the reaction could 
still have taken place, but the deuterium nucleus would 

immediately have broken up under the prevailing high 
temperatures.) Once deuterium had formed, a very fast 
chain of reactions set in, quickly assembling most of the 
neutrons and deuterium nuclei with protons to yield he- 
lium nuclei. If the decay of neutrons is ignored, an onginal 
mix of 10 protons and two neutrons (one neutron for 

every five protons) would have assembled into one helium 
nucleus (two protons plus two neutrons), leaving more 
than eight protons (eight hydrogen nuclei). This amounts 
to a helium-mass fraction of 4/12 = '/—i.e.,, 33 percent. 
A more sophisticated calculation that takes into account 
the concurrent decay of neutrons and other complications 
yields a helium-mass fraction in the neighbourhood of 
25 percent and a hydrogen-mass fraction of 75 percent, 
which are close to the deduced primordial values from 
astronomical observations. This agreement provides one 
of the primary successes of hot big bang theory. 
The deuterium abundance. Not all of the deuterium 

formed by the capture of neutrons by protons would be 
further reacted to produce helium. A small residual can 
be expected to remain, the exact fraction depending sen- 
sitively on the density of ordinary matter existing in the 
universe when the universe was a few minutes old. The 
problem can be turned around: given measured values of 
the deuterium abundance (corrected for various effects), 
what density of ordinary matter needs to be present at a 
temperature of 10° K so that the nuclear reaction calcula- 
tions will reproduce the measured deuterium abundance? 
The answer is known, and this density of ordinary matter 
can be expanded by simple scaling relations from a radia- 
tion temperature of 10? K to one of 2.735 K. This yields 
a predicted present density of ordinary matter and can 
be compared with the density inferred to exist in galaxies 
when averaged over large regions. The two numbers are 
within a factor of a few of each other. In other words, the 

deuterium calculation implies that a substantial fraction 
of all of the ordinary matter in the universe, and perhaps 
all of it, has already been seen in observable galaxies. Or- 

dinary matter cannot be the hidden mass of the universe 
unless a large change occurs in present ideas. 

THE VERY EARLY UNIVERSE 

Inhomogeneous nucleosynthesis. One possible modifi- 
cation concerns models of so-called inhomogeneous nu- 
cleosynthesis. The idea is that in the very early universe 
(the first microsecond) the subnuclear particles that later 
made up the protons and neutrons existed in a free state 
as a quark-gluon plasma. As the universe expanded and 
cooled, this quark-gluon plasma would undergo a phase 
transition and become confined to protons and neutrons 
(three quarks each). In laboratory experiments of similar 
phase transitions—for example, the solidification of a liq- 
uid into a solid—involving two or more substances, the 
final state may contain a very uneven distribution of the 
constituent substances, a fact exploited by industry to pu- 
rify certain materials. Some astrophysicists have proposed 
that a similar partial separation of neutrons and protons 
may have occurred in the very early universe. Local pock- 
ets where protons abounded may have few neutrons and 
vice versa for where neutrons abounded. Nuclear reac- 
tions may then have occurred much less efficiently per 
proton and neutron nucleus than accounted for by stan- 
dard calculations, and the average density of matter may 
be correspondingly increased—perhaps even to the point 
where ordinary matter can close the present-day universe. 
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Unfortunately, calculations carried out under the inhomo- 
geneous hypothesis seem to indicate that conditions lead- 
ing to the correct proportions of deuterium and helium-4 
produce too much primordial lithium-7 to be compatible 
with measurements of the atmospheric compositions of 
the oldest stars. 
Matter-antimatter asymmetry. A curious number that 

appeared in the above discussion was the few parts in 
10° asymmetry initially between matter and antimatter (or 
equivalently, the ratio 10°° of protons to photons in the 
present universe). What is the origin of such a number— 
so close to zero yet not exactly zero? 
At one time the question posed above would have been 

considered beyond the ken of physics, because the net 
“baryon” number (for present purposes, protons and neu- 
trons minus antiprotons and antineutrons) was thought to 
be a conserved quantity. Therefore, once it exists, it always 
exists, into the indefinite past and future. Developments in 
particle physics during the 1970s, however, suggested that 
the net baryon number may in fact undergo alteration. It 
is certainly very nearly maintained at the relatively low 
energies accessible in terrestrial experiments, but it may 
not be conserved at the almost arbitrarily high energies 
with which particles may have been endowed in the very 
early universe. 
An analogy can be made with the chemical elements. In 

the 19th century most chemists believed the elements to 
be strictly conserved quantities; although oxygen and hy- 
drogen atoms can be combined to form water molecules, 
the original oxygen and hydrogen atoms can always be 
recovered by chemical or physical means. However, in 
the 20th century with the discovery and elucidation of 
nuclear forces, chemists came to realize that the elements 
are conserved if they are subjected only to chemical forces 
(basically electromagnetic in orgin); they can be trans- 
muted by the introduction of nuclear forces, which enter 
characteristically only when much higher energies per par- 
ticle are available than in chemical reactions. 
In a similar manner it turns out that at very high ener- 

gies new forces of nature may enter to transmute the net 
baryon number. One hint that such a transmutation may 
be possible lies in the remarkable fact that a proton and 
an electron seem at first sight to be completely different 
entities, yet they have, as far as one can tell to very high 
experimental precision, exactly equal but opposite electric 
charges. Is this a fantastic coincidence, or does it represent 
a deep physical connection? A connection would obvi- 
ously exist if it can be shown, for example, that a proton 
is capable of decaying into a positron (an antielectron) 
plus electrically neutral particles. Should this be possible, 
the proton would necessarily have the same charge as the 
positron, for charge is exactly conserved in all reactions. 
In turn, the positron would necessarily have the opposite 
charge of the electron, as it is its antiparticle. Indeed, in 
some sense the proton (a baryon) can even be said to 
be merely the “excited” version of an antielectron (an 
“antilepton”). 
Motivated by this line of reasoning, experimental physi- 

cists searched hard during the 1980s for evidence of proton 
decay. They found none and set a lower limit of 10” 
years for the lifetime of the proton if it is unstable. This 
value is greater than what theoretical physicists had orig- 
inally predicted on the basis of early unification schemes 
for the forces of nature (see below). Later versions can 
accommodate the data and still allow the proton to be 
unstable. Despite the inconclusiveness of the proton-decay 
experiments, some of the apparatuses were eventually put 
to good astronomical use. They were converted to neu- 
trino detectors and provided valuable information on the 
solar neutrino problem, as well as giving the first posi- 
tive recordings of neutrinos from a supernova explosion 
(namely, SN 1987A). 

With respect to the cosmological problem of the matter- 
antimatter asymmetry, one theoretical approach is founded 
on the idea of a grand unified theory (GUT), which seeks 
to explain the electromagnetic, weak nuclear, and strong 
nuclear forces as a single grand force of nature. This 
approach suggests that an initial collection of very heavy 
particles, with zero baryon and lepton number, may decay 
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into many lighter particles (baryons and leptons) with the 
desired average for the net baryon number (and net lepton 

number) of a few parts per 10°. This event is supposed to 
have occurred at a time when the universe was perhaps 

10-5 second old. 

Superunification and the Planck era. Why should a net 
baryon fraction initially of zero be more appealing aes- 
thetically than 10-°? The underlying motivation here is 
perhaps the most ambitious undertaking ever attempted 
in the history of science—the attempt to explain the cre- 

ation of truly everything from literally nothing. In other 
words, is the creation of the entire universe from a vac- 
uum possible? 
The evidence for such an event lies in another remark- 

able fact. It can be estimated that the total number of 
protons in the observable universe is an integer 80 dig- 
its long. No one of course knows all 80 digits, but for 
the argument about to be presented, it suffices only to 
know that they exist. The total number of electrons in 
the observable universe is also an integer 80 digits long. 
In all likelihood these two integers are equal, digit by 
digit—if not exactly, then very nearly so. This inference 
comes from the fact that, as far as astronomers can tell, 
the total electric charge in the universe is zero (otherwise 

electrostatic forces would overwhelm gravitational forces). 

Is this another coincidence, or does it represent a deeper 

connection? The apparent coincidence becomes trivial if 

the entire universe was created from a vacuum since a 
vacuum has by definition zero electric charge. It is a 
truism that one cannot get something for nothing. The 
interesting question is whether one can get everything for 
nothing. Clearly, this is a very speculative topic for scien- 
tific investigation, and the ultimate answer depends on a 
sophisticated interpretation of what “nothing” means. 

The words “nothing,” “void,” and “vacuum” usually 
suggest uninteresting empty space. To modern quantum 
physicists, however, the vacuum has turned out to be 

rich with complex and unexpected behaviour. They en- 
visage it as a state of minimum energy where quantum 
fluctuations, consistent with the uncertainty principle of 
the German physicist Werner Heisenberg, can lead to the 
temporary formation of particle-antiparticle pairs. In flat 
space-time, destruction follows closely upon creation (the 

pairs are said to be virtual) because there is no source 
of energy to give the pair permanent existence. All the 
known forces of nature acting between a particle and an- 
tiparticle are attractive and will pull the pair together to 
annihilate one another. In the expanding space-time of the 
very early universe, however, particles and antiparticles 
may separate and become part of the observable world. In 
other words, sharply curved space-time can give rise to the 
creation of real pairs with positive mass-energy, a fact first 
demonstrated in the context of black holes by the English 
astrophysicist Stephen W. Hawking. 
Yet Einstein’s picture of gravitation is that the curvature 

of space-time itself is a consequence of mass-energy. Now, 
if curved space-time is needed to give birth to mass-energy 
and if mass-energy is needed to give birth to curved space- 
time, which came first, space-time or mass-energy? The 
suggestion that they both rose from something still more 
fundamental raises a new question: What is more funda- 
mental than space-time and mass-energy? What can give 
rise to both mass-energy and space-time? No one knows 
the answer to this question, and perhaps some would argue 
that the answer is not to be sought within the boundaries 
of natural science. 
Hawking and the American cosmologist James B. Hartle 

have proposed that it may be possible to avert a begin- 
ning to time by making it go imaginary (in the sense of 
the mathematics of complex numbers) instead of letting 
it suddenly appear or disappear. Beyond a certain point 
in their scheme, time may acquire the characteristic of 
another spatial dimension rather than refer to some sort 
of inner clock. Another proposal states that, when space 
and time approach small enough values (the Planck val- 
ues; see below), quantum effects make it meaningless to 
ascribe any classical notions to their properties. The most 
promising approach to describe the situation comes from 
the theory of “superstrings.” 

Superstrings represent one example of a class of at- 
tempts, generically classified as superunification theory, to 
explain the four known forces of nature—gravitational, 
electromagnetic, weak, and strong—on a single unifying 
basis. Common to all such schemes are the postulates 

that quantum principles and special relativity underlie 
the theoretical framework. Another common feature is 
supersymmetry, the notion that particles with half-integer 
values of the spin angular momentum (fermions) can be 
transformed into particles with integer spins (bosons). 

The distinguishing feature of superstring theory is the 
postulate that elementary particles are not mere points in 
space but have linear extension. The characteristic linear 
dimension is given as a certain combination of the three 
most fundamental constants of nature: (1) Planck’s con- 

stant A (named after the German physicist Max Planck, 
the founder of quantum physics), (2) the speed of light 
c, and (3) the universal gravitational constant G. The 
combination, called the Planck length (Gh/c})'/?, equals 
roughly 10-3 em, far smaller than the distances to which 
elementary particles can be probed in particle accelerators 
on the Earth. 
The energies needed to smash particles to within a Planck 

length of each other were available to the universe at a 
time equal to the Planck length divided by the speed of 
light. This time, called the Planck time (Gh/c5)'/?, equals 
approximately 10° second. At the Planck time, the mass 
density of the universe is thought to approach the Planck 
density, c°/hG?, roughly 10°} g/cm}. Contained within a 
Planck volume is a Planck mass (Ac/G)'/*, roughly 10> g. 
An object of such mass would be a quantum black hole, 
with an event horizon close to both its own Compton 
length (distance over which a particle is quantum mechan- 
ically “fuzzy”) and the size of the cosmic horizon at the 
Planck time. Under such extreme conditions, space-time 
cannot be treated as a classical continuum and must be 
given a quantum interpretation. 
The latter is the goal of the superstring theory, which 

has as one of its features the curious notion that the four 
space-time dimensions (three space dimensions plus one 
time dimension) of the familiar world may be an illusion. 
Real space-time, in accordance with this picture, has 26 
or 10 space-time dimensions, but all*of these dimensions 
except the usual four are somehow compacted or curled 
up to a size comparable to the Planck scale. Thus has the 
existence of these other dimensions escaped detection. It 
is presumably only during the Planck era, when the usual 
four space-time dimensions acquire their natural Planck 
scales, that the existence of what is more fundamental than 
the usual ideas of mass-energy and space-time becomes 
fully revealed. Unfortunately, attempts to deduce anything 
more quantitative or physically illuminating from the the- 
ory have bogged down in the intractable mathematics of 
this difficult subject. At the present time superstring the- 
ory remains more of an enigma than a solution. 
Inflation. One of the more enduring contributions of 

particle physics to cosmology is the prediction of inflation 
by the American physicist Alan Guth and others. The ba- 
sic idea is that at high energies matter is better described 
by fields than by classical means. The contribution of a 
field to the energy density (and therefore the mass density) 
and the pressure of the vacuum state need not have been 
zero in the past, even if it is today. During the time of 
superunification (Planck era, 10-43 second) or grand uni- 
fication (GUT era, 10-5 second), the lowest-energy state 
for this field may have corresponded to a “false vacuum,” 
with a combination of mass density and negative pressure 
that results gravitationally in a large repulsive force. In 
the context of Einstein’s theory of general relativity, the 
false vacuum may be thought of alternatively as con- 
tributing a cosmological constant about 10! times larger 
than it can possibly be today. The corresponding repul- 
sive force causes the universe to inflate exponentially, 
doubling its size roughly once every 10- or 10-35 sec- 
ond. After at least 85 doublings, the temperature, which 
started out at 10% or 10* K, would have dropped to very 
low values near absolute zero. At low temperatures the 
true vacuum state may have lower energy than the false 
vacuum state, in an analogous fashion to how solid ice 
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has lower energy than liquid water. The supercooling of 
the universe may therefore have induced a rapid phase 
transition from the false vacuum state to the true vacuum 
state, in which the cosmological constant is essentially 
zero. The transition would have released the energy differ- 
ential (akin to the “latent heat” released by water when it 
freezes), which reheats the universe to high temperatures. 
From this temperature bath and the gravitational energy 
of expansion would then have emerged the particles and 
antiparticles of noninflationary big bang cosmologies. 
Cosmic inflation serves a number of useful purposes. 

First, the drastic stretching during inflation flattens any 
initial space curvature, and so the universe after inflation 
will look exceedingly like an Einstein—de Sitter universe. 
Second, inflation so dilutes the concentration of any mag- 
netic monopoles appearing as “topological knots” during 
the GUT era that their cosmological density will drop 
to negligibly small and acceptable values. Finally, infla- 
tion provides a mechanism for understanding the overall 
isotropy of the microwave background because the matter 
and radiation of the entire observable universe were in 
good thermal contact (within the cosmic event horizon) 
before inflation and therefore acquired the same thermo- 
dynamic characteristics. Rapid inflation carried different 
portions outside their individual event horizons. When 
inflation ended and the universe reheated and resumed 
normal expansion, these different portions, through the 
natural passage of time, reappeared on our horizon. 
And through the observed isotropy of the cosmic mi- 
crowave background, they are inferred still to have the 
same temperatures. Finally, slight anisotropies in the cos- 
mic microwave background occurred because of quantum 
fluctuations in the mass density. The amplitudes of these 
small (adiabatic) fluctuations remained independent of 
comoving scale during the period of inflation. Afterward 
they grew gravitationally by a constant factor until the 
recombination era. Cosmic microwave photons seen from 
the last scattering surface should therefore exhibit a scale- 
invariant spectrum of fluctuations, which is exactly what 
the COBE investigators claim they observed. 
As influential as inflation has been in guiding modern 

cosmological thought, it has not resolved all internal dif- 
ficulties. The most serious concerns the problem of a 
“graceful exit.” Unless the effective potential describing 
the effects of the inflationary field during the GUT era 
corresponds to an extremely gently rounded hill (from 
whose top the universe rolls slowly in the transition 
from the false vacuum to the true vacuum), the exit to 
normal expansion will generate so much turbulence and 
inhomogeneity (via violent collisions of “domain walls” 
that separate bubbles of true vacuum from regions of 
false vacuum) as to make inexplicable the small observed 
amplitudes for the anisotropy of the cosmic microwave 
background radiation. Arranging a tiny enough slope for 
the effective potential requires a degree of fine-tuning that 
most cosmologists find philosophically objectionable. 

STEADY STATE THEORY AND OTHER 

ALTERNATIVE COSMOLOGIES 

Big bang cosmology, augmented by the ideas of inflation, 
remains the theory of choice among nearly all astronomers, 
but, apart from the difficulties discussed above, no con- 

sensus has been reached concerning the origin in the cos- 
mic gas of fluctuations thought to produce the observed 
galaxies, clusters, and superclusters. Most astronomers 

would interpret these shortcomings as indications of the 
incompleteness of the development of the theory, but it is 
conceivable that major modifications are needed. 
An early problem encountered by big bang theorists was 

an apparent large discrepancy between the Hubble time 
and other indicators of cosmic age. This discrepancy was 
resolved by revision of Hubble’s original estimate for Hp, 
which was about an order of magnitude too large owing to 
confusion between Population I and II variable stars and 
between H II regions and bright stars. However, the appar- 
ent difficulty motivated Bondi, Hoyle, and Gold to offer 
the alternative theory of steady state cosmology in 1948. 
By that year, of course, the universe was known to be 

expanding; therefore, the only way to explain a constant 

Cosmos 

(steady state) matter density was to postulate the contin- 

uous creation of matter to offset the attenuation caused 
by the cosmic expansion. This aspect was physically very 
unappealing to many people, who consciously or uncon- 

sciously preferred to have all creation completed in virtu- 
ally one instant in the big bang. In the steady state theory 

the average age of matter in the universe is one-third 
the Hubble time, but any given galaxy could be older or 
younger than this mean value. Thus, the steady state the- 
ory had the virtue of making very specific predictions, and 
for this reason it was vulnerable to observational disproof. 
The first blow was delivered by Ryle’s counts of extra- 

galactic radio sources during the 1950s and ’60s. These 
counts involved the same methods discussed above for the 
star counts by Kapteyn and the galaxy counts by Hubble 
except that radio telescopes were used. Ryle found more 
radio galaxies at large distances from the Earth than can 
be explained under the assumption of a uniform spatial 
distribution no matter which cosmological model was 
assumed, including that of steady state. This seemed to 
imply that radio galaxies must evolve over time in the 
sense that there were more powerful sources in the past 
(and therefore observable at large distances) than there 
are at present. Such a situation contradicts a basic tenet 
of the steady state theory, which holds that all large-scale 
properties of the universe, including the population of 
any subclass of objects like radio galaxies, must be con- 
stant in time. 
The second blow came in 1965 with the discovery of the 

cosmic microwave background radiation. Though it has 
few adherents today, the steady state theory is credited as 
having been a useful idea for the development of modern 
cosmological thought as it stimulated much work in the 
field. 
At various times, other alternative theories have also 

been offered as challenges to the prevailing view of the 
origin of the universe in a hot big bang: the cold big 
bang theory (to account for galaxy formation), symmetric 
matter-antimatter cosmology (to avoid an asymmetry be- 
tween matter and antimatter), variable G cosmology (to 
explain why the gravitational constant is so small), tired- 
light cosmology (to explain redshift), and the notion of 
shrinking atoms in a nonexpanding universe (to avoid the 
singularity of the big bang). The motivation behind these 
suggestions is, as indicated in the parenthetical comments, 
to remedy some perceived problem in the standard pic- 
ture. Yet, in most cases, the cure offered is worse than 

the disease, and none of the mentioned alternatives has 
gained much of a following. The hot big bang theory 
has ascended to primacy because, unlike its many rivals, 
it attempts to address not isolated individual facts but a 
whole panoply of cosmological issues. And, although some 
sought-after results remain elusive, no glaring weakness 
has yet been uncovered. 

Summary 

The history of human thought on the nature of the Cos- 
mos offers a number of remarkable lessons, the most 
striking of which is that the architecture of the universe 
iS Open to reason. The plan is intricate and subtle, and 
each glimpse of another layer has led philosophers and 
scientists to a deeper mental image of the physical world. 
These images have surprising clarity and coherence—from 
the view of the Cosmos as geometry by the Greeks to the 
mechanistic clockwork of the Newtonian universe to the 
quirky subatomic “dance” of quantum particles and fields 
to a geometric worldview with a relativistic and quantum 
twist. Each generation has had members who thought that 
they had found the path that would penetrate to the centre 
of innermost truth. The present generation is no different, 

but is there any real reason to believe that the process has 
stopped with its conclusions? 
Yet, incomplete though it may be, the scope of modern 

scientific understanding of the Cosmos is truly dazzling. It 
envisages that four fundamental forces, along with matter- 
energy and space itself, emerged in a big bang. Forged in 
the heat of the primeval fireball were the two simplest 
elements, hydrogen and helium. As the fireball expanded 
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and cooled, the dominance of gravity over matter led 

to the birth of galaxies and stars. As the stars evolved, 
hydrogen and helium were molded into the heavy ele- 
ments, which were subsequently spewed into interstellar 
space by titanic explosions that occurred with the death of 
massive stars. The enriched debris mixed with the gas of 
interstellar clouds, which collected into cool dense pock- 
ets and formed new generations of stars. At the outskirts 
of a spiral galaxy, the gravitational collapse of a rotating 
molecular cloud core resulted 1n the formation of the Sun, 
surrounded by a spinning disk of gas and dust. The dust, 
composed of the heavy elements produced inside stars, 
accumulated to form planetary cores of rock and ice. One 

such planet was fortunate enough to have water in all 
three phases; and carbon chemistry in the liquid oceans 
of that planet gave rise to living organisms that evolved 
and eventually conquered the land. The most intelligent 
of these land animals looked up at the sky and saw the 
planets and the stars, and in wonderment pondered the 
underlying plan of the Cosmos. 
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Crime and Punishment 
ithin a broad spectrum of cultural and histori- 

W cal variations, crime constitutes the intentional 
commission of an act usually deemed socially 

harmful or dangerous and specifically defined, prohibited, 
and punishable under the criminal law. Most countries 
have enacted a criminal code in which all of the crimi- 
nal law can be found, although English law—the source 
of many other criminal law systems—remains uncodified. 
The definitions of particular crimes contained in a code 
must be interpreted in the light of many principles, some 
of which are not expressed in the code itself. The most 
important of these are related to the mental state of the 
accused person at the time of the act that is alleged to 
constitute a crime. Crimes are classified by most legal 
systems for purposes such as determining which court has 

authority to deal with the case. Social changes often result 
in the adoption of new criminal laws and the obsolescence 
of older ones. 

The purpose of punishing offenders has been debated for 
centuries. A variety of often conflicting theories are held, 
and in practice each is followed to some extent. Prison is 
not the most common penalty for crime—a wide variety 
of punishments that do not involve incarceration have 
developed, including financial sanctions, such as fines, 
and schemes for service to the community in general or 
to the victim in particular. Juveniles are usually dealt 
with by courts set aside exclusively for the prosecution of 
young offenders. 
The prison systems of most countries are subject to many 

problems, especially overcrowding, but the recognition by 
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some legal systems that prisoners have rights that the 
courts can enforce has led to some improvements. The 

death penalty is now rare in Western countries, although it 
has been reinstated in some parts of the United States after 

a period of disuse. 
The present article treats the definition, incidence, and 

prevailing theories of criminal activity, the conduct of all 
stages of criminal proceedings, and various theories and 
practices of punishment. The material draws principally 
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from common, or Anglo-American, law, with supplemen- 

tary treatment of other systems. For full treatment of par- 
ticular legal aspects of crime and punishment, see the 

articles CRIMINAL LAW; JUDICIAL AND ARBITRATIONAL 
SYSTEMS; LEGAL SYSTEMS, THE EVOLUTION OF MODERN 
WESTERN; POLICE; and PROCEDURAL LAW. 
For coverage of related topics in the Macropedia and Mi- 

cropedia, see the Propedia, sections 521, 522, and 543. 
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The concept of crime 

CRIMINAL CODES AND OTHER LEGAL FORMULATIONS 

Criminal behaviour is defined by the laws of particular ju- 
risdictions, and there are sometimes vast differences be- 
tween and even within countries regarding what types of 
behaviour are prohibited. Conduct that is lawful in one 

country or jurisdiction may be criminal in another, and ac- 
tivity that amounts to a trivial infraction in one jurisdic- 
tion may constitute a serious crime elsewhere. Changing 
times and social attitudes may lead to changes in the crim- 
inal law, so that behaviour that was once criminal becomes 

lawful. Abortion, once prohibited except in the most un- 

usual circumstances, has become lawful in many countries, 
as has homosexual behaviour in private between consent- 
ing adults in most Western countries, though it remains a 
serious offense in some parts of the world. Once criminal, 
suicide and attempted suicide have been removed from the 

scope of criminal law in many countries. Indeed, The 
Netherlands has decriminalized physician-assisted suicide. 
Nonetheless, the general trend has been toward increasing 
the scope of the criminal law rather than decreasing it, and 
it has been more common to find that statutes create new 
criminal offenses rather than abolish existing ones. New 
technologies have given rise to new opportunities for their 
abuse, which has led to the creation of new legal restric- 
tions. Just as the invention of the motor vehicle led to the 
development of a whole body of criminal laws designed to 
regulate its use, so the widening use of computers and es- 
pecially the Internet has created the need to legislate 

against a variety of new abuses and frauds—or old frauds 

committed in new ways. 
Common law. In most countries the criminal law is con- 

tained in a single statute, known as the criminal code or 
penal code. Although the criminal codes of most English- 
speaking countries are derived from English criminal law, 
England itself has never had a criminal code. English crim- 
inal law still consists of a collection of statutes of varying 
age, the oldest still in force being the Treason Act (1351), 
and a set of general principles that are chiefly expressed in 
the decisions of the courts (case law). England’s lack of a 
criminal code is not due to a lack of effort; since the early 
19th century there have been several attempts to create a 
code. The first effort (1833-53) was by two panels of crim- 

inal law commissioners, who systematically surveyed the 
prevailing state of the criminal law. A vast number of often 
overlapping and inconsistent statutes made determining 

precisely what the law provided on any particular topic 
enormously difficult. The existence of different statutes 
covering the same conduct, often with widely varying 
penalty provisions, permitted wide judicial discretion and 
inconsistency in punishments. The commissioners drew 
up a number of draft codes that were presented to Parlia- 
ment, though none were enacted. Eventually, the judicia- 
ry’s resistance led to the abandonment of the movement 

toward codification, and instead there was a consolidation 
of most of the statutory criminal law in 1861 into a num- 
ber of statutes—the Larceny Act, the Malicious Damage 
Act, and the Offences Against the Person Act among the 

most important. Because these statutes were consolidations 

rather than codifications, they preserved many of the diffi- 
culties of the earlier legislation. The Offences Against the 
Person Acct is still largely in force, though the others have 
been replaced by more modern provisions. 
Interest in codification was not limited to England. A 

similar process ensued in India, then under British rule, 
and a criminal code was written during the 1830s and 
eventually enacted in 1860. The codes remained substan- 
tially in force in India and Pakistan and in certain parts of 
Africa that were once British territories. The effort to pro- 
duce a criminal code in England resumed in 1877, and a 
further Criminal Code Bill was presented to Parliament in 
1879-80. This draft code, mainly the work of the celebrat- 
ed legal author and judge James Fitzjames Stephen, re- 
ceived widespread publicity throughout England and its 
colonial possessions. Although it was not adopted in Eng- 
land largely because Parliament was preoccupied with 
other matters, it was subsequently enacted in Canada in 
1892 and in several Australian states and other British 
colonies. 
Criminal law reform was one of the interests of the U.S. 

states in the period following the Revolution, and in the 
early 1820s a comprehensive draft code was prepared for 

Louisiana, though it was never enacted. Other states 
moved to codify their criminal laws. New York enacted a 
criminal code in 1881, setting an example that was even- 
tually followed by most of the states. Because criminal law 
is primarily a matter for the individual states (in contrast 
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to Canada, for example, where the national parliament en- 
acts the criminal code for the whole country), there has 

been considerable variation in the content of the criminal 

code from one state to another. In 1950 the American Law 
Institute began more than a decade of effort that eventual- 

ly led to the publication of the Model Penal Code in 1962, 
an attempt to rationalize the criminal law by establishing 

a logical framework for defining offenses and a consistent 
body of general principles on such matters as criminal in- 

tent and the liability of accomplices. The Model Penal 
Code had a profound influence on the revision of many in- 

dividual state codes over the following 20 years; although 
never enacted completely, the code inspired and influ- 
enced a long period of criminal code reform. 

(D.A.T./Ed.) 

Civil law. Whereas the legal systems of most English- 

speaking countries are based on English common law, 
those of most European and Latin American nations, as 
well as many countries in Africa and Asia, are based on 

civil law. The civil-law tradition originated in the Roman 

Law of the Twelve Tables (about 450 Bc). In civil law the 

legislature, as the representative of the public, is viewed as 

the only valid source of law. It attempts to provide a com- 
plete, detailed, and written legal code that is understand- 

able to the common citizen and applies in virtually all 

situations. Therefore, legal codes in civil-law countries 
tend to be much lengthier than those in common-law 

countries, if indeed those countries have them at all. The 
typical pattern in civil law includes a definition of an of- 

fense, various relevant legal principles, and a list of specif- 
ic applications of the law and specific exceptions. Judges 
are expected to apply the law as it is written and generally 
are prohibited from engaging in the type of interpretation 
that regularly occurs in common-law systems. If more than 

one law applies to a case, or if the circumstances are such 
that the law’s application is unclear, then judges refer to 
the legal principles that are contained in the law. Owing to 

the central role of the legislature in developing the legal 
code, civil-law systems also generally lack the type of judi- 
cial review that in some common-law countries results in 
what is called case law (i.e., law that is derived from judi- 
cial interpretations of legislative statutes or the constitu- 
tion). However, legal scholars may write treatises on 

specific laws and the general principles contained in those 
laws, and these treatises may be cited by judges in deciding 
particularly troubling cases, much as case law is cited in 
common-law countries. 
Islamic law. Countries with majority Muslim popula- 

tions have adopted diverse legal systems. Those that were 

once English colonies (e.g., Pakistan, Bangladesh, Jordan, 
and some of the Persian Gulf states) largely adopted Eng- 
lish criminal law and procedure. Those under French 

colonial influence generally adopted civil-law systems, in- 
cluding the countries of the Maghrib and North Africa, 
including Egypt, as well as Syria and Iraq. A third group 

comprises those states that retained or returned to Islamic 
law (called the Shari‘ah) with few or no reforms, including 
Iran since 1979 and Saudi Arabia. 
Islamic law is a theocratic legal system that is believed to 
come from God (Allah) through the teachings of the 
prophet Muhammad as recorded in the Quran. The 

Shari‘ah serves as a criminal code that lists several hadd 
crimes, or offenses for which punishments are fixed and 
unalterable. For example, apostasy requires a death sen- 
tence, extramarital sexual relations requires death by ston- 
ing, and consuming alcoholic beverages requires 80 lashes. 
Other lesser crimes (¢a’zir) allow judges discretion in sen- 
tencing offenders. 

Africa. Criminal offenses in most modern African 
countries are defined in criminal or penal codes, a radical 
departure from the uncodified English criminal law, on 
which many of these codes are based. Because of their ori- 
gins, these codes reflected the penal assumptions of the 
original colonial power. The main concessions to local 
African values or problems are the inclusion of legislation 
against various customary practices, notably witchcraft; 
the extension of the criminal law in states with planned 

economies to cover economic crimes against the state; and, 
as a consequence of the soaring rate of some kinds of 

crime, special provision for offenses such as armed rob- 
bery. Special tribunals, not subject to the ordinary rules of 
procedure, have been established in many African coun- 

tries to deal with such offenses. 
One African country that has retained a greater role for 

traditional or customary law is Sierra Leone. A former 

British territory that obtained independence in 1961, 
Sierra Leone adopted a “general law” based on English 
common law and on the statutes of the national legislature. 
In 1965 these laws were consolidated in a single statute, 

but most of the population lived in rural areas and were 

governed largely by what was called “customary law.” 
Whereas general law applies to the entire country, cus- 

tomary law, which originated in the customs and cultures 
of the indigenous peoples, varies by area or district. Cus- 
tomary law is enforced in separate courts in which the 

judges are politically appointed tribal elders. A second ex- 
ample is Nigeria, which established a tripartite system of 

criminal law and criminal justice. The criminal code is 
based on English common law, but there is also a penal 

code based on the Shari‘ah and a customary law based on 
the traditions of the local people. 
China. For thousands of years, China tended to avoid 

formal law, instead basing social control on informal cus- 
tomary codes of behaviour, many of which were derived 
from the teachings of Confucius (551-479 Bc). These in- 
formal codes emphasized mediation and reconciliation of 
conflicts, enabling all parties to “save face.” They contin- 

ued to be followed after the establishment of the commu- 
nist People’s Republic of China in 1949, in part because 
Chairman Mao Zedong was quite suspicious of formal law, 
which he regarded as a bourgeois institution. This suspi- 
cion culminated in the Cultural Revolution (1966-76), 

during which formal legal institutions largely disintegrated 
or were destroyed. The rise to power of Deng Xiaoping fol- 
lowing the end of the Cultural Revolution brought the es- 
tablishment of formal legality as part of a broad reform of 
Chinese society. In 1979 the National People’s Congress 
adopted the first codes of criminal law and criminal pro- 
cedure, and the first civil code was adopted in 1986. The 
criminal code, which was fairly simple, comprised 192 ar- 
ticles addressing the entire range of crimes and punish- 
ments. In practice, criminal justice“ officials have had 
considerable discretion in handling cases, and at least some 
criminal offenses are handled by mediation and reconcili- 

ation programs that are regulated by the state and contin- 
ue the long tradition of informal and customary social 
control. (Th.B./Ed.) 

GENERAL PRINCIPLES OF CRIMINAL LAW 

Despite differences of form and detail, there are several 
common general principles of criminal law throughout the 
English-speaking world. One widely accepted principle is 

the rule against retroactivity, which prohibits the imposi- 
tion of ex post facto laws (i.e., laws that would allow an in- 
dividual to be punished for conduct that was not criminal 
at the time it was carried out). This rule restricts the au- 

thority of judges to declare new offenses (though not nec- 
essarily to expand the scope of old ones by interpretation) 

and has not always been accepted in England. For exam- 
ple, in 1960 the House of Lords, exercising its judicial 
power and claiming that the courts retained the authority 
to recognize new offenses as social needs changed, declared 
that it was criminal to publish a directory of prostitutes, 
even though no specific offense existed. In Scotland (whose 

legal system and criminal courts are separate from those of 
England) the claim is still maintained. 

Determining what conduct constitutes a crime usually re- 
quires an examination of the terms of the relevant provi- 
sions of the code or statutory provisions (a few offenses in 
English law have not been defined in statute), but these 
have to be interpreted in the context of general principles, 
the most important of which is that an individual normal- 
ly cannot be convicted of a crime without an intention to 
commit the act. In most Western countries, legal codes fre- 
quently recognize mental abnormality (e.g., schizophrenia, 
mental retardation, or paranoia) as at least a mitigating, if 
not absolving, factor, though the claim of insanity has been 
contested. 
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Determining which particular conduct constitutes a crime 
usually requires an examination of the terms of the rele- 
vant provisions of the legal code or statutory provisions, 
but these must be interpreted within the context of several 

general principles. The most important of these principles 
is that criminal law as a general rule does not punish acci- 
dental or negligent behaviour. This principle, known as 

mens rea (“guilty mind”), is subject to many exceptions 
and qualifications. For some offenses (offenses of strict lia- 
bility) it is abandoned completely or is allowed only a lim- 
ited scope; for other offenses, notably murder, the 

individual must have a “specific intent” to commit the 
crime or to achieve the consequences of the act (the death 

of the victim). The fact that an individual had been drink- 

ing before committing a crime is not in itself a defense, but 
in some cases it is used as evidence that the accused person 

did not have the intention that the law requires. Provoca- 

tion is not generally a defense to a criminal charge, except 
in the case of murder, in which evidence of a high degree 
of provocation (in English law, sufficient to provoke a rea- 
sonable person to act in the same way as the accused) could 

result in a verdict of manslaughter, even if the killing was 
intentional. One very rare condition that exempts individ- 
uals from criminal liability is a form of involuntary con- 
duct known as automatism, a state (such as sleepwalking or 

certain effects of concussion) in which the conscious mind 
does not control bodily movements, thus rendering an in- 
dividual unaccountable for even serious consequences. 
Criminal responsibility is not limited only to those who 

perform criminal acts. As a general principle, anyone who 
“aids and abets” a perpetrator by encouraging or in any 
way knowingly helping him (e.g., by providing informa- 

tion, implements, or practical help) is an accomplice and 

may be considered equally guilty. Those who actually per- 
form the criminal act (e.g., wielding the weapon that 
strikes the fatal blow) are called principals in the first de- 

gree; those who assist at the time of the commission of the 
offense (e.g., holding the victim down while the principal 

in the first degree strikes the blow) are principals in the sec- 

ond degree; and those who assist before the crime takes 

place (e.g., by lending the weapon or by providing infor- 
mation) are accessories before the fact. Usually, all are 
equally responsible in the eyes of the law and liable to the 
same punishment. In many cases, however, the accessory 
before the fact is considered more culpable (e.g., if he has 
instigated the offense and arranged for it to be committed 
by an associate), and in some cases the person who actual- 
ly performs the act that causes the crime is completely in- 
nocent of all intent (e.g., the nurse who administers to a 
patient, on the doctor’s instructions, what he believes to be 

medicine but what is in fact poison). In this situation the 
person who carries out the act is an innocent agent and is 
not criminally responsible; the person who causes the in- 
nocent agent to act is the principal in the first degree. The 
accessory after the fact is one who helps a felon to evade 
arrest or conviction, possibly by either hiding him or de- 
stroying evidence. Some jurisdictions, including England, 
no longer use the expression, having enacted specific of- 
fenses to prosecute this type of behaviour. 

Classification of crimes 

GENERAL CONSIDERATIONS 

Most legal systems divide crimes into categories for various 
purposes connected with the procedures of the courts, such 
as determining which kind of court may deal with which 
kind of offense. The common law originally divided crimes 
into two categories—felonies (the graver crimes, generally 
punishable with death and the forfeiture of the perpetra- 
tor’s land and goods to the crown) and misdemeanours (for 
which the common law provided fines or imprisonment). 
The procedures of the courts differed significantly accord- 
ing to whether the charge was a felony or a misdemeanour; 
other matters that depended on the distinction included 
the power of the police to arrest an individual on suspicion 
that he had committed an offense (which was generally 
permissible in felony cases but not in misdemeanour ones). 
By the early 19th century it had become clear that the 
growth of the law had rendered this classification obsolete 
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and in many cases inconsistent with the gravity of the of- 

fenses concerned (e.g., theft was a felony, irrespective of 

the amount stolen; obtaining by fraud was always a mis- 
demeanour). Efforts to abolish the distinction in English 
law did not succeed until 1967, when it was replaced by the 

distinction between arrestable offenses and other offenses. 
An arrestable offense was one punishable with five years’ 

imprisonment or more, though offenders could be arrested 
for other crimes subject to certain conditions. In later leg- 
islation it proved necessary to devise further classifications. 
In order to provide for expanded powers of investigation, 

a category of serious arrestable offenses was created, and in 

order to determine the court in which the case should be 

tried, a different classification of offenses into indictable, 

“either way,” and summary was adopted. The traditional 
classification between felony and misdemeanour has been 
retained in many American jurisdictions, though there has 
been a rationalization of the allocation of offenses to one 
category or the other, and it has been used as the basis for 

determining the court that will hear the case. In some ju- 
risdictions a further class of offense, violations, was added 

to include minor offenses, which corresponded broadly to 
the English category of summary offenses. 

SOME PARTICULAR CRIMES 

Murder. Traditionally in England murder was defined as 
the willful killmmg with malice aforethought of a human 
creature in being within the king’s peace, the death occur- 
ring within a year and a day of the injury. Most of these 
elements remain in modern definitions of murder. For 
example, the requirement that the victim is “in being” dis- 
tinguishes abortion from murder. However, in some re- 
spects the definition has become more complex. Many of 
the problems of defining murder have centred on the men- 
tal element—the “malice aforethought.” The old English 
rule extended this concept to include not only intentional 
or deliberate killings but also accidental killings in the 
course of some other serious crime (such as robbery or 
rape). This felony murder rule was adopted in many other 
jurisdictions, though it often produced harsh results when 
death was caused accidentally in the course of what was in- 
tended to be a minor crime. The rule was abolished in Eng- 
land in 1957, but since then English law has been in a state 
of confusion over the precise definition of murder. It gen- 
erally has been determined that an intention to kill is not 
necessary and that an intention to cause serious bodily in- 
jury is, though the precise interpretation of intention has 
remained controversial. Similar problems have arisen in 
the United States, where some jurisdictions have distin- 
guished between different degrees of murder. Murders that 
include both premeditation (i.e., thinking about the act be- 
forehand and deciding to do it) and specific intent (7.e., in- 
tending not only the act itself but also the death of the 
victim) have always been classified as first degree. In most 
states felony murders are also considered first degree even 
though they may involve neither premeditation nor intent. 
In most cases, however, homicide without the intent to 
kill is considered manslaughter. Virtually all systems treat 
murder as a crime of the utmost gravity, and some provide 
for the death penalty or mandatory life imprisonment 
(often with restrictions on parole) in certain cases. A high 
proportion of murders are committed spontaneously by 
persons acquainted with the deceased—often a member of 
the same family—and convicted murderers are often peo- 
ple with no other criminal conviction. 

Rape. The traditional legal definition of rape is the per- 
formance of sexual intercourse against a woman contrary 
to her will by a man other than her husband by force or 
fraud. This definition has been revised in the statutes of 
some jurisdictions; in Canada, for example, the crime of 
rape has been abolished as a separate offense and merged 
into a wider general category of sexual assault. Historical- 
ly, most jurisdictions did not treat an act of sexual inter- 
course by a husband with his wife without her consent as 
rape, unless the marriage had been effectively terminated 
by a legally recognized separation. However, many juris- 
dictions have passed “marital rape” laws, which made it il- 
legal for husbands to force their wives to have sex. By the 
1990s every U.S. state and Washington, D.C., had passed 
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marital rape laws. Although many rapes involve the appli- 

cation or threat of violence, it is possible to commit rape 

by fraud, either by persuading the victim that what is to 

take place is not sexual intercourse (e.g., by representing it 

as medical treatment) or by impersonating some other per- 

son, such as the victim’s husband. Under most criminal 

codes, rape requires penetration of the female organ by the 
male organ (but does not require ejaculation); other forms 
of sexual abuse (such as oral penetration or anal penetra- 

tion) are dealt with, if at all, under different provisions. 
In the United States, the crime of rape may also include 
forcible sodomy, and victims of rape may be women or 

men. The main issue in many rape trials is whether the 
complainant consented to the sexual intercourse, and this 

has often led to distressing cross-examination about the 
victim’s previous sexual behaviour. In response, many ju- 

risdictions adopted “rape shield laws,” which restrict such 

cross-examination and often forbid publication of the 
complainant’s identity. Opponents of these laws have ar- 

gued that they hamper the ability of defendants to receive 
a fair trial. Guilt in some rape trials often has been difficult 

to establish because of the need to prove not only that the 
victim did not consent but also that the accused knew this 
or at least was aware of that possibility. 

Most criminal systems treat rape as a grave crime. For ex- 

ample, 95 percent of those convicted of rape in England are 

sentenced to imprisonment. However, many rapists escape 
arrest and conviction for a variety of reasons. Victims often 
are reluctant to report rapes because of a fear of embar- 
rassment or of hostile treatment by investigating authori- 
ties or by defense lawyers. Further, because there are rarely 

any witnesses other than the complainant, defendants 
often are acquitted, though convictions have increased 
somewhat with the use of DNA testing. The motivation of 
rapists is acknowledged to be more complex than was for- 

merly believed; it is widely accepted that rape is not nec- 

essarily the result of sexual desire but is more likely to be 
motivated by aggression and the desire to humiliate or ex- 
ercise domination over the victim. 
Perjury. Perjury originally consisted of the giving of false 

evidence on oath to a court of law, but it has been ex- 

panded to include evidence given under affirmation to 

other tribunals that have the authority of the law. Perjury 
may be committed by witnesses from either the prosecu- 

tion or the defense (or by witnesses on either side in civil 
litigation) and in proceedings before the jury or after the 
verdict in proceedings leading to sentence. To be guilty of 
perjury, an accused person must make a false statement 
and must either know the statement to be false or not be- 
lieve it to be true, and the false statement must normally 
be material to the matters at issue in the proceedings. In 
many jurisdictions the law imposes special requirements 

for the proof of perjury—it is not normally sufficient to 
rely on the evidence of one witness of the alleged perjured 
statement. Crimes associated with perjury include subor- 
nation of perjury (i.e., persuading other persons to commit 
perjury) and a wide variety of statutory offenses involving 
making false statements in official documents (such as ap- 
plications for drivers’ licenses). 

Prostitution. Laws regulating prostitution vary greatly. 
In some jurisdictions prostitution—generally defined as 
the provision of sexual services for money—is illegal; in 
others the act of prostitution is not illegal in itself, but 
many associated activities are unlawful. For example, in 
colonial America prostitution was not illegal, but a woman 
could be arrested for vagrancy if she was loitering on the 
streets. English law does not prohibit prostitution but does 
prohibit soliciting for prostitution in a public place, living 
on the earnings of prostitution, exercising control over 
prostitutes, or maintaining a brothel (defined as any prem- 
ises where two or more prostitutes are employed). In some 
jurisdictions, notably in most counties in the U.S. state of 
Nevada, prostitution is lawful and practiced openly subject 
only to health and related controls. In The Netherlands, 
prostitution is legal, and many prostitutes have become 
members of a professional service union. 
Theft, burglary, and robbery. Theft, sometimes still 
known by the traditional name of larceny, is probably the 
most common crime involving criminal intent. The crime 

of grand larceny in some U.S. jurisdictions consists of 
stealing more than a specified sum of money or property 
worth more than a specified amount. Theft was tradition- 

ally defined as the physical removal of an object that is ca- 
pable of being stolen without the consent of the owner and 
with the intention of depriving the owner of it perma- 

nently. This intention, which has always been an essential 

feature of theft, does not necessarily mean that the thief 
must intend to keep the property—an intention to destroy 
it, or to abandon it in circumstances where it will not be 

found, is sufficient. For example, the “unauthorized use” 

of an automobile, which typically involves taking the car 
for a “joy ride” and then abandoning it in such a way that 
the owner is unable to reclaim it, is considered a form of 
theft. In many legal systems the traditional definition has 
been deemed inadequate to deal with modern forms of 
property that may not be physical or tangible (e.g., a bank 
balance or data stored on a computer), and more sophisti- 

cated definitions of theft have been adopted in modern leg- 
islation. The distinction that common-law systems made 

between theft (taking without consent) and fraud (obtain- 

ing with consent through deception) has been preserved in 
many jurisdictions. However, the two crimes are now 

rarely regarded as mutually exclusive, and it is generally ac- 

cepted that an act may constitute both theft and fraud, 
such as the theft and subsequent sale of an automobile. 

Burglary originally consisted of breaking into a dwelling 
at night with the intention of committing a felony, but the 
definition has been expanded in many legal systems. In 
English law, any entry by an individual into a building as a 
trespasser with the intention of committing theft or certain 
other offenses is burglary, and some jurisdictions recognize 
an offense of burglary of an automobile (e.g., breaking into 
it in order to steal the contents). The essence of burglary is 
normally the entry into a building with the intention of 
committing a crime of the kind specified in the burglary 
statute; entry without such an intention is trespassing, 
which is not criminal in many jurisdictions. Although the 
motivation of most burglars is theft, the intention to com- 
mit various other offenses converts a trespass into a bur- 
glary. For example, it is possible to commit burglary with 
the intention to rape. 

Robbery is the commission of theft im circumstances of 
violence and involves the application or the threat of force 
in order to commit the theft or to secure escape. Robbery 
takes many forms, from the mugging of a stranger in the 
street in the hope of stealing whatever he may happen to 
have in his possession, to much more sophisticated rob- 
beries of banks or similar premises, involving numerous 
participants and careful planning. (D.A.T./Th.B./Ed.) 

OTHER MODES OF CRIMINAL ACTIVITY 

Organized crime. In addition to individual criminals 
acting independently or in small groups, there are criminal 
organizations engaged in offenses such as cargo theft, 
fraud, robbery, kidnapping for ransom, and the demanding 
of “protection” payments. The principal source of income 
for these organizations is the supply of goods and services 
that are illegal but for which there is continued public de- 
mand, such as drugs, prostitution, “loan-sharking” (i.e., 
lending money at extremely high rates of interest), and 
gambling. 
Criminal organizations in the United States are best 

viewed as shifting coalitions, normally local or regional in 
scope. In Australia extensive narcotics, cargo theft, and 
labour racketeering rings have been discovered; in Japan 
there are gangs specializing in vice and extortion; in Asia 
organized groups, such as the Chinese Triads, engage in 
drug trafficking; and in Britain there are syndicates engag- 
ing in cargo theft at airports, vice, protection, and pornog- 
raphy. There also are many relatively short-term groups 
drawn together for specific projects, such as fraud and 
armed robbery, from a pool of long-term professional 
criminals. 
Apart from the drug trade, the principal form of organ- 

ized crime in many developing countries is the black mar- 
ket, which involves such criminal acts as smuggling and 
corruption in the granting of licenses to import goods and 
to export foreign exchange. Armed robbery has been par- 
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ticularly popular and easy because of the widespread avail- 
ability of arms supplied to nationalist movements by those 
seeking political destabilization of their own or other coun- 
tries. After the dissolution of the Soviet Union, organized- 
crime rings flourished in Russia. By the beginning of the 
21st century, official Russian crime statistics had identified 

over 5,000 organized-crime groups responsible for interna- 
tional money laundering, tax evasion, and assassinations of 
businessmen and politicians. One report even argued that 
Russia was on the “verge of becoming a criminal syndical- 
ist state, dominated by a lethal mix of gangsters, corrupt 
officials, and dubious businessmen.” 
White-collar crime. Crimes committed by business peo- 

ple, professionals, and politicians in the course of their oc- 

cupation are known as white-collar crimes, after the typical 
attire of their perpetrators. Contrary to popular usage, 
criminologists tend to restrict the term to those illegal ac- 
tions intended by the perpetrators principally to further the 

aims of their organizations rather than to make money for 
themselves. Examples include conspiring with other cor- 
porations to fix the prices of goods or services in order to 
make artificially high profits or to drive a particular com- 
petitor out of the market; bribing officials or falsifying re- 
ports of tests on pharmaceutical products to obtain 

manufacturing licenses; and constructing buildings or 
roads with cheap, defective materials while charging for 

components meeting full specifications. Sometimes such 
activities can be attributed to individual overenthusiastic 
employees or to executives acting on their own initiative, 
but other times they represent a collective and organized 

effort within a corporation to increase profit at any cost. 
White-collar crime that is part of a collective and organized 
effort to serve the economic interests of a corporation is 
known as corporate crime. 
The cost of corporate crime is many times that of organ- 

ized crime or the more common “street” crime. Corporate 

crimes have a huge impact on the safety of workers, con- 
sumers, and the environment, but they are seldom detect- 
ed. Compared with crimes committed by juveniles or the 
poor, corporate crimes are very rarely prosecuted in the 
criminal courts and executives seldom go to jail, though 
some companies may pay large fines. 
Besides corporate crime, the public and academics often 

use the term white-collar crime to describe fraud and em- 
bezzlement. Rather than being crimes “by the firm, for the 
firm,” these acts constitute crime for profit by an individ- 
ual against the organization, the public, or the government 
(e.g., tax fraud costs more than 5 percent of the gross na- 
tional product in many developed countries). Owing to the 
concealed nature of many frauds and the fact that few are 
reported even when discovered, their cost is impossible to 
estimate precisely, but in the United States it is thought to 
be at least 10 times the combined cost of theft, burglary, 
and robbery. (Mi.L./Ed.) 

Terrorism. Beginning in the 1960s international ter- 
rorist crimes, such as the hijacking of passenger aircraft, 
political assassinations and kidnappings, and urban bomb- 
ings, have been a major concern—especially to Western 
governments, which are the frequent targets of such acts. 
Most terrorist groups are associated either with millenari- 
an revolutionary movements on an international scale or 

with nationalist movements of a particular ethnic, reli- 
gious, or other cultural focus. 
Three broad categories of terrorist crime can be distin- 

guished, not in legal terms but by intention. Foremost is 
the use of violence and the threat of violence to create 
public fear, which may take the form of random attacks to 
injure or kill anyone who happens to be in the vicinity 
when an attack takes place. Because such crimes deny, by 
virtue of their being directed at innocent bystanders, the 
unique worth of the individual, terrorism has often been 
recognized as a crime that runs counter to all morality and 
undermines the foundations of civilization. Another tactic 
that generates fear is the abduction and assassination of 
heads of state and members of governments in order to 
make others afraid of taking positions of leadership and to 
spread a sense of insecurity. Persons in responsible posi- 
tions may be abducted or assassinated on the grounds that 
they are “representatives” of some institution or system to 
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which their assailants are opposed, as in the case of the 
1991 assassination of Rajiv Gandhi, India’s former prime 
minister, by Tamil separatists from Sri Lanka. 
A second category of terrorist crime is the use of terror by 

a terrorist organization against its own members or against 
the community it claims to serve in order to enforce obe- 
dience and to ensure loyalty and support. A related form 
of terrorism, known as state, or state-sponsored, terrorism, 

is the use of terror by a country (or an agent of a govern- 
ment) against its own citizens or against civilian citizens of 
another country. 
Third, crimes are sometimes committed by terrorist or- 

ganizations in order to gain the means for their own sup- 
port. Bank robbery, kidnapping for ransom, extortion, 

illegal arms dealing, and drug trafficking are among the 
principal crimes of this nature. (Ji.B./Ed.) 

Measurement of crime 

Estimating the amount of crime actually committed has 
long troubled criminologists. Figures for recorded crime do 
not generally provide an accurate picture because they are 
influenced by variable factors, such as the willingness of 
victims to report crimes. It is widely believed that only a 
small fraction of crimes are reported to authorities. Thus, 

criminals detected are not necessarily representative of all 
those who commit crime, making attempts to explain the 
causes of crime difficult. 
The public’s view of the frequency and seriousness of 

crime is derived largely from the news and entertainment 
media, and, because the media usually focus on serious or 

sensational crimes, the public’s view is often seriously dis- 

torted. A more detached view is generally provided by 
detailed statistics of crime compiled and published by gov- 
ernment departments. For example, the United States 

Federal Bureau of Investigation (FBI) annually publishes 
the Uniform Crime Reports, and in Great Britain the 
Home Office produces an annual volume entitled Crimi- 
nal Statistics, England and Wales. Official statistics fre- 
quently are used by policy makers as the basis for new 
crime-control measures (e.g., they may show an increase in 
the incidence of a particular type of crime over a period of 
years and suggest that some change in the methods of deal- 
ing with that type of crime is necessary). However, official 
crime statistics are subject to error and may be misleading, 
particularly if they are used without an understanding of 
the processes by which they are compiled and the limita- 
tions to which they are necessarily subject. The statistics 
are usually compiled on the basis of reports from police 
forces and other law enforcement agencies and are gener- 
ally known as statistics of reported crime, or crimes known 
to the police. Because only incidents observed by the po- 
lice or reported to them by victims or witnesses are in- 
cluded in the reports, the picture of the amount of crime 

actually committed may be distorted. One factor account- 
ing for this distortion is the extent to which police re- 
sources are allocated to the investigation of one kind of 
crime rather than another, particularly with regard to what 
are known as “victimless crimes,” such as the possession of 

drugs. These crimes are not discovered unless the police 
endeavour to look for them, and they do not figure in the 
statistics of reported crime unless the police take the ini- 
tiative. Thus, a sudden increase in the reported incidence 
of a crime from one year to the next may merely show that 
the police have taken more interest in that crime and have 

devoted more resources to its investigation. Ironically, ef- 
forts to discourage or eliminate a particular kind of crime 
through more vigorous law enforcement may create the 
impression that the crime concerned has increased, be- 

cause more instances are detected and thus enter the sta- 
tistics. 
A second factor that can have a striking effect on the ap- 

parent statistical incidence of a particular kind of crime is 
a change in the willingness of victims of the crime to re- 
port it to the police. Victims may not report crimes for a 
variety of reasons: they may fail to realize that a crime has 
been committed against them (e.g., children who have 
been sexually molested); they may believe that the police 
will not be able to apprehend the offender; they may fear 
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serving as a witness; or they may be embarrassed by the 
conduct that led them to become the victim of the crime 

(e.g., a man robbed by a prostitute or a person who be- 

comes the victim of a confidence trick as a result of his 
own greed or credulity). Some crimes also may not appear 

sufficiently serious to make it worthwhile to inform the 
police, or there may be ways in which the matter can be re- 

solved without involving them (e.g., an act of violence by 

one schoolchild against another may be dealt with by the 

school authorities). All these factors are difficult to meas- 
ure with any degree of accuracy, and there is no reason to 

suppose that they remain constant over time. Thus, a 

change in any one of these factors may produce the ap- 

pearance of an increase or a decrease in a particular kind 
of crime when there has been no such change or the real 
change has been on a much smaller scale than the statis- 
tics suggest. 

A third factor that may affect the picture of crime pre- 

sented by official statistics is the way in which the police 
treat particular incidents. Many of the laws defining crimes 

are imprecise or ambiguous, such as those regarding reck- 

less driving, obscenity, and gross negligence. Some conduct 
that is treated as criminal in one police jurisdiction may 

not be treated similarly in another jurisdiction owing to 

differences in priorities or interpretations of the law. An- 
other practice that influences crime statistics is the record- 
ing process; the theft of a number of items may be recorded 
as a single theft or as a series of thefts of the individual 
items. 

Criminologists have endeavoured to obtain a more accu- 
rate picture of the incidence of crimes and the trends and 
variations from one period and jurisdiction to another. 
One research method that has been particularly useful is 
the victim survey, in which the researcher identifies a rep- 

resentative sample of the population and asks individuals 

to disclose any crime of which they have been victims 
during the period specified in the research. After a large 
number of people have been questioned, the information 

obtained from the survey is then compared with the statis- 
tics for reported crime for the same period and locality, 
giving an indication of the relationship between the actual 
incidence of the type of crime in question and the number 
of cases reported to the police. Although criminologists 
have developed sophisticated procedures for interviewing 
victim populations, such projects are subject to a number 
of limitations. Results depend entirely on the recollection 
of incidents by victims, their ability to recognize that a 
crime has been committed, and their willingness to dis- 
close it. This method is inapplicable to victimless crimes. 
The United States Bureau of the Census began conduct- 

ing an annual survey of crime victims in 1972. By the late 
1990s the survey included a random sample of about 
45,000 households in which approximately 95,000 resi- 
dents age 12 and over were interviewed twice a year and 
asked whether they had been the victims of any of a wide 
variety of offenses in the past six months. The results of the 
survey found that total violent crimes had remained rela- 
tively stable until 1992, when rapes, robberies, and aggra- 
vated assaults declined and simple assaults increased. In 
the mid-1990s the number of simple assaults began to de- 
cline, and by the end of the 20th century total violent 
crime had declined by nearly one-third from its 1993 level. 
Property crime declined continuously from 1975 to the 
late 1990s, with the decline accelerating in the early 1990s. 
By 1995 crime was at about half the 1973 level, and the 
overall property crime rate fell another one-fifth during the 
next two years. By the late 1990s the rates of violent crime 

and property crime were at their lowest recorded levels. In 
contrast, the FBI’s Uniform Crime Reports showed crime 

rising steeply throughout the 1970s and ’80s and peaking 
in 1994. By 1998 the total number of serious violent and 
property crimes had declined by approximately 15 percent 

from its 1994 high. Comparing these two data sources, it 
can be estimated that about half of all violent victimiza- 
tions and about one-third of all property victimizations 
were reported to the police. The most common explana- 

tion for the differences in the trends reported is that the 
victim survey data reflect the actual trends in the inci- 

dence of criminal behaviour, and the data in the Uniform 

Crime Reports primarily reflect increases in the reporting 

of crimes to the police by victims. Many other countries 
have adopted victim surveys, including Britain, France, 

Germany, Sweden, Canada, Israel, and New Zealand. The 

United Nations (UN) sponsors an international crime vic- 

tim survey. 

An alternative approach favoured by some criminologists 

is the self-report study, in which a representative sample of 
individuals is asked, under assurances of confidentiality, 

whether they have committed any offenses of a particular 
kind. This type of research is subject to some of the same 
difficulties as the victim survey—the researcher has no 

means of verifying the information and the subjects can 
easily conceal the fact that they have committed an offense 
at some time—but these surveys have often confirmed that 

large numbers of offenses have been committed without 

being reported and that crime is much more widespread 

than official statistics suggest. 

Analysis of crime 

CHARACTERISTICS OF OFFENDERS 

Knowledge of the types of people who commit crimes is 
subject to one overriding limitation: it is generally based on 
studies of those who have been arrested, prosecuted, and 

convicted. These populations are not necessarily typical of 
the whole range of criminals, representing only unsuc- 
cessful criminals. Despite this limitation, some basic facts 

emerge that give a reasonably accurate picture of those 
who commit crimes. For example, crime is predominantly 

a male activity. In all criminal populations, whether of of- 
fenders passing through the courts or of those sentenced to 
institutions, men outnumber women by a high proportion, 
especially in more serious offenses. For example, at the end 
of the 1990s in the United States men accounted for ap- 

proximately 80 percent of all arrests, 85 percent of arrests 
for violent offenses, and 90 percent of arrests for homicide. 
At the beginning of the 21st century in Britain, the daily 
average population of the prisons consisted of approxi- 
mately 60,000 men and 3,000 women. Nevertheless, in 
most Western societies the incidence of recorded crime by 
women and the number of women in the criminal justice 
systems has increased. For example, from 1994 to 1998 
overall arrests of males in the United States rose slightly 
and arrests for violent offenses declined by more than one- 
tenth; conversely, overall arrests of females and arrests of 
women for violent offenses increased by more than one- 
tenth. These figures indicated a trend of increasing crimi- 
nal activity by women and suggested to some observers 
that the changing social role of women had led to greater 
opportunity and temptation to commit crime. However, 
an alternative explanation is that the change in the appar- 

ent rate of female criminality merely reflected a change in 
the operation of the criminal justice system, which rou- 
tinely had ignored crimes committed by women. Although 

arrest data suggested that female criminality had increased 
faster than male criminality, the national crime victim sur- 
vey showed that violent offending in the United States by 
both males and females had fallen in the same years. In ad- 
dition, the female murder rate in 1998 was at its lowest 
level since 1976 and about two-fifths below its peak level 

in 1980. (Th.B./Ed.) 

A second aspect of criminality about which there is a 
reasonable measure of agreement is that crime is predom- 
inantly an activity of the young. In both Britain and the 
United States, for example, the peak period for involve- 
ment in relatively minor property crime is adolescence— 
from 15 to 21. For involvement in more serious crimes 
the peak age is likely to be rather higher, from the late 
teenage years through the 20s. Criminality tends to decline 
steadily after the age of 30. Criminologists have sought 
explanations of this phenomenon—whether it is a natural 
effect of aging, the consequence of taking on family. re- 
sponsibilities, or the effect of experiencing penal measures 
imposed by the law for successive convictions—but the 
evidence is inconclusive. Not all types of crime are subject 
to decline with aging. Fraud and certain kinds of theft, as 
well as crimes requiring a high level of businesslike orga- 
nization, are more likely to be committed by older men, 
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and sudden crimes of violence, committed for emotional 
reasons, may occur at any age. 
The relationship between social class or economic status 

and crime has been studied extensively by criminologists. 
Studies carried out in the United States in the 1920s and 
°30s claimed to show that a higher incidence of criminality 
was concentrated in deprived and deteriorating neighbour- 
hoods of large cities, and studies of penal populations 
revealed that the level of educational and occupational 
attainments was generally lower than in the wider popu- 
lation. Early studies of juvenile delinquents dealt with by 
courts disclosed a high proportion of lower-class offenders. 
Later research has called into question the assumption 
that criminality is closely associated with social origin; in 
particular, self-report studies have suggested that offenses 
are more widespread across the social spectrum than the 
figures based on identified criminals would suggest. 
The relationship between racial or ethnic origin and 

criminality is a difficult and controversial question. Penal 
populations probably contain a disproportionately high 
number of persons from some minority racial groups, in 
the sense that the proportion of minority group members 
in prison is greater than the group’s proportion in the gen- 
eral population. Criminologists have pointed out that this 
may be the result of the high incidence among minority 
racial groups of characteristics that are commonly associ- 
ated with identified criminality—e.g., unemployment and 
low economic status—and the fact that in many cities 
racial minority groups inhabit areas that have tradition- 
ally been high crime areas, perhaps as a result of their 
shifting populations and general lack of social cohesion. 
Further explanations are differential enforcement practices 
on the part of the police and the adherence of members 
of some minority groups to cultural standards that are in 
conflict with the general law (e.g., the widespread use of 
cannabis [marijuana] by members of the predominantly 
black Rastafarian sect). 

THEORIES OF CAUSATION 

Few modern criminologists would claim that any single 
theory constitutes a universal explanation of criminality 
or a valid predictor of future criminal behaviour in a 
particular population. A more common view is that many 
of the different theories offered may help to explain par- 
ticular aspects of criminality and that different types of 
explanation may all contribute to the understanding of 
the problem of crime. 
Biological theories. Some theories attribute the ten- 

dency toward criminality to innate biological factors. The 
most famous of these is probably that of the Italian 
Cesare Lombroso (1835-1909), one of the first scientific 
criminologists, whose theories were related to Darwinian 
theories of evolution. His investigations of the skulls and 
facial features of robbers led him to the hypothesis that se- 
rious or persistent criminality was associated with atavism, 

or the reversion to a primitive stage of human devel- 
opment. Another biological theory related criminality to 
body types, suggesting that it was more common among 
muscular, athletic persons (mesomorphs) than among tall, 
thin persons (ectomorphs) or soft, rounded individuals 
(endomorphs). These theories have little support today, 
but there is some interest in the idea that criminality may 
be related to chromosomal abnormalities—in particular, 
the idea that so-called XYY males (characterized by the 
presence of a surplus Y chromosome) may be more likely 
to be involved in criminal behaviour than the general 
population. 
Some criminologists have endeavoured to answer the 

question of whether biological factors are more important 
than social factors in criminal behaviour by studying the 
behaviour of twins. Various studies have shown that twins 
are more likely to exhibit similar tendencies toward crim- 
inality if they are identical (monozygotic) than if they are 
fraternal (dizygotic). The suggestion of genetic influences 
in criminal behaviour is supported by studies of adopted 
children carried out to determine the influence of the bio- 
logical parent on criminality. One such study showed that 
the rate of criminality was higher among those adopted 
children who had one biological parent who was criminal 
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than among those who had one adoptive parént who was 

criminal but whose biological parents were not. The high- 
est rates of criminality were found among those children 
who had both biological parents and adoptive parents who 
were criminal. 

Sociological theories. Sociologists have proposed a va- 
riety of theories that explain criminal behaviour as a nor- 
mal adaptation to the offender’s social environment. One 
such theory, known as differential association, proposed 
that all criminal behaviour is learned behaviour and that 
the process of learning criminal behaviour depends on 
the extent of the individual’s contact with other persons 
whose behaviour reflects varying standards of legality and 
morality. The more the individual is exposed to contact 
with persons whose own behaviour is unlawful, the more 

likely he is to learn and adopt their values as the basis 
for his own behaviour. The theory of anomie, proposed 
by the American Robert K. Merton, suggested that crim- 

inality is a result of the offender’s inability to attain by 
socially acceptable means the goals that society expects of 
him; faced with this inability, the individual is likely to 
turn to other, not necessarily socially acceptable, objec- 
tives or to pursue the original objectives by unacceptable 
means. A development from this theory is the concept 
of the subculture—an alternative set of moral values and 
conventional expectations to which the person can turn 

if he cannot find acceptable routes to the objectives held 
out for him by the broader society. This theory, developed 
particularly with reference to delinquent gangs in U.S. 
cities, has been disputed by other sociologists who deny 
the existence of any subculture of delinquency among the 
lower classes of society; the behaviour of gangs is for these 
latter sociologists an expression of widespread lower-class 
values emphasizing toughness and excitement. 
A further group of sociological theories denies the exis- 

tence of subcultural value systems and portrays the delin- 
quent as an individual who subscribes generally to the 
morals of society but who is able to justify to himself 
particular forms of delinquent behaviour by a process of 
“neutralization,” in which the behaviour is redefined in 
moral terms to make it acceptable. Control theory empha- 
sizes the links between the offender and his social group— 
the individual’s bond to society. According to this theory, 
the ability of the individual to resist the inclination to 
commit crime—which may be an easy way to satisfy a par- 
ticular desire—depends on the strength of his attachment 
to parents, his involvement with conventional activities 
and avenues of progress, and his commitment to orthodox 
moral values that prohibit the conduct in question. Label- 
ing theory, by contrast, portrays criminality as a product 
of the reaction of society to the individual, rather than 
of his own inclinations and personality. It assumes that 
the criminal is not substantially different from any other 
individual, except that he has become involved in the 
processes of the criminal justice system and has acquired 
a “criminal” identity. Through a process of rejection by 
law-abiding persons and acceptance by other delinquents, 
which is a consequence of the criminal identity conferred 
on him by the courts, the offender becomes more and 
more socialized into criminal behaviour patterns and es- 
tranged from law-abiding behaviour. Eventually he comes 
to see himself cast by society into the role of a criminal, 
and he acts out society’s expectations. Each time he passes 
through the court system, the process is extended to form 
a process described as “amplification of deviance.” Rad- 
ical criminologists change the focus of inquiry, looking 
for the causes of delinquency not in the individual but 
in the structure of society, in particular its political and 
legal systems. The criminal law is seen as an instrument 
by which the powerful and affluent maintain their posi- 
tion and coerce the poor into patterns of behaviour that 
preserve the status quo. 
Psychological theories. Psychologists have approached 

the task of explaining delinquent behaviour by examin- 
ing in particular the processes by which behaviour and 
restraints on behaviour are learned. Psychoanalytical the- 
ories emphasize the instinctual drives for gratification and 
the control exercised through the more rational aspect of 
personality, the superego. Criminality is seen to result from 
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the failure of the superego, as a consequence either of its 
incomplete development or of unusually strong instinctual 

drives. The empirical basis for such a theory is necessarily 
thin. Behaviour theory views all behaviour—criminal and 
otherwise—as learned and thus manipulable by the use 
of reinforcement and punishment. Social learning theory 
examines the manner in which behaviour is learned from 

contacts within the family and other intimate groups, from 
social contacts outside the family, particularly from peer 
groups, and from exposure to models of behaviour in the 

media, particularly television. 
Mental illness is the cause of a relatively small proportion 

of crimes, but its importance as a causative factor may 
be exaggerated by the seriousness of some of the crimes 
committed by persons with mental disorders. Severe de- 
pression or psychopathy (sometimes described as sociopa- 

thy or personality disorder) may lead to grave offenses of 
violence. On a less serious level, depression may lead to 
theft or other uncharacteristic behaviour. (D.A.T.) 
A non-Western perspective: China. The Chinese have 

in general adopted a Marxist interpretation of the causes 
of crime. Crime is viewed as a product of class society, 
of exploitative systems founded upon the institution of 
private property. Because the socialist system is consid- 
ered by its proponents as incapable of producing crime, 
official theory has always looked outside of post-1949 
Chinese society to find the causes of contemporary crime. 
A number of specific sources of criminal activity have 
been suggested: (1) external enemies and remnants of the 

overthrown reactionary classes (the latter referring to the 
government of the Republic of China in Taiwan) who 
infiltrate the country with spies and conduct sabotage; (2) 

remains of the old (pre-1949) society, such as gangsters 
and hooligans, who refuse to reform; (3) lingering aspects 
of bourgeois ideology that prize profit, cunning, selfish- 
ness, and decadence and thus encourage crime; and (4) 
the poverty and cultural backwardness that is seen as the 
legacy of the old society. The Cultural Revolution (1966- 
76) has also been cited as a cause of crime; it is said to 

have confused notions of right and wrong and to have 
destroyed respect for authority. 
While Chinese criminology thus adopts a social explana- 

tion of crime in capitalist society, it has little sympathy for 
the view that society is to blame for crime in contempo- 
rary China. The two main causes are seen to be backward 

thinking and ignorance. For this reason, crime is ideally to 
be fought, and ultimately eliminated, by thought reform 
and by education. (DiG@) 

Detection of crime 

In most countries the detection of crime is the responsibil- 
ity of the police, although special law enforcement agencies 
may be responsible for the discovery of particular types of 
crime (customs departments, for instance, may be respon- 
sible for the detection of smuggling and related offenses). 
Crime detection falls into three distinguishable phases: the 
discovery that a crime has been committed, the identifica- 
tion of a suspect, and the collection of sufficient evidence 
to indict the suspect before the court. Criminologists have 
shown that a high proportion of crimes are discovered and 
reported by persons other than the police (such as victims 
or witnesses), but certain types—in particular crimes that 
may involve a subject’s assent, such as dealing in drugs or 
prostitution, or those in which there may be no identifi- 
able victim, such as obscenity—are often not discovered 
unless the police take active steps to determine whether 
these crimes are being committed. This may require con- 
troversial methods, such as surveillance, interception of 
communications, infiltration of gangs, and entrapment 

(e.g., by making a purchase from a suspected drug dealer). 
Once the commission of a crime has been discovered, the 
identification of the suspect becomes essential. 

THE ROLE OF FORENSIC SCIENCE 

Forensic science has come to play an increasingly im- 
portant part in the investigation of serious crimes. One 
of the first significant developments was identification by 
fingerprints. It was discovered in the 19th century that 

almost any contact between a finger and a fixed surface 
left a latent mark that could be exposed by a variety of 
procedures, the most common being the use of a fine 
powder. It was accepted in 1893, by the Troup Committee 
established by the Home Secretary, that no two individ- 
uals had the same fingerprints, and this proposition has 
never been seriously refuted. Fingerprint evidence was ac- 
cepted for the first time in an English court in 1902. The 
original purpose of recording and collecting fingerprints 
was to establish and to make readily available the criminal 
record of particular offenders, but fingerprinting is now 
widely used as a means of identifying the perpetrators 
of particular offenses. Most major police forces maintain 
collections of fingerprints taken from known criminals at 
the time of their conviction, for use in identifying these 
individuals should they commit later crimes. Fingerprints 
(which may be incomplete) found at the scene of the crime 
are matched with fingerprints in the collection. According 
to the British standard, if the sets of fingerprints share at 
least 16 characteristics, it is considered virtually certain 
that they are from the same person. Searching finger- 
print collections had historically been a time-consuming 
manual task, based on various systems of classification, 
but systems for electronic storage and rapid searching of 
fingerprint collections were developed and implemented 
in the 1980s. 
A broad range of other scientific techniques is available 

to law enforcement agencies attempting to identify sus- 
pects or to establish beyond doubt the connection between 
a suspect and the crime in question. Examples include 
the analysis of bloodstains and traces of other body fluids 
(such as semen or spittle) that may indicate some of the 
characteristics of the offender. Fibres can be analyzed by 
microscopy or chemical analysis to show, for instance, 
that fibres found on the victim or at the scene of the 
crime are similar to those in the clothing of the suspect. 
Hair samples, and particularly skin cells attached to hair 
roots, can be compared chemically and genetically to 
those of the suspect. Many inorganic substances, such as 
glass, paper, and paint, can yield considerable information 
under microscopic or chemical analysis. Examination of 
a document in question may reveal it to be a forgery, on 
the evidence that the paper on which it is written was 
manufactured by a technique not available at the time 
to which it allegedly dates. The refractive index of even 
small particles of glass may be measured to show that a 
given item or fragment of glass was part of a particular 
batch manufactured at a particular time and place. Such 
information may help to identify the kind of automobile 
involved in a hit-and-run accident. Computer networks 
allow investigators to search increasingly large bodies of 
data on material samples, but the creation of the necessary 
data bases is a lengthy process. 

MODUS OPERANDI AND SUSPECT IDENTIFICATION 

The method by which an offense was committed may also 
help to identify the suspect, as many offenders repeatedly 
commit offenses in much the same way. The burglar’s 
method of entry into the house, the type of property 
stolen, or the kind of deception practiced on the victim of 
a fraud may all suggest to the police who is responsible for 
the crime. Visual identification of a stranger by the vic- 
tim is often possible, but experience has shown that such 
identifications are often mistaken and have frequently led 
to miscarriages of justice. If the victim or witness believes 
that he can recognize the offender, the police may show 
him an album containing photographs of a large number 
of known criminals, in the hope that one can be picked 
out. A suspect identified in this way is usually asked to 
take part in a lineup, in which the witness is asked to 

pick the suspect out of a group of people with similar 
characteristics. 

GATHERING EVIDENCE 

The identification of the suspect is not the final stage of 
the process: it is essential that the investigating agency 
gather sufficient legally admissible evidence to convince 
the judge or jury that the suspect is guilty before a con- 
viction can be expected. It is common for the police to be 
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reasonably certain that a particular individual is responsi- 
ble for a crime but to remain unable to establish his guilt 
by legally admissible evidence. In order to secure the nec- 
essary evidence, the police employ a variety of powers and 
procedures; because these potentially involve interference 

with the freedom of the suspect (who must at this stage be 

treated as an innocent person), they are normally subject 
to close control either by legislation or by the courts. 
One important procedure is a search of the person of 

the suspect or of premises or vehicles. Most jurisdictions 
within the common-law tradition allow a search to be car- 
ried out only if there is “probable cause for believing” or 
“reasonable ground for suspecting” that the evidence will 
be found. In some cases a person may be stopped on the 
street and searched, subject to various requirements that 
the police officer identify himself and state the reasons for 
the search. A search of private premises usually requires 
a search warrant issued by a magistrate or judge. The 
law generally permits a search warrant to be issued only 
if the issuing authority is satisfied after hearing evidence 
on oath that there is good reason to suspect that the evi- 
dence, which the warrant usually defines specifically, will 
be found on the premises. The warrant may be subject 
to time limits and normally permits only one search to 
be carried out. In most countries the judge or magistrate 
who issues the warrant must be told of the outcome of the 
search. Material seized as a result of a search under the 
authority of a search warrant is usually detained by the 
police for production as exhibits at any subsequent trial. In 
the United States the law has imposed strict consequences 
on any abuse of this procedure; evidence discovered as a 
result of any search that does not comply with the pro- 
cedures and standards laid down by the Supreme Court 
and by other courts, interpreting the various amendments 
to the U.S. Constitution collectively known as the Bill of 
Rights, is not admitted in the trial, even though it clearly 
establishes the guilt of the accused person, and even though 
the suppression of the evidence may prevent the convic- 
tion of a person who is plainly guilty. This rule, known as 
the exclusionary rule, has given rise to controversy in the 
United States and has not generally been adopted in other 
English-speaking countries. 

INTERROGATION AND CONFESSION 

The interrogation of suspected persons is an important 
aspect of the investigation of offenses. Usually the aim of 
the questioning is to obtain an admission of the offense 
that will lead eventually to a plea of guilty and avoid the 
need for a contested trial. All English-language countries 
place restrictions on the scope and methods of interroga- 
tion in order to ensure that suspects are not coerced into 

confessions by unacceptable means. In the United States 
any suspect who is being interrogated in custody must be 
offered the services of a lawyer, at the expense of the state 
if he cannot afford to pay, and failure to advise the suspect 
of this right (known as the Miranda warnings, after the 
case of Miranda vy. Arizona) results in the rejection of a 
confession as evidence. 
English law follows the same general principle, that a 

person suspected or accused of a criminal offense is not at 
any stage in the process of investigation or trial obliged to 
answer any question or to give evidence. (There are a few 
minor exceptions; for instance, the owner of a motor vehi- 

cle is required by law to disclose the identity of the person 
who was driving the vehicle on any particular occasion, 
and drivers of motor vehicles may be required to give sam- 
ples of breath, blood, or urine in certain circumstances.) 
For many years the law relating to confessions in England 
consisted of a simple rule prohibiting the admission as 
evidence at trial of any involuntary statement made by 
an accused person. This rule was supplemented by more 
detailed rules governing the questioning of suspected per- 
sons by the police, formulated by the judges of the High 
Court and known as the Judges’ Rules. The principal ef- 
fect of the Judges’ Rules was to impose an obligation on 
the investigating police officer to administer to the suspect 
a caution to the effect that he was not obliged to answer 
any question and that anything he did say might be given 
in evidence at his trial. This caution was required to be 
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given at the beginning of any period of interrogation and 
immediately before the suspect began to make a full state- 
ment or confession. Failure to give the caution at the right 
time or in the right form did not necessarily mean that 
the statement would be excluded from evidence, but it did 
give the trial judge the discretion to exclude the evidence 
if he considered it just to do so. The operation of the 
Judges’ Rules was a source of controversy for many years, 
and they have been replaced by a comprehensive series of 
provisions under the Police and Criminal Evidence Act, 
1984. This act provides that a confession by an accused 
person may be admitted in evidence provided that the 
court is satisfied that the confession was not obtained by 
oppression of the person who made it or as a result of 
anything said or done that was likely to render the confes- 
sion unreliable. Oppression is defined to include torture, 
inhuman or degrading treatment, and the use or threat 
of violence, but there is no doubt that it includes other 
matters as well (such as excessively prolonged periods of 
questioning). This broad principle is supplemented by a 
much more detailed code of practice. For full treatment 
of trial procedures prior to sentencing, see the articles 
CRIMINAL LAW and PROCEDURAL LAW. 

Prosecution 

In countries whose legal system follows the English tradi- 
tion, the function of prosecution is usually distinguished 
from that of investigation on the one hand and adjudi- 
cation on the other. In most countries (although not in 
England until recently) the function of prosecution has 
been given to an official who is not part of either the 
police or the judicial system; a Wide variety of terms are 
used to designate this official—district attorney in the 
state jurisdictions of the United States, procurator-fiscal 
in Scotland, and crown attorney in Canada are examples. 
The prosecutor may be an elected local official (as in the 
United States in most cases) or a member of an organiza- 
tion responsible to a minister of the national government. 
The first tasks of the prosecutor are to assess the informa- 
tion collected by the investigators, to determine whether 
there is sufficient evidence to justify the institution of 
criminal proceedings, and to decide whether there are any 
reasons why the public interest requires that a prosecution 
should not be undertaken. 

In common-law systems the prosecutor is usually en- 
trusted with extensive discretion in deciding whether to 
institute criminal proceedings. In part, this discretion 
arises out of the ambiguity of the criminal law; frequently 
a statute defining a particular criminal offense does not 
make absolutely clear what kind of behaviour it is intended 
to cover or includes a much wider range of circumstances 
than it was intended to prohibit. If this is so, the pros- 
ecutor must decide whether the case he is dealing with 
falls within what was intended to be the scope of the law. 
Changing attitudes in the community toward particular 
kinds of behaviour may mean that a criminal prohibition, 
while remaining on the statute books, no longer reflects 
the sentiment of the community, and the prosecutor is no 
longer expected to bring charges against people who in- 
fringe it. In other cases, laws may be enacted without the 
usual exemptions from responsibility for those who com- 
mit the act unintentionally (offenses of strict liability). In 
such cases the prosecutor may nevertheless feel justified in 
not bringing proceedings against those who are technically 
guilty if they are in his view morally innocent. 

The court system 

Court systems and procedures reflect the history and cul- 
ture of the country in which they have developed; there 
are many variations among different countries, or among 
different jurisdictions within the same country, regarding 
the way in which criminal cases are brought to trial. 

CRIMINAL PROCEDURE IN ENGLISH-SPEAKING COUNTRIES 

Each state of the United States has its own legal system, 
and, within the United Kingdom, England and Wales, 
Scotland, and Northern Ireland all have different arrange- 
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ments for the conduct and procedure of criminal trials. 

These countries, however, generally follow what is called 
“adversarial” procedure, in which allegations are made 
by the prosecution, resisted by the defendant, and deter- 
mined by an impartial trier of fact—judge or jury—who 
is generally required to find in favour of the defendant by 
acquitting him if there is any significant doubt as to his 
guilt. English criminal procedure, employing the adversar- 
ial method, is the model from which the court systems 

of many English-language systems have been developed 
(although Scotland evolved its own distinctively different 
rules independently); over the years the differences be- 

tween, for instance, the English criminal courts and those 
of the typical U.S. state have widened in some aspects, 
but the same basic principles are still reflected in both 

countries. The court systems of most English-speaking 

countries provide two or more sets of criminal procedure, 
to deal with the more serious and less serious cases, and 
a further set of procedures for hearing appeals against the 
decisions of courts of trial. (See also JUDICIAL AND ARBI- 
TRATIONAL SYSTEMS.) 
England. All criminal cases brought to trial in England 

begin in the magistrates’ court. The magistrates’ court has 
a number of different functions to perform—to determine 
the mode of trial, to try the case if summary trial is cho- 
sen, and to deal with ancillary matters such as bail and the 
granting of legal aid. Although the expression “examining 
magistrates” is still found in the statutes, the magistrates 
have long ago lost any function in the investigation of 
the alleged crime; their function is now wholly concerned 
with the adjudicatory phase of the process. The police 
investigation is normally completed by the time the case 
comes before the magistrates’ court for the first time. The 
magistrates themselves are for the most part laypeople 
chosen for their experience and knowledge of society. All 
are appointed by the central government on the advice of 
a committee (known as the Lord Lieutenant’s Advisory 
Committee) for the particular county in which they are to 
sit. Magistrates, who are required to sit on an average of 
at least 14 days each year, develop considerable experience 
in their work, but they cannot be considered professionals. 

In large cities there are professional, legally qualified mag- 
istrates, known as stipendiary magistrates, The stipendiary 
magistrate can sit on his own, but lay magistrates may 
sit only as a bench of two or more. Lay magistrates are 
invariably attended by a legally qualified clerk to advise 
them on matters of law. The system of lay magistrates 
has existed in England and Wales since about 1360 and is 
generally an accepted part of the administration of justice. 
The United States. Criminal procedure in U.S. states 

follows a pattern derived from English traditions and prin- 
ciples, but with many variations. The lay magistrates play 
an insignificant role, if any, in the U.S. system, and the 
prosecutor (the district attorney) is a key courtroom figure. 
He determines the charges, which in turn may well de- 
termine whether the accused appears before a lower court 

(dealing with misdemeanours) or a higher court (dealing 
with felonies). The accused is offered bail in almost every 
case, but he is not released unless he is able to deposit with 
the court either cash or security in the form of a bond, 
often posted on his behalf by a bondsman who charges a 
proportion of the amount of the bond. In some states it 
is common for an accused person to be released without 
bond on his own recognizance. The role of the examining 
magistrates in English criminal procedure may be played 
in the United States by the grand jury, whose task it is to 
examine the evidence produced by the prosecutor and, if 
warranted, to return an indictment. The deliberations and 
proceedings before the grand jury are normally conducted 
in private. When the case is brought before the trial court, 
it is often settled on the basis of a plea bargain made 
between the prosecutor and the defense lawyer, by which 
the accused pleads guilty to some of the charges and the 
prosecutor recommends a sentence that has been agreed 

upon beforehand. Plea bargaining, which can take many 
other forms, is more readily accepted in U.S. courts than 
in English courts as long as basic rules, designed to en- 
sure fair dealing for the accused, are observed. If the case 
goes to trial before a jury, a major difference between the 

English and U.S. systems is seen in the procedure for the 
selection of the jurors. In a U.S. court the lawyers are 
allowed to question potential jurors about their beliefs and 
attitudes so as to exclude those who may be prejudiced. 
The selection of the jury in an important case may take 
almost as long as the hearing of the evidence. The rules 
of evidence are much the same as those followed in an 
English trial, with variations of detail, and the accused is 
normally represented by a lawyer paid for by the state if he 
cannot afford one himself. U.S. law allows a wider range 
of appeals, both within the state system and, if a question 
of constitutional nghts is involved, by removal of the case 
to a federal court. It may be many years before the case is 
finally resolved beyond all dispute. 

OTHER SYSTEMS OF CRIMINAL PROCEDURE 

Continental Europe. The jurisdictions of continental 
Europe follow methods of criminal procedure very dif- 
ferent from those of the English-speaking world. Often 
described as the inquisitorial method, continental practice 
emphasizes the role of the judge, who is normally respon- 
sible for calling and questioning all witnesses and who 
does not separate the process into two distinct phases of 
trial of guilt and sentencing. The tribunal may consist of 
several judges, or a combination of judges and lay asses- 
sors, who deliberate together on both conviction and sen- 
tence. The rules of evidence are generally less restrictive; 
materials that would be considered hearsay in common- 
law countries are often admitted, and information about 
the accused person’s record is available to the tribunal. A 
major difference between the two traditions is that most 
European jurisdictions do not permit conviction on the 
basis of a plea of guilty; even though the accused is willing 
to admit his guilt, the court must investigate the evidence 
fully (although the admission is part of that evidence). A 
second major difference is that the decision of the tribunal 
is normally accompanied by a statement of reasons, which 
is never given for the verdict of a jury. (D.A.T.) 
An institution without parallel in English law is the 

French unified magistracy, whose members are divided 
into assise (“seated,” or the members of the bench) and 

parquet, or debout (“standing,” or the prosecuting attor- 
neys). It is a state prosecuting system 4n which the state 
acts as a party to the prosecution of civil and criminal 
cases. 
Africa. Prosecuting and sentencing systems in African 

countries in general follow those of the former colonial 
rulers from whom the legal systems are derived. In the 
common-law countries this means that, although there is 
everywhere state prosecution, considerable responsibility 
falls on the police forces to initiate prosecutions. Sentenc- 
ing is the responsibility of the court that tries the case and 
convicts the defendant. In some countries, such as The Su- 

dan and parts of Nigeria, where Indian legal influence was 
strong, versions of the Indian Criminal Procedure Code 
were adopted, in which the magistrate, rather than the 
police, takes charge of the investigation and levels charges. 
Islamic countries. Among Islamic countries of English 

and French colonial heritage, the modern states have 
adopted the procedure of the colonial countries that ruled 
them. Pakistan, for instance, which originally inherited the 
Indian Criminal Procedure Code, now has a procedural 
system very similar to that of England. It is an accusatorial 
system in which both sides present their oral arguments 
to an impartial judge. There is a competent and indepen- 
dent bar from whose ranks judges are chosen. This was 
amended in 1980 with the introduction of special Islamic 
courts and judges. On the other hand, Egypt’s criminal 
system almost exactly mirrors that of France. The system 
is inquisitorial, and the judge has a much greater power 
to question and intervene and to determine the method of 
proceeding. There also exists the Niyaba, a system of state 
prosecutors very similar to the French parquet. Egyptian 
judges, unlike their English and Pakistani counterparts, are 
often career judges. In all categories of Islamic states there 
are not only ordinary criminal courts but often also police 
courts, which tend to deal with lesser criminal offenses, 
and military courts, which hear questions affecting secu- 
rity and military matters. In those states, such as Saudi 
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Arabia and Iran, that claim to adhere totally, or almost so, 
to traditional Islamic law, Islamic judges, called gadis, ex- 
ercise jurisdiction in Islamic courts. 
China. The Chinese penal system broadly divides pro- 

cedures and sanctions into criminal and administrative. 
“Crimes” are distinguished from “ordinary illegal acts.” 
Crime is defined as behaviour punishable by a court under 
the criminal law or other laws calling specifically for crim- 
inal punishment for violators. Ordinary illegal acts can be 

punished administratively by nonjudicial bodies (such as 
the police) on their own initiative and according to less 
formal procedures. In general, administrative punishments 
cannot be appealed to a court. 

The concept of “circumstances” is crucial to criminal 
procedure in China, including the identity of the accused 
or the victim, the existence of an official campaign against 
the particular type of crime involved, or even matters such 
as whether a robber also beat his victim or showed re- 
pentance. Although many countries take such factors into 
account in sentencing, Chinese law differs by allowing cir- 
cumstances to bring an act within or entirely outside the 
coverage of the criminal law and, more importantly, the 
associated criminal procedural law, the only type that pro- 
vides for a public trial by a court and the right to a defense. 
In cases not subject to court proceedings, there is no right 
to a defense and no appeal to a court, but the maximum 
punishment that can be imposed is less severe. 

(A.N.A./I.D.E./D.C.C./Ed.) 

Sentencing 

In countries following the Anglo-American legal tradition, 
sentencing is a function separate from the determination of 
guilt or innocence. Although in some U.S. jurisdictions 
juries determine the sentence, it is normally the responsi- 
bility of the judge. Most systems traditionally give judges 
considerable discretion in determining both the kind of 
penalty to be imposed (e.g., imprisonment, fine, proba- 

tion) and its severity. Such discretion has prompted com- 

plaints about disparities in the sentences given to different 
offenders and arbitrariness and idiosyncrasy in the deci- 
sions of individual judges. Many observers maintain that 
the sentence imposed on an offender depends more on the 
presiding judge than on the gravity of the offense. 
Because of concerns about sentencing disparity, the fed- 

eral system and a number of state systems in the United 
States have instituted sentencing guidelines, which pre- 
scribe narrow ranges of sentences and require judges to 
provide a written rationale if they sentence outside the 
guidelines. Many jurisdictions also have implemented 
mandatory sentences, which remove any judicial discretion. 

Parole 

In French the word parole means “word,” and its use in 
connection with the release of prisoners was derived from 
the idea that they were released on their word of honour. 
The practice of allowing prisoners to be released from 
prison before serving their full sentence dates to at least 
18th-century England. At that time almost all serious 
crimes (felonies) were punishable by death, but only a 
small proportion of offenders were actually executed. The 
majority of those sentenced to death were pardoned by the 
king, but their pardon was granted on the condition that 
they agree to be transported to a penal colony (e.g., Aus- 

tralia or America for English prisoners, Africa, New Cale- 
donia, and French Guiana for French convicts). 
Eventually the courts were given the power to pronounce 
sentences of transportation themselves, usually for a peri- 
od specified in the sentence, but most sentences of trans- 
portation were modified by executive action. A system of 

“ticket of leave” developed in England, under which con- 
victs detained under a sentence of transportation were al- 
lowed a measure of freedom or the right to return to 
England in return for good behaviour. When England 
abolished the sentence of transportation in the mid-19th 
century (French penal colonies continued to operate into 
the mid-20th century), it was replaced by penal servitude, 
which incorporated the same procedure under a different 
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name, release on license. The prisoner sentenced to penal 

servitude could earn release from the penitentiary—but 
not from the shadow of the sentence—by his good behay- 
iour in custody. Release was conditional on good behav- 

iour outside prison; if another offense was committed, the 

prisoner could be returned to prison to serve out the rest 
of the sentence (known as the remanet). In England the 

system of release from sentences of penal servitude became 
almost inflexible by the late 19th century, with the result 
that all prisoners were released after serving a fixed and 
predetermined portion of their sentence. At the same time, 

the principle of indeterminate sentencing became widely 
accepted and eventually formed the basis of the sentencing 
laws of many jurisdictions in the United States. 

In those states where indeterminate sentencing was adopt- 

ed, the law required judges to fix maximum and minimum 
limits of confinement. The actual date of release was de- 
termined by a body usually known as the parole board, 

which had the power to revoke parole and return an of- 
fender to prison. Indeterminate sentences have a number 
of advantages. They allow authorities to observe the be- 
haviour and attitudes of offenders, and in particular the 
way in which these change for the better. They also provide 
an incentive for a prisoner to improve his behaviour in 
order to convince the authorities that he is ready for release. 
In addition to contributing to the rehabilitation of offend- 
ers, indeterminate sentences have a number of administra- 
tive advantages. They are a powerful sanction against 
misbehaviour—prisoners who are violent or disruptive risk 
losing the chance for release—they enable the authorities 
to compensate for disparities in the sentences imposed by 
judges (often believed to be a source of friction and dis- 
content among prisoners), and they provide a means by 
which the prison population can be kept within limits. 
Beginning in the 1980s several U.S. states abolished pa- 

role, replacing it with determinate sentences that had a 
fixed release date (“truth-in-sentencing” laws). To retain 
some of the management advantages of parole, however, 

these states tended to increase “good time” provisions— 
generally capped at 15 percent of the imposed sentence— 
which allowed prisoners to reduce their sentence through 

good behaviour. Thus, these states abolished discretionary 
release and replaced it with a system determined by the 
sentence and the offender’s behaviour in prison. 
An essential feature of parole is the supervision of the 

offender during the remaining part of the sentence after his 
release from prison. Prisoners who have been released on 
license are not free from all restrictions; they normally are 
required to observe various conditions, which may be quite 
restrictive and which may address such matters as where 
they live and work or require them to undergo medical or 
psychiatric treatment. Failure to comply with these condi- 
tions can lead to the revocation of the parole and a return 
to prison. Enforcement of the conditions, as well as the 
provision of assistance and counseling, is usually the re- 

sponsibility of a probation or parole officer, to whom the 
paroled offender is required to report at stated intervals. In 

many countries the decision of the supervising officer or 
the parole board to return the offender to prison is not sub- 
ject to appeal or judicial review, even though the conse- 
quences for the offender may be serious. However, there 
usually are regular due process procedures that must be 
followed to ensure a minimal level of fairness. 

Theories and objectives of punishment 

The objectives of punishment administered by the official 
organs of the state have been the subject of debate among 
philosophers, lawyers, and legislators for centuries. A vari- 
ety of different theories or objectives of punishment have 
been proposed, some differing only in minor degrees, some 
fundamentally in conflict with each other. 

RETRIBUTION 

Retribution suggests that the severity of a punishment 
should be proportionate to the gravity of the offense. One 
theory of retribution maintains that punishment should 
never be imposed to achieve a social objective (such as law- 
abiding behaviour in the future by the offender or others 
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who witness his example). Rather, punishment should be 
an end in itself. Supporters of this view maintain that pun- 
ishment must not be justified by its intended or actual re- 
sults. It may have positive benefits for the offender or for 
the larger society, or it may have harmful effects, but nei- 
ther of these is relevant. Instead, punishment is viewed as 

a morally mandated response to offending behaviour. 
A second theory of retribution posits that retribution lim- 

its the punishments that may be imposed but that within 

those limits punishments may be used to accomplish par- 
ticular goals or purposes. One variant of this principle is 
that punishment should not be inflicted unless a recipient 

has been found guilty of a specific offense, which would 
prohibit such practices as collective punishment imposed 
on whole communities or the taking of hostages from the 
general population. A second version maintains that the 
offender should not be punished more severely than the of- 
fense warrants and assumes that a scale can be drawn 

equating particular crimes with particular punishments. 
However, it is extremely difficult to devise such a scale 
without resorting to a crude system of inflicting on the of- 
fender exactly the damage he inflicted on the victim. 
Retribution as a limiting principle can be distinguished 

from retribution as an educational principle. In the latter, 

enactment and implementation of the criminal law, and 
particularly the imposition of sentences, aims to provide a 
concrete example of society’s values and to reinforce those 
values. Citizens who view that their moral values are ex- 

pressed in a court’s judgment may feel more strongly com- 
mitted to them than previously; conversely, if they see 
them ignored by the court, they may question those values 
and feel less constrained by them. This principle assumes 
that a repeated failure of the courts to express such values 
undermines the legitimacy of the legal system and eventu- 
ally leads to moral decline and the dissolution of society. 
The educational principle is distinguished from the idea 

that the official organs of the state must punish offenders 
to satisfy the natural demand for punishment among 
members of the community, particularly among those who 

are the victims of the crime and who, in the absence of of- 
ficial punishment administered by the state, would seek re- 
venge by direct violence. A variation on this interpretation 

of retribution is expiation—the idea that offenders should 

undergo punishment in their own interests to discharge 
their guilt and to make themselves acceptable to society 

again. 

UTILITARIAN THEORIES 

Utilitarian theories of punishment emphasize the deter- 

rence of criminal behaviour and the consequences of pun- 
ishment for individuals and society. Criminologists have 
identified several utilitarian theories, including those 
stressing general and individual deterrence. 
General deterrence. General deterrence aims to dissuade 

others from following an offender’s example and is not 
concerned with the future behaviour of the offender. 
Rather, it assumes that most crimes are rational and that 
potential offenders calculate the risk of being similarly 

caught, prosecuted, and sentenced. Demonstrating this 
theory’s validity has proved difficult; general trends in 
crime and their relationship to particular sentencing poli- 
cies are seldom an accurate indication of the effect of 
penalties as deterrents because there may be a variety of 
intervening factors. Occasionally it has been claimed that 
particular sentences have a strong deterrent effect, but this 
causal linkage is questionable. One example of effective 
general deterrence was legislation designed to curtail driv- 
ing after drinking alcohol; studies have suggested that 

mandatory penalties and a high probability of conviction 
had at least a temporary deterrent effect on a wide popu- 
lation. The death penalty has been claimed to have a gen- 

eral deterrent effect, but research in the United States has 
shown that some jurisdictions that have and use the death 
penalty have higher murder rates than those that do not. 
There are several interpretations of this pattern. Some 

argue that use of the death penalty is a response to, but not 
a cause of, high murder rates, but others maintain that it 
has a brutalizing effect that increases murder by instilling 
a lower regard for human life. 

Individual deterrence. Individual deterrence is directed 
at the person being punished. It aims to teach the offend- 

er not to repeat the behaviour and is the rationale of much 
informal punishment, such as parental punishment of chil- 
dren. Theoretically, the effectiveness of individual deter- 

rence can be measured by examining the conduct of the 
offender after the administration of the punishment to de- 
termine whether the offense was repeated. Such studies 
have often been misleading, however, because the only 
basis for determining that the offender repeated the offense 
was a further conviction. Because a high proportion of 
crimes do not result in convictions, many of those offend- 
ers who are not reconvicted after being punished in a 
particular way may have again committed offenses but 
avoided conviction or even arrest. Further, the general pat- 
tern of “aging out” of crime (i.e., that criminal behaviour 

peaks in the late teens and early 20s and thereafter de- 
clines rapidly) is consistent with an individual deterrent ef- 
fect and thus renders it difficult to reach definitive 
conclusions about the effectiveness of individual deter- 
rence strategies. 
Theories of deterrence and retribution share the idea that 

punishments should be proportional to the gravity of the 
crime, a principle of practical importance. If all punish- 

ments were the same, irrespective of the gravity of the 
crime, there would be no incentive to commit the lesser 
rather than the greater offense. The offender might as well 
use violence against the victim of a theft if the penalty for 
robbery was no more severe than that for simple stealing. 

DENUNCIATION 

The use of deterrence by some writers has coincided with 
the idea of retribution as a form of moral education for the 
community as a whole and has sometimes been described 
as denunciation. Although this idea was closely associated 
with general deterrence through fear, and many sentences 

of the courts were intended to achieve both objectives si- 
multaneously, there was an important difference between 
them. Education through denunciation is generally aimed 
at law-abiding citizens who are not tempted to commit 

criminal acts. Its object is to reinforce their rejection of 
lawbreaking behaviour. Most people do not steal, because 
they know that stealing is dishonest; a sentence imposed on 
a thief reinforces their view. General deterrence through 
fear is aimed at those who do not necessarily reject the pos- 
sibility of law-breaking behaviour on moral grounds but do 
so on the basis of a careful calculation of the gains and 
risks involved. Those who might consider stealing if they 

thought they could get away with it are frightened off by 
the example of the thief who is punished. 

INCAPACITATION 

Incapacitation refers to making an individual “incapable” 
of committing a crime—e.g., by execution or banishment 
historically, or in more modern times by execution or 

lengthy periods of incarceration. The only objective of 
punishment for which there is any certainty (although an 
incarcerated offender may escape from or commit crimes 
within the prison), incapacitation has often been difficult 
to reconcile with other principles, in particular those lim- 

iting retribution. In practice, incapacitation has been lim- 
ited to offenders who have committed crimes repeatedly 
(multiple recidivists) under what are known as habitual 
offender statutes, which permit longer sentences for such 
offenders than are normally authorized for the offense, or 
to offenders who were designated as dangerous and likely 
to commit grave violent crimes unless restrained. Because 
it is difficult to identify such offenders with certainty, the 
principle is controversial. 

REHABILITATION 

Rehabilitation through treatment and training is a more 
recently formulated theory of punishment. Established in 
legal practice in the 19th century, it was viewed as a hu- 
mane improvement on former practices, though it did not 
always result in the offender’s receiving a more lenient 
penalty than a retributive or deterrent philosophy. For 
many offenders rehabilitation meant release on probation 
under some form of condition instead of a period in 
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prison; for others it meant a longer period in custody 
undergoing treatment or training than would have been 
acceptable if the punishment had been intended as retri- 
bution or as a deterrent. One popular expression of reha- 
bilitation in the United States was an indeterminate 
sentence, under which the length of detention was gov- 
erned by the degree of reform exhibited. 
Beginning in the 1970s rehabilitation came under con- 

siderable criticism, largely because of the failure to demon- 
strate its success, However, research in the 1980s and ’90s 
established that a wide variety of carefully implemented 
rehabilitation programs could reduce the recidivism of 
offenders. A second objection to rehabilitation was that 
sentences typically gave considerable authority to adminis- 
trators. Many administrators were empowered to decide to 
release or to continue to detain the offender, depending 
on an assessment of the offender’s progress, which was 
often vaguely defined, There have been cases in which this 
practice led to gross abuse and the detention of offenders 
guilty of minor crimes for long periods out of all propor- 
tion to the gravity of their offenses. (D.A.T./Th.B./Ed.) 

THEORIES IN CONFLICT 

In the practical operation of a sentencing or penal system, 
theories of punishment often come into conflict. A lenient 
sentence (such as probation) designed to rehabilitate an 
offender may fail to express society’s rejection of the crim- 
inal behaviour or provide an effective deterrent to others; 
a sentence that requires the offender to submit to a com- 

pulsory program of treatment or training for a long period 
may conflict with the idea of retribution as a limiting prin- 
ciple; a sentence of unusual severity, designed to make an 
example of the offender as a warning to others, conflicts 
with the principles of rehabilitation and. proportionality; 
and a sentence whose object is incapacitation may fail to 
satisfy those who favour rehabilitation and proportional- 
ity. The operation of any sentencing system requires deci- 
sion makers to choose among these different theories in 
different cases; no single theory provides a system suitable 

for all cases. (D.A.T./Ed,.) 

PUNISHMENT IN OTHER SYSTEMS 

Africa. Sentencing courts in Africa generally have 
stressed the punitive and deterrent rather than the refor- 
mative aspects of sentencing. Consequently, prison sen- 

tences usually are proportionately longer and fines heavier 
than in Europe. Legislation in African countries has re- 
flected the same approach to sentencing; capital punish- 
ment and corporal punishment are permitted and in some 

cases mandatory. A notable feature of the Tanzanian legal 
system is the imposition of minimum sentences for a vari- 
ety of offenses, including dishonesty and theft of stock. In 
practice the court had no option but to impose a specified 
minimum prison sentence, which at times included caning 
as part of the punishment. 

Islamic countries. Traditional Islamic law divides crimes 
into two general categories. Several serious crimes, known 
as hadd crimes, are specifically mentioned, along with their 
appropriate penalties, in the Quran. For example, the 
hadd punishment for theft was the amputation of a hand. 
As these crimes were considered offenses against the law of 
Allah, the Quran allowed no discretion in applying these 
punishments, either by judges or by any other governmen- 
tal official, even in the interests of mercy. Most other 
crimes are called ¢a‘zir crimes (discretionary crimes), and 
their punishment is left to the discretion of the gddi 
(judge), though Shari‘ah law limits his discretion to certain 
traditional punishments. The traditional requirement of 
eyewitnesses—especially in the hadd crime of adultery, 
which requires four witnesses—has limited the application 
of the severest penalties. A recent innovation has been the 
imposition of fines. General punishments include impris- 
onment and corporal punishment. 

China. The chief goal of criminal punishment in com- 
munist China has been reform. An authoritative Chinese 
textbook on criminal law states that the goal of reform in 
criminal punishment is founded upon the historical mis- 
sion of the proletariat to reform society and mankind. The 
thoughts of citizens are not their own affair; the govern- 
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ment has the right and the duty to ensure that all members 
of society become “new men.” The commission of a crim- 
inal act is evidence that the offender is in particular need 
of reform and justifies the use of particularly coercive 
measures. The notion that an offender incurs a debt to so- 
ciety that can be paid merely by serving a prison term is 
alien to Chinese penology. The state is keenly interested in 
changing the offender’s thinking during imprisonment. 
Thus, reform through labour and political study generally 
accompanies imprisonment. 

The primacy of reform over deterrence is intimately con- 
nected with Chinese theories on the causes of crime. Chi- 
nese criminology posits that crime can be reduced and 
eliminated through thought reform, education, and the 
perfection of socialist society. Criminal punishment is seen 
as merely a supplementary means to this end. According 
to this view, when the thought of all members of society 
has been reformed, crime will cease. 

(A.N.A./I.D.E./D.C.C./Ed.) 

Treatment of juvenile offenders 

The juvenile justice system is composed of a series of laws, 
policies, and procedures designed to regulate the process- 
ing and treatment of nonadults for violations of law and to 
provide legal remedies protecting their interests in situa- 
tions of conflict or neglect. Offenses committed by juve- 
niles that are also criminal for adults are referred to as 
delinquency (e.g., murder, robbery, larceny), whereas ac- 
tivities mandating legal intervention only for nonadults are 
referred to as status offenses (e.g., alcohol and tobacco use, 
truancy, running away from home, etc.). Children general- 
ly are also subject to specialized laws, procedures, and poli- 
cies designed to protect their interests when parents or 
other legal guardians are unavailable, negligent, or in- 
volved in custodial disputes. 

The specific mechanisms for administering juvenile jus- 
tice have varied over time, among societies, and even be- 
tween jurisdictions within countries. The concept of 
delinquency as well as special trials and institutions for 
confining and controlling youth was established by the 
mid-19th century in England. Courts there had acquired 
the authority to intervene as “parent of the land” (parens 
patriae) to protect the property rights of children, and this 
legal concept was expanded as a foundation for special 
proceedings or outcomes for juveniles. 

The juvenile court, sometimes called children’s court or 
family court, was first established in 1899 in Chicago. Sim- 
ilar courts were created in rapid succession in other states, 
and the same model was implemented in many other 
countries (e.g., Canada in 1908; England in 1908; France 
in 1912; Russia in 1918; Poland in 1919; Japan in 1922; 
and Germany in 1923). The reformist philosophy institut- 
ed in the juvenile court stressed probation (conditional re- 
lease to parents or guardians) and resolution of family 
problems presumed to be reflected in delinquent behav- 
iour. Detention centres specifically for juveniles were to 
replace jails as the primary forms of temporary secure con- 
finement during the processing of cases. Imprisonment was 
avoided whenever possible, and court proceedings were to 
be nonadversarial, operating “on behalf of,” rather than 
against, the juvenile. It was widely agreed that the empha- 
sis on probation and family treatment was innovative but 
that the new system also expanded state control or regula- 
tion of the behaviour of youth via the creation of status of- 
fenses. Moreover, confinement and imprisonment in a 

detention centre or reformatory (subsequently renamed 
“training school”) persisted as common outcomes, espe- 
cially for disadvantaged youth. 

A controversial method of juvenile punishment has been 
the use of corporal (physical) punishment. Although it is 
prohibited in many Western countries, it is still used in 
some parts of the United: States and in much of the non- 

Western world. In the United States in the 1980s and ’90s, 
rising juvenile crime led to increasing calls for the re- 
instatement of corporal punishment in those areas that had 
prohibited it. Opponents of corporal punishment have 

argued that it is inhumane and that it actually reinforces 
the delinquency of those who receive it. 
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IN ENGLAND 

Early common law made no special provision for children 

who committed crimes. Provided that the child was over 

the minimum age for criminal responsibility (originally 
seven) and had “mischievous discretion” (the ability to tell 
right from wrong), the child was fully liable as an adult to 
the penalties provided by the law. During the 19th centu- 
ry children who were liable criminally were regularly im- 
prisoned, and there are records of children being hanged as 

late as the 1830s. In practice, however, age was treated as 
a mitigating factor that reduced the severity of the punish- 
ments that children received compared with adults. The 

need to treat juvenile offenders differently was recognized 
in the 19th century by the reformatory movement, which 
established training institutions for young offenders as an 
alternative to confinement in adult prisons. The creation 

of a special justice system for juvenile offenders—the ju- 
venile court—gained ground in the early 20th century. Ju- 
venile courts, which dealt with both criminal and 

noncriminal cases, were established in England under leg- 
islation enacted in 1908. The English juvenile court is es- 
sentially a magistrates’ court, exercising the ordinary 

criminal jurisdiction of the magistrates’ court over a limit- 
ed age group of offenders from the age of 10 (the minimum 
age of criminal responsibility) to 17. (Those under 14 are 

designated “children,” and those over 14 and under 17 are 

classified as “young persons.”) Offenders aged 17 and over 
appear in the normal adult courts, though special sentenc- 

ing provisions are applied to offenders under the age of 21. 

The main difference between a juvenile court and an 
adult court in England is that the juvenile court can try a 

much wider variety of offenses. It deals with juveniles for 
any offense except homicide, though it is not bound to deal 
with a young person for a serious offense such as robbery 
or rape. On such charges, a young person can be commit- 

ted to the Crown Court for trial in the same manner as an 
adult. A child also can be committed to the Crown Court 
for trial on a charge of murder or manslaughter. If charged 
jointly with an adult, a juvenile can be sent to an adult 

court for trial, though he is normally returned to the juve- 
nile court for sentencing. 

In addition to its criminal jurisdiction, the juvenile court 
deals with children of any age up to 17 in what is called a 
care proceeding, which is based on the idea that the child 
is in need of care, protection, or control because one of a 
number of conditions is satisfied. These conditions include 
neglect or assault by parents but also include the fact that 
the juvenile has committed an offense. A juvenile who 
commits an offense can thus come before the juvenile 
court either in criminal proceedings or in care proceedings, 
though the court cannot take action in care proceedings 
unless it is satisfied that the juvenile is in need of care, pro- 
tection, or control. This combination of two different roles 

in the juvenile court was a source of difficulty and contro- 
versy for many years, particularly because the court in its 
criminal jurisdiction was required by law to “have regard 
to the welfare of the child or young person” and, if satis- 
fied that it was necessary to do so, to remove him from un- 
satisfactory surroundings for his own good, irrespective of 
the gravity of the offense. Thus, juveniles who appeared be- 
fore the juvenile court charged with a minor offense could 
be removed from the care of their parents and possibly be 
required to reside in an institution (known as a communi- 
ty home), perhaps for a period of several years and possi- 
bly under conditions of security. Proposals to change the 
image of the juvenile court so as to minimize its criminal 
aspects and to emphasize its welfare role were enacted in 
1969 but never fully implemented. Thus, the dual role of 
the juvenile court has been retained, but its authority has 
been transferred to some extent to an administrative body, 
the local authority. If the juvenile’ court makes a care 
order—in practice the most powerful sanction it has avail- 
able—its effect is to transfer parental rights over the child 
to the local authority, and it is for the local authority to 
decide whether to allow the child to live at home with his 
parents (but subject to local authority control), to board 
the child with foster parents, or to require the child to live 
in a community home. The court has only a limited degree 
of control over this decision. 

The care order is only one of the sanctions available to 
the English juvenile court and is used only in a minority of 

the cases that come before it. Another measure, the super- 
vision order, places the juvenile under the general super- 
vision of a social worker but sometimes requires partici- 
pation in a wide range of organized, constructive activities 

as intermediate treatment. A supervision order can also in- 

clude restrictive requirements prohibiting the juvenile 
from certain activities or a curfew in the form of a “night 
restriction,” a requirement to remain at home during the 
evening for a specified period. Juveniles can also be fined 
(though the court usually orders the parent to pay the fine) 
or be ordered to pay compensation. 

IN THE UNITED STATES 

In the 19th century in the United States, as elsewhere, 

juveniles accused of criminal behaviour were tried in the 

same courts as adults, and it has been reported that ap- 
proximately a dozen youths were executed for crimes com- 

mitted before they turned 14. In response to cases of jury 
nullification, in which juries were reported to have acquit- 
ted youthful offenders against the evidence; growing op- 
position to integrating juvenile and adult prisoners; and 

the “House of Refuge” movement, which sought to reform 
juveniles, courts were established at the beginning of the 
20th century to deal specifically with problems involving 
juveniles. 
In the United States, as in England, a high proportion of 

cases involving juvenile offenders is handled informally by 
means of cautions or counseling. The procedure followed 
in juvenile courts is distinct from that of criminal courts. 
The juvenile court was originally founded as a coercive 
social-work agency rather than as a criminal court. Thus, 
juvenile courts normally have not been concerned with de- 
termining guilt or innocence so much as with making a 
finding of fact—that the juvenile is, for one reason or an- 
other, legally subject to the jurisdiction of the court. This 
finding of fact is comparable to conviction at a criminal 
trial in an adult court and is generally referred to as an “ad- 
judication.” The adjudication of a juvenile as delinquent is 
the basis for a “disposition” comparable to sentencing, in 
which either freedom in the community under supervision 
or confinement in a correctional facility can be ordered. In 
keeping with what was seen as the juvenile court’s role as 
a welfare tribunal rather than a court of criminal jurisdic- 
tion, procedural standards in the United States were for- 
merly rather elastic. Most American juvenile courts, like 
their English counterparts, also deal with cases of neglect 
as well as criminal cases and status offenses, which in Eng- 
land would fall within the scope of care proceedings. 

In most states juvenile courts have jurisdiction over juve- 
niles who commit offenses before the age of majority (gen- 
erally 18 years of age, though it is lower in some states). In 
most states, once the court has taken jurisdiction over a ju- 
venile, that jurisdiction cannot extend past his 21st birth- 
day—meaning that, regardless of the offense, juveniles are 
required to be released when they turn 21. A juvenile can 
be confined beyond his 21st birthday if he had been trans- 
ferred to criminal court and tried as an adult, though the 
rules in most states prohibit the transfer of juveniles below 
a certain age. During the 1990s, owing to fears stemming 
from rising rates of violent juvenile crime, several states 
lowered the age at which juveniles could be transferred to 
adult criminal court. In some states juveniles as young as 
10 can be tried as adults, and in other states youths of any 
age can be tried as adults for certain classes of offenses. 
Dissatisfied with the perceived leniency of juvenile-court 

punishments, legislatures in virtually all states passed laws 

in the 1980s and ’90s with the intent of cracking down on 
juvenile crime. These laws included a wide variety of man- 
datory transfer mechanisms for juveniles who committed 
certain serious crimes or who had prior records of com- 
mitting such crimes. These laws included a wide variety of 
mandatory transfer mechanisms, by which juveniles tried 
in juvenile court who had committed certain serious 
crimes or who had a prior record of committing such 
crimes could be transferred to adult prisons after they 
turned 21. The pressure for tougher treatment of juvenile 
cases also resulted in the creation and proliferation of 
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prison-visitation programs and militaristic “boot camps,” 
which sought to reform juveniles through shock methods. 
Such programs were very popular in the last two decades 

of the 20th century, but support began to erode when re- 
search showed either no advantage or higher levels of re- 
cidivism. Many states also incorporated juvenile records in 

the sentencing guidelines for criminal courts so that an 
adult offender who had a juvenile record would receive a 
longer sentence than one who did not, thus eliminating the 

widely believed notion that juvenile offenders get a “fresh 
start” with a clean record when they become adults. 
Critics of juvenile court have argued that its invention 

substituted a new rhetoric emphasizing the rights of chil- 
dren, but that by ignoring constitutional protections the 
court did not serve the best interests of youth. There has 
been much disagreement, especially in the United States, 
over whether the informality of juvenile court helps or 
hurts children. Some critics have argued that crowded 
court calendars and incompetent judges have thwarted the 
court’s purpose and that juveniles have been denied the 
rights commonly afforded criminal defendants, though 
there has been no corresponding relaxation of the severity 
of treatment. Numerous legal challenges to juvenile-court 
decisions have prompted criminal courts in the United 
States to extend some due-process rights to juveniles, most 

of which pertain to the “adjudication” hearing (i.e., the 
hearing that determines the facts of the case). Juveniles 
now have the right to be notified of the charges against 
them, to cross-examine witnesses, to have an attorney 
present at the adjudication stage, and to be protected from 
double jeopardy and self-incrimination. However, they do 
not have the right to a jury trial, to bail, or to an attorney 
at other stages of the proceeding. The exercise of due- 
process rights by juveniles has tended to make the court’s 
operations more adversarial. However, research on the ac- 
tual workings of juvenile courts has shown that due-process 
rights continue to be disregarded in many cases. 

(A.N.A./D.C.C./Ga.J./Ed.) 

Prisons 

Imprisonment as a form of punishment is a relatively mod- 
ern concept. Until the late 18th century, prisons were used 

primarily for the confinement of debtors, of accused per- 
sons waiting to be tried, and of those convicted persons 
waiting for their sentences—death or transportation—to 
be put into effect. Although imprisonment was a sentence 
available to the courts in misdemeanour cases, these were 
only a small proportion of the cases tried. The normal task 
of the assize courts in England was expressed in the fact 
that they were known as courts of “general gaol deliv- 
ery —delivery meaning the release of prisoners (to liberty 
or execution) rather than their commitment to the jails. 
The holding of accused persons awaiting trial remains an 
important function of prisons. In England generally about 
one-fifth of the prison population is unconvicted or un- 

sentenced, and in some European countries (notably Italy) 
the proportion of unconvicted prisoners has been as high 
as four-fifths. However, since the decline of capital pun- 
ishment in the late 18th century, the prison also has been 
used as a place of punishment. The concept of the peni- 
tentiary was advocated in England during this period by 
the English philosopher Jeremy Bentham. At the same 
time, the United States established penitentiaries first in 
Pennsylvania and then in New York. The less frequent use 
of the death penalty and the abolition of transportation 
meant that a sentence of confinement had become the 
principal sanction for most serious crimes by the end of 
the 19th century. 

DEVELOPMENT OF THE PENITENTIARY 

The penitentiary developed in the late 18th century in part 
as a reaction to the conditions of the jails. Poor sanitation 
in English prisons caused widespread disease among pris- 
oners, who were generally held without any segregation 
according to gender or classification. Outbreaks of “jail 
fever” occasionally killed not only the prisoners but also 
the jailers and even, on occasion, the judges and lawyers 
involved in their trials. Many prisoners in England were 
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confined not in buildings but rather in the hulks of ships 
moored in the River Thames and elsewhere. In theory they 
were waiting to sail to Australia under a sentence of trans- 

portation, but in practice many of them served their entire 

sentences in the hulks and were released without ever 

leaving the country. The appalling conditions in many 

local prisons of late 18th-century England were exposed 

by the English penal reformer John Howard, who traveled 
throughout Britain and later Europe for the preparation of 
his book The State of the Prisons in England and Wales 
(1777). Reaction against the gross severity of the penal sys- 

tem of death and transportation and against the physical 
conditions of the jails led to the construction of “convict 

prisons” by the central government in England. Local jails 
remained under the control of local authorities until 1877, 
when the prison system of England and Wales was brought 

under central government control and administered by a 
body known as the Prison Commission. 
The prison system that developed in the United States is 

more complex. Offenders sentenced by federal courts for 
crimes against the federal criminal code serve their sen- 
tences in federal penitentiaries managed by the federal gov- 
ernment. However, the majority of offenders in custody 
serve their sentences in state or local institutions. These in- 
stitutions form part of the state’s penal system and usually 
consist of one or more state penitentiaries. The peniten- 

tiaries are often supplemented by a number of institutions 

offering a lower degree of security, such as prison camps or 
farms and local jails. The principal function of the jail is to 
hold persons awaiting trial, but short sentences (less than 
12 months) usually are served in the local jail rather than 
the state penitentiary. 

THE PRISON POPULATION 

Concern over prison conditions has not diminished. 

Owing to the rapid growth in prison populations in most 
countries, problems of security and the protection of pris- 

oners from violence on the part of other prisoners was 

compounded by the difficulties that arose from over- 
crowding. Most industrialized societies experienced a rapid 
increase in prison populations after World War II. In 1880 

England’s prison population stood at 32,000. After the 
prisons came under central government control, there was 

a long period of decline, probably the result of changes in 
sentencing laws and practices. By the end of World War I 
the daily average prison population had decreased to 
roughly 10,000, and it remained relatively stable during 
the interwar years. After World War II there was a period 
of steady increase that continued unabated for several 
decades. From a daily average figure of about 12,000 in 
1945, the prison population grew despite a variety of legal 
changes designed to contain it. By the 1960s it had reached 
30,000—the level of the 1880s—and by 1976 it had sur- 
passed 40,000, notwithstanding the introduction of a parole 
system and suspended sentences. At the beginning of the 
21st century the total prison population surpassed 60,000. 
A similar trend occurred in the United States. A total of 

250,000 persons were incarcerated in penitentiaries in 
1975. At the beginning of the 21st century this figure ex- 
ceeded 1,250,000. Taking into account the more than 
600,000 people in local jails, the total number of people 
behind bars in the United States was nearly 2,000,000. 
The opposite trend was observed in The Netherlands, 

where the prison population was halved from 1950 to 

1975. By 1990, owing to shorter sentences for common of- 
fenses, there were fewer than 2,500 convicted offenders (in 
addition to another 3,000 awaiting trial) imprisoned in the 
entire country. However, when sentences were lengthened 
in the 1990s, the prison population increased to nearly 
15,000 by the end of that decade. Among the few countries 
experiencing a decrease in prison population in the last 
decades of the 20th century was Finland, where shorter 
sentences and the increased use of parole and suspended 

sentences caused the number of people incarcerated to fall 
by two-fifths, to 2,500, during the 1990s. 
The general rise in prison populations has been attrib- 

uted to a variety of factors. Most significantly, there was a 
marked increase in reported crime and in the number of 

offenders brought before the courts. In England both re- 
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ported crime and the number of persons convicted rose 
faster than the prison population. 

There are many similarities in the composition of prison 
populations. Prisoners are predominantly male—men 

make up roughly 95 percent of the prison population in 

most countries—though the number of women in prison 
has been rising at a higher rate than the number of men. 
Prison populations are also relatively young; approximate- 
ly three-fourths of those in custody are under the age of 30. 
The most common offenses for which prisoners are con- 

victed are burglary, theft, violent crimes, and robbery. 
In most countries, prisoners are distributed among a 

variety of types of institution. In the United States, most 
prisoners serving longer sentences are held in state prisons, 
many of which are large maximum-security buildings that 
hold more than 1,000 offenders in conditions of strict 
security. Young offenders usually are detained in separate 
institutions, often designated under names that imply that 
their primary purpose is treatment or correction rather 

than punishment, and women normally are held in sepa- 

rate institutions. Some prisoners who are not considered a 
danger to the community are confined in low-security or 

open prisons. 
Prisons are classified administratively as local or central. 

Local prisons serve a variety of purposes, including the de- 
tention of prisoners serving shorter sentences or awaiting 
trial or sentencing. The worst overcrowding generally has 
occurred in local prisons. Central prisons detain prisoners 

serving longer sentences. For security purposes prisoners 
are classified into a variety of categories, ranging from 
those who are likely to attempt escape and who would, if 
successful, pose a significant danger to the public to those 
prisoners who can be trusted to work in conditions of min- 

imal security. Central prisons include maximum-security 
institutions; medium-security prisons, where the level of 
security is lower; and open prisons, where security is min- 

imal and there is normally no obstacle to escape. Some 
European countries have developed a further category of 
institution that accommodates prisoners who are allowed 

to serve their sentences intermittently, usually over a series 
of weekends. Younger offenders in England (in the age 
group 16-21) were often held in Borstal institutions, which 

were named after the village in Kent where the first one 
was operated in the early part of the 20th century. For 
many years these institutions were admired as an example 
of practical rehabilitation through training, and similar in- 
stitutions were adopted in many countries. However, dis- 
illusionment with the effectiveness of Borstal institutions 
led to their abolition in Britain in the 1980s and their re- 
placement by youth custody centres. Detention centres, 
where young male delinquents serving sentences not ex- 
ceeding four months are put through a program of vigor- 
ous discipline and physical activity popularly known as 
the “short sharp shock,” are another distinctive feature of 
the English prison system. However, research has failed to 
show that it was an effective deterrent to further crime. 
Prisons have been described as total institutions, which 

exert control over every aspect of a prisoner’s life. In ad- 

dition to daily routines such as mealtimes, times of ris- 
ing and retiring, and bathing, many other aspects of the 
prisoner’s life are subject to strict control. In part this 
control constitutes the deprivation of freedom that is the 
essence of imprisonment, and in part it is a necessary 
means of maintaining security, controlling the introduc- 
tion of weapons or contraband substances, and preventing 
escapes. Most prisons limit the number of visits that a pris- 
oner is entitled to receive from his family or friends. Gen- 
erally only relatives and friends of the prisoner are allowed 
to visit, though adequate facilities must be available for vis- 
its by legal advisers if the prisoner is engaged in any litiga- 
tion. Visits are normally held within the sight of an officer, 
and in some cases within his hearing. In many prisons 
visits are conducted with the prisoner sitting on one side of 
a table and his visitor on the other (usually with some par- 
tition between them), and the visitor is sometimes searched 
for contraband. In other prisons the visitor and the pris- 
oner are allowed to meet in a room without any physical 
barrier but still in the sight of officers. Conjugal visits, in 
which the prisoner’s spouse is allowed to stay with the pris- 

oner for a period of several days, are not permitted in 
England but are allowed in some U.S. states and in some 
other countries. The correspondence of prisoners is limit- 

ed and subject to censorship by prison authorities. 
Prison contro] is maintained by a number of disciplinary 

sanctions, including the forfeiture of privileges, confine- 
ment within a punishment block or cell, or the loss of 
remission for good time (i.e., reduction in the length of a 

sentence as a reward for good behaviour). The procedures 

for the imposition of sanctions on prisoners have been 

improved in both England and the United States, in part 
as a result of actions taken through the courts. Most pris- 
ons are governed by rules that set out a code of conduct 
and list prohibited behaviour; the code must be given to 
the prisoner on his arrival. Typically, prohibited behaviour 
includes mutiny and violence to officers, escaping or being 
absent from a required location, and possessing unautho- 
rized articles. The rules also include one or more general- 
ly defined offenses (such as the English “offence against 
good order and discipline”) that are vague and open to var- 

ious interpretations. Disciplinary sanction can be imposed 
by the prison administrator or governor in minor cases, 
but the imposition of more serious sanctions (e.g., loss of 

remission for good time) requires a formal disciplinary 
hearing that must follow the basic rules of procedure in a 
court of law. 
The idea that prisoners possess rights that must be pro- 

tected by actions in the courts was developed particularly 
in the United States. Legal actions brought by prisoners 
under the provisions of the U.S. Constitution—notably 
the Eighth Amendment’s prohibition of “cruel and unusu- 
al punishments” and the Fourteenth Amendment’s guar- 
antees of due process and equal protection of the laws— 

established that interference with the constitutionally guar- 
anteed rights of prisoners by prison officials required spe- 
cial justification. In some cases, courts ordered state prison 

administrators to make major improvements in prison 
conditions and disciplinary procedures or to close down 
particular institutions, though not all of these decisions 
were enforced effectively. Prisoners appealing to the courts 
in England, which has no codified constitution, have relied 
on the general principles of administrative law, which re- 
quired fair procedures by disciplinary Bodies. 

For many prisoners the worst pressures arise not from the 
prison authorities but from fellow prisoners, particularly 
in overcrowded institutions where supervision is limited. 

Some criminologists have claimed the existence of a prison 
subculture, which is opposed to the official hierarchy of the 
prisons, demands the loyalty of the prisoner, expects con- 
formity to a series of informal rules, and enforces compli- 
ance by violence and social pressures. Rape and other 

sexual assault are also common in prison. Certain types of 

prisoners are particularly likely to be treated with violence 
by other prisoners, including those incarcerated for having 

committed sexual offenses against children and law-en- 
forcement officers sentenced for corruption or similar 
crimes. In some systems, such offenders have been put in 

solitary confinement for their own protection. Racial con- 
flict has been a major problem in many American prisons, 

and riots have occurred in prisons in many countries, usu- 
ally as a result of grievances over the management of the 
prison, disparity in sentencing, conflicts between rival 
gangs, and the uncertainties of the parole system. 

The death penalty 

IN ENGLISH LAW 

Death was formerly the penalty for all felonies in English 
law, though it was never applied as widely as the law pro- 

vided. Many offenders who committed capital crimes were 
pardoned, usually on condition that they agreed to be 
transported (or to transport themselves) to what were then 

the American colonies; others were granted what was 
known as the benefit of clergy, by which offenders who 
could prove that they were ordained priests (clerks in Holy 
Orders) were allowed to go free, subject to possible pun- 
ishment by the ecclesiastical courts. During medieval times 
the only proof of ordination was literacy, and it became 
customary by the 17th century to allow anyone convicted 
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of a felony to escape the death sentence by giving proof of 
literacy. All that was required was the ability to read (or 
recite) one particular verse from Psalm 51 of the Bible, 
known as the “neck verse” (for its ability literally to save 
one’s neck); most offenders learned the words by heart. 
To ensure that an offender could escape death only once 
through the benefit of clergy, his hand was burned by the 
authorities. 
In 18th-century England, concern with rising crime led to 

the passage of many statutes extending the number of 
offenses punishable by death and abolishing the benefit of 
clergy. By the end of the 18th century, English criminal law 
contained about 200 capital offenses, though the applica- 
tion of the death penalty was extremely erratic. Judges in 
capital cases were entitled to reprieve the offender so that 
he could petition for mercy, but if he decided to “leave the 
offender for execution,” the death sentence was normally 
carried out immediately without appeal after the closing of 
the assize. Many offenders convicted of capital crimes es- 
caped the gallows as a result of reprieves and royal par- 
dons, usually on condition of transportation, and many 
others were acquitted against the evidence because the 
jury was unwilling to see the death penalty applied in a 
minor case. 
The arbitrary application of the death penalty in the late 
18th and early 19th centuries led to demands for reform 
both from humanitarians and from those who were con- 
cerned with the effectiveness of the legal system and who 
argued that the penalty’s severity and arbitrariness under- 
mined its deterrent effect. Between 1820 and 1840 most 
capital statutes were repealed, and by 1861 only four of- 
fenses remained punishable by death—murder, treason, 
arson in a royal dockyard, and piracy with violence. 
Until the mid-19th century, executions in England were 

public. In London and other cities, they were attended by 
large crowds and were often followed by scenes of violence 
and disorder. Public opinion eventually turned against the 
idea of executions as public spectacles, and after 1868 they 
were carried out privately in prisons. 
Although treason remained a capital crime in England— 

and persons convicted of treason were executed after both 
world wars—in practice the only capital crime for which 

criminals were executed was murder. (Arson in a royal 
dockyard ceased to be capital in 1971.) From the 1930s 
until the mid-1960s, reformers campaigned for the aboli- 

tion of the death penalty for murder. One attempt nearly 
succeeded in 1947 and prompted the government to ap- 
point a royal commission to consider abolition. Following 
the publication of the report by the Royal Commission on 
Capital Punishment in 1953, there were a number of con- 
troversial executions and a further parliamentary attempt 

to abolish the death penalty altogether. In 1957 Parliament 
enacted a statute restricting the death penalty to certain 
types of murder, known as “capital murders,” which in- 
cluded murder in the course of theft, murder of a police or 
prison officer in the execution of his duty, murder by 
shooting or causing an explosion, and murder committed 
on a second occasion. All other murders were to be pun- 

ished by a mandatory life sentence, though murderers sen- 
tenced to life imprisonment were eligible to be released 
during their sentence. 
The operation of the system of capital murder created 

great dissatisfaction. The public viewed some executions as 
unjustified, and some types of murderers escaped the death 
penalty simply because of the method used to commit the 
crime (e.g., deliberate poisoners were not subject to the 
death penalty, but the emotional murderer who had hap- 
pened to seize a gun was). Another objection was the fact 
that liability to the death penalty might depend on a nar- 
row question of law, such as whether a murder committed 
by a burglar escaping from the scene of the burglary oc- 
curred “in the course or furtherance of theft.” These ob- 
jections led to further lobbying for change, and in 1965 
Parliament passed the Murder (Abolition of Death Penal- 
ty) Act, which abolished the death penalty for all murders 
and replaced it with a mandatory life sentence. Originally 
a five-year experiment, the legislation was extended per- 
manently in 1969, though there have been several unsuc- 
cessful attempts to reinstate the death penalty for murder. 
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Judges were given the power to recommend that the of- 

fender sentenced to life imprisonment not be released 
before he had served a certain minimum period. North- 
ern Ireland retained the death penalty for murder until 
1973. In the late 1990s Parliament abolished the death 
penalty for treason and piracy with violence. 

(A.N.A./D.C.C./Ed.) 

IN THE UNITED STATES 

In the United States, where the existence of the death 

penalty has been primarily a matter of state law, capital 
punishment was never as widely applied as in 18th-centu- 
ry England, but it was permitted by many states for mur- 
der and in some states for offenses such as rape and 
kidnapping. Executions were fairly common; in the decade 
before World War II between 150 and 200 persons were 
executed each year. The number of executions subse- 
quently declined to about 50 each year by the late 1950s. 
During the 1960s doubts grew about the constitutionality 
of the death penalty and particularly about whether it vio- 
lated the prohibition of “cruel and unusual punishment” 
found in the Eighth Amendment to the Constitution or the 
requirement of the Fifth and Fourteenth amendments that 
all persons within the United States be afforded equal pro- 
tection under the law. These doubts led to a complete ces- 

sation of executions for nearly a decade until the 
constitutional issues were settled. In 1972 the Supreme 

Court issued a decision, Furman v. Georgia, in which it 
controversially and somewhat confusingly ruled that, 
though the death penalty itself did not violate the Consti- 
tution, the manner of its application did because it was 
both “arbitrary and capricious.” In particular, the decision 
held that the application of capital punishment was dis- 
criminatory because it was far more likely to be imposed 
on African Americans than on whites. The decision left 
uncertain the precise constitutional requirements for a 
valid death penalty statute, except that it required that the 
system for applying the death penalty not discriminate 
against any racial or other minority. 
In response to the ruling, some states enacted legislation 

making the death penalty mandatory for certain crimes, on 
the assumption that, if there was no discretion in the ap- 
plication of the penalty, there could be no question of dis- 
crimination. Other states adopted statutes that allowed the 
death penalty to be imposed only after a special hearing at 

which mitigating and aggravating factors would be consid- 
ered, thus ensuring that discretion would be exercised in a 

systematic rather than an arbitrary manner. In a series of 
decisions in 1976, the Supreme Court eventually ruled 
that, though laws providing a framework for the structured 
exercise of discretion were constitutional, those making 
application of the death penalty automatic were not. Thus, 
the death penalty statutes of some states were upheld, and 
other states passed legislation consistent with the Supreme 
Court’s ruling. By the end of the 20th century, nearly 40 
states and the federal government had passed laws allow- 
ing for the death penalty for murder. Some states initially 
provided the death penalty for other crimes, such as rape, 
but these laws were ruled unconstitutional by the Supreme 
Court. 

The first execution under the new legislation took place 
in 1977. At the end of the 1990s, more than 80 people were 

executed annually, roughly one-third of them in Texas. At 
the beginning of the 21st century, there were more than 
3,500 inmates on death row, including approximately 50 
women. 
Beginning in the late 1990s, there was considerable de- 

bate about whether the death penalty should be imposed 

on the mentally impaired and on offenders who were ju- 
veniles at the time of their crimes. There was also much 
controversy over the use of DNA testing to prove the in- 
nocence or confirm the guilt of prisoners. In response to 
concerns that innocent people might be executed, some 

states began to consider death penalty moratoriums. One 
such moratorium was ordered in 2000 by the governor of 
Illinois, who noted that, though the state had executed 12 
people from 1977 to 2000, 13 others had been released 

from death row in the same period after being exonerated 
by new evidence. 
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IN CONTINENTAL EUROPE 

The death penalty for murder has been abolished in most 
western European countries, though several (e.g., Spain, 

Belgium, Italy, and Greece) of them retained it into the 

1990s. The fall of communism (1989-90) in eastern Eu- 
rope and the Soviet Union and the subsequent transition 

to democracy led to the repeal of the death penalty in some 
countries (e.g., the Czech Republic, Hungary, Romania, 
Slovakia, and Slovenia), though not in others (e.g., Belarus, 

Russia, and Yugoslavia). 

IN AFRICA AND THE MIDDLE EAST 

The death penalty has been retained by most states in the 
Middle East and Africa, though it was abolished during 
the 1990s in several African countries, including Angola, 
Djibouti, Mozambique, Namibia, and South Africa. After 

several years of de facto abolition, Bahrain and Libya re- 
sumed executions in the 1970s, and some African govern- 

ments resorted to the death penalty for new classes of 
offenses, such as armed robbery. In the late 1990s the 

death penalty was regularly used in Saudi Arabia and Iran, 
and military coups in some African countries have led to 
the execution by firing squad of former government lead- 

ers and other prominent figures. 

IN CHINA 

Despite the penological ideal of reform, the death penal- 
ty has been widely administered in China, mostly occur- 
ring for murder, rape, and robbery. In 1981 the number of 

offenses carrying a possible death sentence was expanded 

to include theft, bribery, embezzlement, molestation, gang 
fighting, drug trafficking, pimping, and teaching criminal 
methods. The Criminal Procedure Law adopted in 1979 
originally required that all death sentences be approved by 
the Supreme People’s Court, China’s highest judicial 
organ. However, in 1981 the requirement was removed in 

cases of murder, rape, robbery, and a number of other 
crimes (e.g., breaching dikes) that involved danger to the 

public. 
Some death sentences in China are for immediate exe- 

cution and some for suspended execution, whereby the 

condemned is given a two-year reprieve. If a person shows 
evidence of reform and repentance, the sentence can be 
commuted at the end of the two years to a life sentence or 
to a fixed term of imprisonment. A distinctive feature of 
the death penalty in China has been the use of “mass sen- 
tencing rallies,” in which condemned prisoners are parad- 

ed in public before their execution, to publicize exemplary 

cases. Although the Criminal Procedure Law provided that 
the execution itself not be public, this rule has not been 
universally observed. At the beginning of the 21st century 
approximately 1,000 people were executed annually in 

China. (A.N.A./D.C.C./Ed.) 

THE CONTINUING CONTROVERSY 

Arguments for and against the death penalty have taken 
many forms. Those in favour of its retention or reintro- 
duction for murder claim that it has a uniquely potent de- 
terrent effect on potentially violent offenders for whom the 
threat of imprisonment is not a sufficient restraint; that 
death is the only penalty that adequately reflects the grav- 
ity of murder; that prolonged detention over decades is ac- 
tually a harsher penalty than death; and that execution is 
the only certain method of preventing a murderer from 
committing more murders. They also have argued that 
incarcerating murderers in prison for long periods is un- 
economical. Opponents maintain that there is no evidence 
that the death penalty is a more potent deterrent than the 
threat of a sentence of life imprisonment. Indeed, a Unit- 
ed Nations study in 1996 concluded that research had 
“failed to provide scientific proof that executions have a 
greater deterrent effect than life imprisonment.” Oppo- 
nents of capital punishment also have maintained that the 
death penalty tends to be imposed in a discriminatory 

manner on the poor and on members of minority groups; 
that it creates the risk that an innocent person may be ex- 

ecuted; that it prevents any possible rehabilitation of the 
offender; that it lowers the community and the state to the 
same level of behaviour as the criminal; that violence used 

by the state in the form of capital punishment breeds vio- 

lence by criminals and brutalizes those who administer it; 
and that the death penalty distorts the administration of 
the criminal law and sensationalizes trials. Criminologists 
have never succeeded in producing convincing evidence to 
resolve these issues, and many of the arguments covered in 
the debate involve questions of morality and personal con- 

viction that are not within the scope of empirical crimino- 
logical research. (D.A.T./Ed.) 

Alternatives to prison 

In most criminal justice systems the majority of offend- 
ers are dealt with by means other than custody—by fines 
and other financial penalties, probation or supervision, or 
orders to make reparation to the community. 

The most common penalty is the fine. In the 1980s in 
England, for example, about four-fifths of all defendants 

who were found guilty were fined. The fine is a simple 
penalty that avoids the disadvantages of many other forms 
of sentence. It is inexpensive to administer and does not 
normally have the side effects, such as social stigma and 
loss of job, that may follow imprisonment. However, there 
are some limitations to fines, including the problem that 
financial penalties are less burdensome for more affluent 

offenders than for less affluent ones. It has been suggested 
that in some cases the more affluent offender may be able 
to persuade the court to fine him in circumstances where 
other offenders would be sent to prison, thereby lessening 
respect for the legal system. Other problems have arisen 

when courts have had to deal with offenders who have no 
financial resources or with those whose incomes are too 
small to allow them to pay anything more than a derisory 

fine. Some countries, notably Sweden, have solved this 
problem by allowing the court to calculate the fine in terms 
of a number of days’ earnings. 
The problem of lack of means is related to that of the en- 

forcement of fines. A significant number of offenders who 
are fined have to be brought back to court for nonpay- 
ment. If the court is satisfied that the offender has failed to 
pay as a result of willful neglect or culpable default and 
that other means of securing payment are unlikely to suc- 
ceed, he may be committed to prison ‘or his property can 
be seized and sold, including any funds he may have in a 
bank account (garnishee order). The length of time for 
which an offender may be committed to prison for delib- 
erate nonpayment of a fine depends on the amount out- 

standing. In England roughly 1 percent of those who are 
fined are imprisoned for deliberate nonpayment of fines, 
though usually for very short periods (one to two weeks). 
If the offender is able to pay the amount outstanding, he 
can be immediately released, and if he pays a portion, the 
term of imprisonment can be reduced proportionately. 
Related to the fine is an order to pay restitution (in some 

countries termed compensation), which has been a popu- 
lar alternative to punitive sentencing in some countries. 
However, there are several drawbacks, including the fact 
that more affluent offenders may receive favourable treat- 
ment from the court because of their ability to pay (e.g., 
they may not be sent to prison so that they can earn the 
money with which to pay restitution to the victim) and the 
fact that such schemes have not helped all victims of crime. 
Only those victims of crime whose offender is caught, is 
convicted, and has the funds to pay restitution are likely to 
be recompensed. Even when an offender is ordered to pay 
restitution, it is often by installments over a long period. 
Victims of violent crimes in some countries—such as En- 
gland, Australia, and Canada—are entitled to restitution 
from public funds, whether or not the offender is detected 
or is able to pay restitution himself. Generally this type of 
program is administered by a criminal-injuries compensa- 
tion board, to whom the victim can present evidence of the 
violence and the extent of his loss. If the board is satisfied 
that the crime has occurred and that the claim is reason- 
able, the victim is compensated in a single payment, some- 
times in a large amount (not exceeding £500,000 in 
Britain). However, this scheme too has a number of limi- 
tations: relatives of murdered people do not normally re- 
ceive anything unless they were financially dependent on 
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the victim or the victim was a child under 17 (when a 
token amount is payable); nothing is paid if the total ex- 
tent of the injury is less than a certain amount; and noth- 
ing is payable if the victim has a criminal record or in any 
way provoked the crime. 

There are ways of dealing with offenders that do not in- 
volve the payment of money. One is probation, a system 

that has taken many different forms in different jurisdic- 
tions but that essentially involves the suspension of an of- 

fender’s sentence subject to the condition that he agree to 
supervision by a probation officer and that he comply with 
such other requirements as the court deems appropriate. If 
offenders obey the probation order and do not commit any 

further offense, usually no other penalty is imposed. Other- 
wise, they can be brought back before the court and pun- 
ished for the original offense as well as any later one. In 
many U.S. states probation has been combined with a sus- 
pended sentence, which is the sentence the offender would 
have to serve if he broke the order. In England sentences 
are not fixed in advance, and the court has complete dis- 
cretion if there is a breach by the offender. English law also 
allows suspended sentences of imprisonment for a speci- 

fied period (not more than two years), on condition that 

the offender commit no further offense during the period 
of suspension. This is different from a probation order, as 
no supervision is required and no other conditions can be 
included in the order. 
Offenders suffering from a mental illness may be com- 

mitted to a mental hospital rather than a penal institution 
if the court is provided with appropriate medical evidence. 
Alternatively, the court can issue a probation order with 
a condition that the offender undergo psychiatric treat- 
ment. Most systems allow an offender detained in a hos- 
pital to apply to a mental-health review board, which can 
order release if it considers that detention is no longer 
justified. 

The concept of reparation, in which an offender must 
provide services to the victim or to the community, has 
gained in popularity in a number of jurisdictions. In En- 
gland this has taken the form of the community service 
order, under which the court is empowered to order any- 

one convicted of an offense that could be punished with 
imprisonment to perform up to 240 hours of unpaid work 
for the community, usually over a period of not more than 
12 months. In order that reparation orders not amount to 

a form of forced labour, it is required that the offender 
consent to the order before it is issued. Typically carried 
out during the leisure time of the offender under the di- 
rection of the probation service, the work varies depending 
on the area, the time of year, and the offender’s abilities. 
In some cases it may involve heavy physical labour, but in 
others it may require such work as the provision of help to 
physically impaired people. Offenders completing the 
hours of work ordered by the court receive no further 
penalty, but if they fail to carry out the work without a rea- 
sonable excuse, they can be resentenced for the original of- 
fense. Although follow-up studies of offenders given 
community service orders have not shown that this method 
is more effective than other forms of sentence in prevent- 

ing further offenses, it is widely considered a successful in- 
novation and has been adopted in other countries. As with 
fines, community service has been less expensive to ad- 
minister than imprisonment, less damaging to the offend- 
er and his family, and more useful to the community. The 
vast majority of offenders complete the order satisfactori- 
ly. Despite some doubts about whether its use weakens the 
deterrent effect of the criminal law, community service has 
become an established sentencing alternative. 
Other alternatives to prison are based on the idea of pre- 

venting offenders from committing further offenses. The 
most familiar power of this kind is that of disqualifying an 
offender from driving a motor vehicle or from holding a 
driver’s license. This power is available under the laws of 
most countries to deal with offenders who have committed 
serious driving offenses, such as driving while intoxicated, 
or repeated but less serious offenses, such as speeding. 
Other forms of disqualification are imposed on offenders 
convicted of particular types of crimes. For example, a 
fraudulent company director may be forbidden to partici- 
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pate in the direction of a company; a corrupt politician 

may be disqualified from holding public office; or a parent 
who sexually abuses his children may be deprived of 

parental authority over them. Finally, new technologies, 
such as electronic monitoring through ankle bracelets, 
have allowed probation and parole officers to restrict the 

movement of offenders even though they live in their own 
homes or in community correctional facilities. 
Other alternatives to prison are more severe. For prison- 

ers convicted of sexual offenses, some jurisdictions have 

imposed physical or chemical castration in addition to 

prison to prevent them from committing further sexual 
crimes. Caning is particularly common in Africa and Asia. 
In one controversial study, Just and Painful: A Case for the 
Corporal Punishment of Criminals, which was originally 
published in 1985, criminologist Graeme Newman argued 
that existing methods of punishment, including prison, 
were ineffective in reducing crime and that scientifically 
administered electric shocks could reform offenders and 
serve as a cost-effective method of punishing criminals. 

Crime and social policy 

Historically, support for crime policies largely has been 

based on beliefs about their predicted ability to reduce 
crime. In the 1970s in the United States, for example, re- 
habilitation was largely abandoned because of the widely 
held view that it did not reduce future criminal activity, 
and the death penalty was reinstated because of the perva- 
sive sentiment that it did. Criminologists increasingly were 
able to test the beliefs with empirical research, which sub- 
sequently influenced crime policies. Their studies showed 
that in some jurisdictions where the death penalty was im- 
posed frequently, such as the U.S. state of Texas, the rate 
of homicide was higher than in jurisdictions where it was 
not used. If jurisdictions retaining the death penalty did 
not eventually lower their homicide rates, according to 
criminologists, then the deterrent effect of the death penal- 
ty could be called into question, though it might still be 
supported on the basis of its retributive effects. In addi- 
tion to punishment policies, criminologists also tested the 
effectiveness of various policing strategies. Influential re- 
search on police responses to domestic violence, for exam- 
ple, showed that arresting the offender tended to reduce 

future violence in most cases but to increase it in others. 
This research influenced the handling of domestic violence 
in many police departments. Criminologists have also 
studied the effectiveness of preventive crime policies. 
Many biological, psychological, and social factors increase 
the risks of engaging in criminal behaviour, and crime 
policies that focus on the reduction or elimination of such 

factors have been shown to have long-term effects. For ex- 
ample, several successful programs directed at high-risk 
(e.g., low-income or unmarried) mothers have provided 
prenatal health care, home visits by nurses after the birth 
of the child, and parenting classes for the mother when the 
child is a toddler. Certain educational programs for high- 
risk children also have proved beneficial. Given the wide 
attention that studies of these and similar programs have 
received, it is likely that criminological research will play 
an increasingly important role in the development of fu- 
ture crime policies. (Th.B./Ed.) 
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riminal law, in a broad sense, is the body of law 

( that defines criminal offenses, regulates the appre- 
hension, charging, and trial of suspected persons, 

and fixes penalties and modes of treatment applicable to 
convicted offenders. Criminal law is only one of the de- 
vices by which organized societies protect the security of 
individual interests and assure the survival of the group. 
There are, in addition, the standards of conduct instilled 
by family, school, and religion; the rules of the office and 
factory; the regulations of civil life enforced by ordinary 
police powers; and the sanctions available through tort 
actions. The distinction between criminal law and tort law 
is difficult to draw with real precision, but in general one 
may say that a tort is a private injury while a crime is 
conceived as an offense against the public, although the 
actual victim may be an individual. 
This article treats the principles of criminal law and the 

influence of the social sciences on criminal legislation and 
law enforcement. For treatment of the law of criminal 
procedure, see PROCEDURAL LAW. For the larger context 
of crime, criminal behaviour, and punishment, see CRIME 
AND PUNISHMENT. 
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Principles of criminal law 

The traditional approach to criminal law has been that 
crime is an act that is morally wrong. The purpose of crim- 
inal sanctions was to make the offender give retribution 
for harm done and expiate his moral guilt; punishment 
was to be meted out in proportion to the guilt of the ac- 
cused. In modern times more rationalistic and pragmatic 
views have predominated. Writers of the Enlightenment 
such as Cesare Beccaria in Italy, Montesquieu and Voltaire 
in France, Jeremy Bentham in Britain, and P.J.A. von 

Feuerbach in Germany considered the main purpose of 
criminal law to be the prevention of crime. With the 
development of the social sciences, there arose new con- 
cepts, such as those of the protection of the public and 
the reform of the offender. Such a purpose can be seen in 
the West German criminal code of 1975, which provides 
that the court “has to consider the consequences of the 
sentence upon the future life of the offender in society.” 
In the United States, a Model Penal Code proposed by the 
American Law Institute in 1962 states that an objective 
of criminal law should be “to give fair warning of the 
nature of the conduct declared to constitute an offense” 
and “to promote the correction and rehabilitation of of- 
fenders.” Since that time there has been renewed interest 
in the concept of general prevention, including both the 
deterrence of possible offenders and the stabilization and 
strengthening of social norms. 

COMMON LAW AND CODE LAW 

Important differences exist between the criminal law 
of most English-speaking countries and that of other 
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countries. The criminal law of England and the United 
States derives from the traditional English common law of 
crimes and has its origins in the judicial decisions embod- 
ied in reports of decided cases. England has consistently 
rejected all efforts toward comprehensive legislative codi- 
fication of its criminal law; even now there is no statutory 
definition of murder in English law. Some Commonwealth 
countries, however, notably India, have enacted criminal 
codes that are based on the English common law of crimes. 
The criminal law of the United States, derived from the 

English common law, has been adapted in some respects 
to American conditions. In the majority of the U.S. states 
the common law of crimes has been repealed by legisla- 
tion. The effect of such statutes is that no person may be 
tried for any offense that is not specified in the statutory 
law of the state. But even in these states the common- 
law principles continue to exert influence, for the crimi- 

nal statutes are often simply codifications of the common 
law, and their provisions are interpreted by reference to 
the common law. In the remaining states, prosecutions 
for common-law offenses not specified in statutes do 
sometimes occur. In a few states the so-called penal, or 
criminal, codes are simply collections of individual pro- 
visions with little effort made to relate the parts to the 
whole or to define or implement any theory of control by 
penal measures. 
In western Europe the criminal law of modern times 

has emerged from various codifications. By far the most 
important were the two Napoleonic codes, the Code 
d'Instruction Criminelle of 1808 and the Code Pénal of 
1810. The latter constituted the leading model for Euro- 
pean criminal legislation throughout the first half of the 
19th century, after which, although its influence in Eu- 
rope waned, it continued to play an important role in the 
legislation of certain Latin-American and Middle Eastern 
countries. The German codes of 1871 (penal code) and 
1877 (procedure) provided the models for other European 
countries and have had significant influence in Japan and 
South Korea, although after World War II the U.S. laws 
of criminal procedure were the predominant influence in 
the latter countries. The Italian codes of 1930 represent 
one of the technically most developed legislative efforts 
in the modern period. English criminal law has strongly 
influenced the law of Israel and that of the English-speak- 
ing African states. French criminal law has predominated 
in the French-speaking African states. Italian criminal law 
and theory have been influential in Latin America. 
In the last few decades the movement for codification 

and law reform has made considerable progress every- 
where. The American Law Institute’s Model Penal Code 
stimulated a thorough reexamination of both federal and 
state criminal law, and new codes were enacted in most of 
the states. England has enacted several important reform 
laws (including those on theft, sexual offenses, and ho- 
micide), as well as modern legislation on imprisonment, 
probation, suspended sentences, and community service. 
Sweden enacted a new strongly progressive penal code in 
1962. In West Germany (Federal Republic of Germany) 
a revised version of the criminal code was published in 
1975 and subsequently often amended. In the same year a 
new criminal code came into force in Austria. New crim- 
inal codes have also been published in Portugal (1982) 
and Brazil (1984). France enacted important reform laws 
in 1958, 1970, 1975, and 1982, as did Italy in 1981 and 
Spain in 1983. Other reforms have been under way in Fin- 
land, The Netherlands, Belgium, Switzerland, and Japan. 
The Soviet Union’s constituent republics began enacting 
revised criminal codes in 1960, as did Czechoslovakia 
and Hungary (1961), East Germany (German Democratic 
Republic), Bulgaria, and Romania (1968), and Poland 
(1969). After Yugoslavia became a federal state in 1974, a 
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number of local penal codes came into force in addition 

to the federal code of 1977. 
Comparisons between the systems of penal law developed 

in the western European countries and those having their 
historical origins in the English common law must be 
stated cautiously. Substantial variations exist even among 
the nations that adhere generally to the Anglo-American 
system or to the law derived from the French, Italian, and 
German codes. In many respects, however, the similarities 
of the criminal law in all states are more important than 
the differences. Certain forms of behaviour are everywhere 
condemned by law. In matters of mitigation and justifi- 
cation, the continental law tends to be more explicit and 

articulate than the Anglo-American law, although modern 
legislation in countries adhering to the latter has reduced 
these differences. Contrasts can be drawn between the 
procedures of the two systems, yet even here there is a 
common effort to provide fair proceedings for the accused 
and protection for basic social interests. 

SUBSTANTIVE CRIMINAL LAW 

Substantive criminal law is composed of the following ele- 
ments: the definitions of the types of offenses that are held 
to be punishable; the classification of crimes (as, for ex- 

ample, felonies and misdemeanours in the United States, 
or crime, délit, and contravention in continental law); the 
principles and doctrines applied to the judgment of crime 
that qualify the provisions of criminal legislation (such as 
self-defense, necessity, insanity, and so forth); and prin- 
ciples determining national jurisdiction over crimes with 
an international aspect (crimes committed by foreigners, 
nationals abroad, or on ships and aircraft outside the na- 
tional territory and waters). 
The definition of criminal conduct. Legality. The prin- 

ciple of legality is recognized in almost all civilized 
countries as the keystone of the criminal law. It is em- 
ployed in four senses. The first is that there can be no 
crime without a rule of law; thus immoral or antiso- 

cial conduct not forbidden and punished by law is not 
criminal. The law may be customary, as in common-law 
countries; in most countries, however, the only source of 
criminal law is a statute (nullum crimen sine lege, “no 
crime without a law”). 

Second, the principle of legality directs that criminal 
statutes be interpreted strictly and that they not be applied 
by analogical extension. If a criminal statute is ambiguous 
in its meaning or application, it is often given a narrow 
interpretation favourable to the accused. This does not 
mean that the law must be interpreted literally, if to do so 
would defeat the clear purpose of the statute. The Model 
Penal Code of the American Law Institute incorporates a 
provision that has been enacted in some U.S. state laws. It 

recommends that its provisions be construed “according 
to the fair import of their terms,” which comes closer to 
the European practice. 

Third, the principle of legality forbids the application of 
the law retroactively. In order that a person may be con- 
victed, a law must have been in effect at the time the act 
was committed. This aspect of the principle is embodied in 
the ex post facto provisions of the U.S. Constitution and 
such international treaties as the European Convention 
for the Protection of Human Rights and Fundamental 
Freedoms (1950) and the International Covenant on Civil 
and Political Rights (1966). 
Fourth, the language of criminal statutes must be as clear 

and unambiguous as possible in order to provide fair warn- 
ing to the potential lawbreaker. In some countries statutes 
may even be considered inapplicable if they are vague. 
Protection against double jeopardy. Legal systems gen- 

erally include some restriction against prosecuting a person 
more than once for the same offense. In Anglo-American 
law the most difficult problems of double jeopardy involve 
the question of whether the second prosecution is for the 
“same” or a “different” offense. It is held that acquittal or 
conviction of an offense prohibits subsequent prosecution 

of a lesser offense that was included in the first. According 
to the U.S. Supreme Court in Blockburger v. U.S., 284 
U.S, 299, 304 (1932), the test to be applied to determine 
whether there are two offenses or only one is whether each 

provision requires proof of a fact that the other does not. 
In continental European law, on the other hand, the ques- 
tion is whether or not the second prosecution concerns the 

same “material fact” or “historical event,” and the state 
cannot subject a person to a second trial for any offense 
arising out of the same factual situation. 
A problem under the federal system of the United States 

is whether or not an offender may be prosecuted under 
both state and federal law for the same conduct (the 

specific offenses being different). A number of state laws 
have prohibited state prosecutions after acquittals or con- 

victions in a federal court or in the court of another state 
for offenses involving the same conduct. 
Statutes of limitation. All systems of law have statutes 

restricting the time within which legal proceedings may 
be brought. The periods prescribed may vary according 
to the seriousness of the offense. In German law, for 
example, the periods range from six months for breaches 
of administrative regulations to 30 years for crimes in- 
volving a life sentence. General statutes limiting the times 
within which prosecutions for crimes must be begun are 
common in continental Europe and the United States. In 
England there is no general statute of limitation applicable 
to criminal actions, although statutes for specific crimes 
frequently have included time limits. 
In many countries there are no statutes of limitation for 

particularly heinous offenses, including capital felonies in 
the United States and genocide and murder in Germany. 
In 1968 the UN General Assembly adopted a Convention 
on the Non-applicability of Statutes of Limitation on War 
Crimes and Crimes against Humanity, despite strong op- 
position among the majority of Western members on the 
ground that it was retroactive. 
Requirements of jurisdiction. The jurisdiction of a court 

refers to its capacity to take valid legal action. Many 
governments claim jurisdiction over the acts of their own 
nationals, even when these acts have occurred abroad. 
Accordingly, most states decline any obligation to sur- 
render their nationals to other countries. The constitu- 
tions of Brazil, Germany, and The Netherlands prohibit 
extradition of their nationals; and in other states extradi- 
tion is prohibited by statute, as in Belgium, France, and 
Switzerland. The Italian constitution permits extradition 
of nationals only if it is agreed upon in international 
conventions. 

In Anglo-American practice, on the other hand, the juris- 
diction of the courts is generally limited to acts occurring 
in whole or part within the boundaries of the state. Na- 
tionals who commit crimes in foreign countries may be 
extradited, but only if required or authorized by treaty 
with the country concerned. Within the United States, 
Jurisdiction over criminal conduct was formerly limited, 
under the common law, to acts occurring within the ter- 
ritorial limits of a particular state. Thus, if a person fired 

a bullet across a state line and killed someone in another 
state, sometimes only the latter state was considered to 
have jurisdiction. Many states have, however, by statute 
extended their jurisdictions to cover offenses in which ei- 
ther the relevant result or the relevant conduct, or even 

only part of it, occurred in the state. In addition, fed- 
eral statutes confer jurisdiction on U.S. courts in cases 
involving treason, forgery of ship’s papers, enticing to de- 
sertion from military service, bribery of a U.S. official, 
and other acts, even though the conduct occurred outside 
the national boundaries. The United States also claims 
jurisdiction over crimes committed on U.S. vessels and 
aircraft on or over the high seas. 
The Tokyo Convention on Offenses and Certain Other 

Acts Committed on Board Aircraft (1963) and the Hague 
Convention for Unlawful Seizure of Aircraft (1970) rec- 
ognize that states have the right and even the duty of 
jurisdiction with respect to any crime committed upon 
aircraft bearing its national character. 
The elements of crime. It is generally agreed that the 

essential ingredients of any crime are (1) a voluntary 
act Or omission (actus reus), accompanied by (2) a cer- 
tain state of mind (mens rea). An act may be any kind 
of voluntary human behaviour. Movements made in an 
epileptic seizure are not acts, nor are movements made 
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by a somnambulist before awakening, even if they result 
in the death of another person. Criminal liability for the 
result also requires that the harm done must have been 
caused by the accused. The test of causal relationship 
between conduct and result is that the event would not 
have happened the same way without direct participation 
of the offender. 
Criminal liability may also be predicated on a failure to 

act when the accused was under a legal duty to act and 
was reasonably capable of doing so. The legal duty to act 
may be imposed directly by statute, such as the require- 
ment to file an income tax return, or it may arise out of 
the relationship between the parties, as the obligation of 
parents to provide their child with food. 
The mental element. Although most legal systems rec- 

ognize the importance of the guilty mind, or mens rea, the 
statutes have not always spelled out exactly what is meant 
by this concept. The American Law Institute’s Model Pe- 
nal Code has attempted to clarify the concept by reducing 
the variety of mental states to four. Guilt is attributed to 
a person who acts “purposely,” “knowingly,” “recklessly,” 
or “negligently.” Broadly speaking, these terms correspond 
to those used in continental European legal theory. Singly 
or in combination, they appear largely adequate to deal 
with most of the common mens rea problems. Their gen- 
eral adoption would clarify and rationalize the substantive 
law of crimes. 
Liability without mens rea. Some penal offenses do not 

require the demonstration of culpable mind on the part 
of the accused. These include statutory rape, in which 
knowledge that the child is below the age of consent is not 
necessary to liability. There is also a large class of “pub- 
lic welfare offenses,” involving such things as economic 
regulations or laws concerning public health and safety. 
The rationale for eliminating the mens rea requirement in 
such offenses is that to require the prosecution to establish 
the defendant’s intent, or even recklessness, would render 
such regulatory legislation largely ineffective and unen- 
forceable. Such cases are known in Anglo-American law 
as strict liability offenses, and in French law as infractions 
purement mateérielles. Jn German law they are excluded 
because the requirement of mens rea is considered a con- 
stitutional principle. 
There has been considerable criticism of statutes that cre- 

ate liability without actual moral fault. To expose citizens 
to the condemnation of a criminal conviction without 
a showing of moral culpability raises issues of justice. 
In many instances, the objectives of such legislation can 
more effectively be achieved by civil sanctions, as, for 

example, suits for damages, injunctions, and the revoca- 
tion of licenses. 
Ignorance and mistake. In most countries the law rec- 

ognizes that a person who acts in ignorance of the facts of 
his action should not be held criminally responsible. Thus, 
one who takes and carries away the goods of another 
person, believing them to be his own, does not commit 
larceny, for he lacks the intent to steal. Ignorance of the 
law, on the other hand, is generally held not to excuse the 
actor; it is no defense that he was unaware that his conduct 

was forbidden by criminal law. This doctrine is supported 
by the proposition that criminal acts may be recognized 
as harmful and immoral by any reasonable adult. The 
matter is not so clear, however, when the conduct is 

not obviously dangerous or immoral; a substantial body 
of opinion would permit mistakes of law to be asserted 
in defense of criminal charges in such cases, particularly 
when the defendant has in good faith made reasonable 
efforts to discover what the law is. In West Germany the 
Federal Court of Justice in 1952 adopted the proposition 
that if a person engages in criminal conduct but is un- 
aware of its criminality he cannot be fully charged with 
a criminal offense; this has since been incorporated as 

rule in the German criminal code. Law and practice in 
Switzerland are quite similar. In Austria mistake of law is 
a legal defense. 
Responsibility. It is universally agreed that, in appropri- 

ate cases, persons suffering from serious mental disorders 
should be relieved of the consequences of their criminal 
conduct. A great deal of controversy has arisen, however, 
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as to the appropriate legal tests of responsibility: Most legal 
definitions of mental disorder are not based on modern 
concepts of medical science, and psychiatrists accordingly 
find it difficult to make their knowledge relevant to the 
requirements of the court. 
Various attempts have been made to formulate a new 

legal test of responsibility. The American Law Institute’s 
Model Penal Code has endeavoured to meet the manifold 

difficulties of this problem by requiring that the defendant 
be deprived of “substantial capacity either to appreciate 
the criminality of his conduct or to conform his conduct 
to the requirements of the law” as a result of mental 
disease or defect. This resembles the Soviet formulation 
of 1958, which required a mental disease as the medical 
condition and incapacity to appreciate or control as the 
psychological condition resulting from it. The same may 
be said of the German law, although the latter includes in 
mental illness such disorders as psychopathy and neurosis 
in addition to psychoses and provides for various grada- 
tions of diminished responsibility. Several U.S. jurisdic- 
tions, including federal law, have abandoned the volitional 
prong of the insanity test and returned to the ancient 
English rule laid down in M’Naghten’s Case, 8 Eng. Rep. 
718, 722 (1843). According to that case, an insane per- 
son is excused only if he did not know the nature and 
quality of his act or could not tell right from wrong. The 
English Homicide Act of 1957 also recognizes diminished 
responsibility, though to less effect. The act provides that 
a person who kills another shall not be guilty of murder 
“if he was suffering from such abnormality of mind... as 
substantially impaired his mental responsibility for his acts 
or omissions in doing or being a party to the killing.” The 
primary effect of this provision is to reduce an offense of 
murder to one of manslaughter. 
Intoxication is usually not treated as mental incapacity. 

Soviet law was especially harsh; it held that the mental- 
disease defense was not applicable to persons who com- 
mitted a crime while drunk and that drunkenness might 
even be an aggravating circumstance. In German law, on 
the other hand, intoxication like any other mental defect 
is acceptable as a defense in criminal cases. 
Mitigating circumstances and other defenses. The law 

generally recognizes a number of particular situations in 
which the use of force, even deadly force, is excused or 

justified. The most important body of law in this area is 
that which relates to self-defense. In general, in Anglo- 
American law, one may kill an assailant when the killer 
reasonably believes that he is in imminent peril of losing 
his life or of suffering serious bodily injury and that killing 
the assailant is necessary to avoid imminent peril. Some 
jurisdictions require that the party under attack must try 
to retreat when this can be done without increasing the 
peril. Under many continental European laws, however, 
the defendant may stand his ground unless he has pro- 
voked his assailant purposely or by gross negligence, or 
unless the assailant has some incapacity such as infancy, 
inebriation, mistake, or mental disease. Other situations 

in which the use of force is generally justifiable, both in 
Anglo-American law and in continental European law, 

include the use of force in defense of others, law enforce- 

ment, and protection of property. 
The use of force may also be excused if the defendant 

reasonably believed himself to be acting under necessity. 
The doctrine of necessity in Anglo-American law relates 
to situations in which a person, confronted by the over- 
whelming pressure of natural forces, must make a choice 
between evils and engages in conduct that would other- 
wise be considered criminal. In the oft-cited case of U.S. 
v. Holmes, in 1842, a longboat containing passengers and 
members of the crew of a sunken American vessel was 
cast adrift in the stormy sea. To prevent the boat from 
being swamped, members of the crew threw some of the 
passengers overboard. In the tnal of one of the crew 
members, the court recognized that such circumstances of 
necessity may constitute a defense to a charge of criminal 
homicide, provided that those sacrificed be fairly selected, 
as by lot. Because this had not been done, a conviction 

for manslaughter was returned. The leading English case, 
Regina v. Dudley and Stephens, 14 Q.B.D. 273 (1884), 
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appears to reject the necessity defense in homicide cases. 

In German or French courts, however, the defendants 
would probably have been acquitted. 

In general the use of force may be excused if the defen- 
dant reasonably believed himself to be acting under duress 

or coercion, or to be carrying out military orders believed 
by the defendant to be lawful. 

Some particular offenses. All advanced legal systems 
condemn as criminal the sorts of conduct described in 
the Anglo-American law as treason, murder, aggravated 
assault, theft, robbery, burglary, arson, and rape. With 

respect to minor police regulations, however, substantial 

differences in the definition of criminal behaviour occur 
even among jurisdictions of the Anglo-American system. 
Comparisons of the continental European criminal law 
with that based on the English common law of crimes also 
reveal significant differences in the definition of certain 

aspects of more serious crimes. Continental European law, 
for example, frequently articulates grounds for mitiga- 
tion involving considerations that are taken into account 
in the Anglo-American countries only in the exercise of 
discretion by the sentencing authority or by lay juries. 
This may be illustrated with respect to so-called mercy 
killings. The Anglo-American law of murder recognizes 
no formal grounds of defense or mitigation in the fact 
that the accused killed to relieve someone of suffering 
from an apparently incurable disease. Many continental 
European and Latin-American codes, however, provide 
for mitigation of offenses prompted by such motives and 
sometimes even recognize in such motives a defense to 
the criminal charge. 

Degrees of participation. The common-law tradition 
distinguishes four degrees of participation in crime. One 
who commits the act “with his own hand” is a principal 
in the first degree. His counterpart in French law is the 
auteur (literally, “author”), or coauteur when two or more 
persons are directly engaged. A principal in the second 
degree is one who intentionally aids or abets the principal 
in the first degree, being present when the crime occurs; 
this is comparable to the French concept of complicité 
par aide et assistance, although in some countries, as, 
for example, Germany, that have adopted a wider (more 
subjective) interpretation of the concept it includes the ac- 
tivity of coauteurs. In Anglo-American law one who insti- 
gates, encourages, or counsels the principal without being 
present during the crime is called an accessory before the 
fact; in continental law this third degree of participation 
is covered partly by the concept of instigation and partly 
by the above-mentioned aide et assistance. The fourth 
and last degree of participation is that of accessory after 
the fact, who is punishable because he receives, conceals, 
or comforts one known by him to have committed a 
crime so as to obstruct his apprehension or to impede his 
punishment. In continental legal systems this conduct has 
become a separate offense. Italian and Austrian law treat 
all participants in a crime as principals in the first degree, 
with the exception of accessories after the fact. The Amer- 
ican Law Institute’s Model Penal Code proposes the same 
simplifications. 
Conspiracy. Under the common law, conspiracy is usu- 

ally described as an agreement between two or more per- 
sons to commit an unlawful act or to accomplish a lawful 
end by unlawful means. This definition is delusively sim- 
ple, however, for each of its terms has been the object of ex- 
tended judicial exposition. Criminal conspiracy is perhaps 
the most amorphous area in the Anglo-American law of 
crimes. In some jurisdictions, for example, the “unlawful” 
end of the conspiracy need not be one that would be crim- 
inal if accomplished by a single individual; but courts have 
not always agreed as to what constitutes an “unlawful” ob- 
jective for these purposes. Statutory law in some American 
states, following the lead of the American Law Institute’s 
Model Penal Code, have limited conspiracy offense to the 
furtherance of criminal objectives. The European codes 
have no conception of conspiracy as broad as that found 
in the Anglo-American legal system. In some of the con- 
tinental European countries, such as France or Germany, 
punishment of crimes may be enhanced when the offense 
was committed by more than one person acting in concert. 

In most countries the punishment of agreements to com- 
mit offenses, irrespective of whether the criminal purpose 

was attempted or executed, is largely confined to political 
offenses against the state. Some extension of the conspir- 
acy idea to other areas has occurred, however. Thus in the 
Italian code of 1930 association for the purpose of com- 
mitting more than one crime was made criminal. None of 
these continental European provisions, however, has the 

generality of the original Anglo-American concept. None, 
for example, condemns agreements to commit acts not 
otherwise criminal. 

Attempt. In Anglo-American law there is a class of of- 
fenses known as inchoate, or preliminary, crimes because 
guilt attaches even though the criminal purpose of the 
parties may not have been achieved. Thus the offense of 
incitement or solicitation consists of urging or requesting 
another to commit a crime. Certain specified types of so- 
licitation may be criminal, such as solicitation of a bribe 
or solicitation for immoral purposes, or inciting members 
of the armed forces to mutiny. 
The most important category of inchoate offenses is at- 

tempt, which consists of any conduct intended to accom- 
plish a criminal result that fails of consummation but goes 
beyond acts of preparation to a point dangerously close to 
completion of the intended harm. The line between acts of 
mere preparation and attempt is difficult to draw in many 
cases. In continental European and some Anglo-American 
legal systems, attempt may also consist of conduct that 
would be criminal if the circumstances were as the actor 
believed them to be. A defense of “impossibility” is rec- 
ognized only if the mistake is shown to be absolutely un- 
reasonable. Unlike the law of some continental European 
countries, no defense has traditionally been granted to an 
offender who voluntarily desists from committing the in- 
tended harm after his conduct has reached a point beyond 
mere preparation. The American Law Institute’s Model 
Penal Code and several American state codes, however, 
provide for an affirmative defense if it can be shown that 
the actor “abandoned his effort to commit the crime or 
otherwise prevented its commission, under circumstances 
manifesting a complete and voluntary renunciation of his 
criminal purpose.” 

Criminal law and the social sciences 

Criminal law has been strongly influenced in the past cen- 
tury or two by the social sciences, especially criminology, 
sociology, and psychology. The empirical methods of the 
social sciences have been introduced into legal research 
and have done much to improve legislation and the courts’ 
approach to sentencing, as well as the planning methods 
of law-enforcement agencies. 
Behavioral norms. The fact that the crime rates in many 

countries have risen faster than the population has brought 
into question the relevance of the law itself and whether 
or not laws against crime actually have an influence on an 
individual’s behaviour. Various large-scale inquiries have 
been made into the relation between law and civil order: 
in the United States, the President’s Commission on Law 
Enforcement and Administration of Justice; in Europe, 
several research studies sponsored by the Council of Eu- 
rope; in Germany, the hearings of the Criminal Reform 
Commission of the Bundestag. One conclusion emerging 
from these inquiries is that criminal legislation ought to 
be restricted to acts that pose a serious threat to public 
order and that can be effectively dealt with by the po- 
lice, the courts, and various correctional institutions. The 
effort to punish all behaviour that is considered immoral 
or deviant, such as drunkenness, gambling, disorderly 
conduct, vagrancy, and petty sex offenses, simply multi- 
plies the number of crimes without changing the norms 
of behaviour. 
The effectiveness of statutes. Human conduct is deter- 

mined by many factors that are not responsive to criminal 
statutes. Thus it appears that introducing or abolishing 
the death penalty does not have any appreciable effect on 
the murder rate. Much depends also on the way in which 
laws are enforced. Any inquiry into the effectiveness of 
criminal statutes must examine the way in which police, 
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attorneys, and the courts operate—for example, the man- 

ner in which they investigate suspects, gather evidence, 
instruct juries, and use their powers in “plea bargaining” 
and in sentencing. 
The effectiveness of punishment. It is difficult to deter- 

mine the extent to which punishment serves to deter con- 
victed offenders from committing further crimes. Studies 
of the effectiveness of various forms of the treatment of 
criminals have led some researchers to the conclusion that 
“nothing works.” In a more positive light, available stud- 
ies seem to indicate that lenient penalties (such as fines, 

probation, suspended sentences) and severe measures are 

about equally effective in preventing future criminality. 
Accordingly, there has been an international trend away 
from custodial treatment. Short-term sentences are seen 
as particularly harmful because they tear the offender 

away from his family and occupation and expose him to 

criminal indoctrination in prison and to social obloquy 

after his release. Long-term sentences are also viewed with 
growing skepticism, despite more than 150 years of prison 
reform, because of the adverse side effects of even the 

best institutions. These ill effects include acclimatization 
to the prison atmosphere, association with prison subcul- 

tures, infantilism, mental illness, and in general a decline 
in fitness for responsible life in a free community. It is 
now considered preferable to treat the convicted criminal 
in open institutions if possible. 
Treatment of mental deficiency and juvenile delinquency. 

A large area of criminal behaviour involving mental defi- 
ciency and diminished responsibility cannot be dealt with 
through sentencing that does not also serve to rehabilitate 
the offender. Mentally disabled offenders require hospital- 
ization and psychiatric treatment; this is usually handled 
through the probation mechanism or by commitment to a 
hospital for the criminally insane. Similar problems arise 
in the case of crimes resulting from narcotics addiction; 
prison terms for addicts make no sense unless some ef- 
fort is made to treat the underlying condition. The same 
applies to juveniles, who are generally dealt with through 

separate courts and sent to detention centres, training cen- 
tres, and part-time homes. (H.-H.J.) 
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Criminal Law, 11th ed. (1988), a standard British introductory 
text; MARISE CREMONA, Criminal Law (1989); PETER W. LOw, 
Criminal Law, rev. ed. (1990); J.c. SMITH and BRIAN HOGAN, 
Criminal Law, 7th ed. (1992), an outstanding text on British 
law; THOMAS J. GARDNER and TERRY M. ANDERSON, Criminal 
Law: Principles and Cases, 6th ed. (1996); JOHN N. FERDICO, 
Ferdico’s Criminal Law and Justice Dictionary (1992); JOHN M. 
SCHEB and JOHN M. SCHEB Ul, Criminal Law and Procedure, 2nd 
ed. (1994), discussing such issues as law and punishment and 
the organization of the criminal justice system; L.B. CURZON, 
Criminal Law, 7th ed. (1994); ANDREW ASHWORTH, Principles 
of Criminal Law, 2nd ed. (1995), a work that focuses on English 
law; JOSHUA DRESSLER, Understanding Criminal Law, 2nd ed. 
(1995), a comprehensive text covering such topics as burden of 
proof and principles of criminal punishment; MICHAEL JEFFER- 
son, Criminal Law, 2nd ed. (1995); and PAUL H. ROBINSON, 
Fundamentals of Criminal Law, 2nd ed. (1995). 

Treatises on selected nations. Criminal law of various 
countries is discussed in JONATHAN BURCHELL and JOHN MIL- 
TON, Principles of Criminal Law (1991), for South Africa; J.M. 
HERLIHY and R.G. KENNY, An Introduction to Criminal Law in 
Queensland and Western Australia, 3rd ed. (1990), a discus- 
sion of the fundamentals and the changes that have occurred; 
TIMOTHY H. JONES and MICHAEL G.A. CHRISTIE, Criminal Law 
(1992), a basic outline of criminal law in Scotland; several works 
on Canadian law, including GRAHAM PARKER, An Introduction 
to Criminal Law, 3rd ed. (1987), with chapters on criminal- 
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law history and the relationship between law and: morals; ERIC 
COLVIN, Principles of Criminal Law, 2nd ed. (1991), an intro- 
ductory text; ALAN W. MEWETT and MORRIS MANNING, Mewett 
& Manning on Criminal Law, 3rd ed. (1994), a document on 
the significant changes that have taken place in many areas; 
and DON STUART, Canadian Criminal Law: A Treatise, 3rd ed. 
(1995), an edition that includes recent decisions made by the 
Supreme Court of Canada; and, for Germany, JOHANNES WES- 

SELS, Strafrecht Allgemeiner Teil: die Straftat und ihr Aufbau, 
23rd rev. ed. (1993); and REINHART MAURACH and HEINZ ZIPF, 
Strafrecht: Allgemeiner Teil, 7th ed., 2 vol. (1987-89). 

Works on substantive criminal law. IMRE A. WIENER (A. 
IMRE WIENER), Economic Criminal Offences: A Theory of Eco- 
nomic Criminal Law (1990; originally published in Hungarian, 
1986), examines policies of state in both capitalist and social- 
ist countries. K.J.M. SMITH, A Modern Treatise on the Law of 
Criminal Complicity (1991), focuses on English law but con- 
tains references to American and Commonwealth jurisdictions. 
CELIA WELLS, Corporations and Criminal Responsibility (1993), 
questions the application of general or criminal-law doctrines to 
corporations. RAIMO LAHTI and KIMMO NUOTIO (eds.), Criminal 
Law Theory in Transition: Finnish and Comparative Perspectives 
(1992), contains essays covering various aspects of criminal-law 
theory. DAVID L. BAZELON, Questioning Authority. Justice and 
Criminal Law (1987), is a collection of essays by a U.S. Court 
of Appeals judge. THOMAS MORAWETZ (ed.), Criminal Law 
(1991), discusses such topics as liberalism, economics, reason, 
and emotions in criminal law. M. CHERIF BASSIOUNI (ed.), /nter- 
national Criminal Law, 3 vol. (1986-87), deals with the crimes, 
procedures, and enforcement of international criminal law. 
R.A. DUFF, Intention, Agency, and Criminal Liability: Philoso- 
phy of Action and the Criminal Law (1990), is an introduction 
to some central legal and philosophical issues concerning crim- 
inal liability. DOUGLAS N. HUSAK, Philosophy of Criminal Law 
(1987), attempts to expose the inadequacies of criminal law 
and outlines the direction that revisions should take. SANFORD 
H. KADISH, Blame and Punishment: Essays in the Criminal 
Law (1987), contains contributions made by one of the leading 
American legal scholars. MICHAEL S. MOORE, Act and Crime: 
The Philosophy of Action and Its Implications for Criminal 
Law (1993), discusses the act requirement of criminal law, the 
morality that justifies such a requirement, and the metaphysical 
nature of the acts. STEPHEN SHUTE, JOHN GARDNER, and JEREMY 
HORDER (eds.), Action and Value in Criminal Law (1993), is a 
collection of essays that discuss the philosophical foundations of 
criminal law and legal doctrine. MICHAEL J. GORR and STERLING 
HARWOOD (eds.), Controversies in Criminal Law: Philosophical 
Essays on Responsibility and Procedure (1992), deals with lia- 
bility and procedure. NICOLA LACEY, CELIA WELLS, and DICK 
MEURE, Reconstructing Criminal Law: Critical Perspectives on 
Crime and the Criminal Process (1990), examines criminal law 
in its social, historical, and procedural context by analyzing the 
processes that surround its creation, development, and appli- 
cation. ALAN NORRIE, Crime, Reason, and History: A Critical 
Introduction to Criminal Law (1993), is an introduction to 
North American law. ALAN R. WHITE, Misleading Cases (1991), 
argues that several criminal-law concepts have been misinter- 
preted and have led to mistaken decisions and bad judgments. 
JEREMY HORDER, Provocation and Responsibility (1992), fo- 
cuses on the historical and philosophical underpinnings of the 
legal doctrine of provocation. PATRICK J. KNOLL, Criminal Law 
Defences, 3rd ed. (1994), covers issues such as exemptions, 
justifications, excuses, and procedural defenses; J.c. SMITH, Jus- 
tification and Excuse in the Criminal Law (1989), also provides 
a useful discussion of these issues. LAWRENCE P. TIFFANY and 
MARY TIFFANY, The Legal Defense of Pathological Intoxication: 
With Related Issues of Temporary and Self-Inflicted Insanity 
(1990), offers a literature review and analysis of the topic. 

Works in criminology and sociology. NORVAL MORRIS, Mad- 
ness and the Criminal Law (1982), focuses on criminal responsi- 
bility and sentencing of the mentally ill. PAUL H. ROBINSON and 
JOHN M. DARLEY, Justice, Liability, and Blame: Community 
Views and the Criminal Law (1995), includes a general discus- 
sion of the proper role of community views in formulating legal 
doctrines, as well as original studies on a wide range of disputed 
legal issues. ROBERT F. SCHOPP, Automatism, Insanity, and the 
Psychology of Criminal Responsibility: A Philosophical Inquiry 
(1991), examines the psychological components of criminal re- 
sponsibility and the role that psychological impairment should 
play in a theory of criminal liability. JOHN F. GALLIHER, Crimi- 
nology: Human Rights, Criminal Law, and Crime (1989), con- 
tains chapters on the origins of the law and the administration 
of the criminal law in the United States. CHARLES W. THOMAS 
and DONNA M. BISHOP, Criminal Law: Understanding Basic 
Principles (1987), reviews fundamental legal theories, terms, 
and concepts. TONI PICKARD and PHIL GOLDMAN, Dimensions 
of Criminal Law (1992), discusses the politics of criminal law. 
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The Crusades 
rganized by Western Christians in response to cen- 

Oe of Muslim wars of expansion, military expe- 
ditions known as the Crusades began in the late 

11th century. Their objectives were to check the spread of 
Islam, to retake control of the Holy Land, to conquer 

pagan areas, and to recapture formerly Christian territories; 

they were seen by many of their participants as a means of 
redemption and expiation for sins. Between 1095, when the 

First Crusade was launched, and 1291, when the Latin 
Christians were finally expelled from their kingdom in 
Syria, there were numerous expeditions to the Holy Land, 

to Spain, and even to the Baltic; the Crusades continued for 

several centuries after 1291, usually as military campaigns 
intended to halt or slow the advance of Muslim power or 

to conquer pagan areas. Crusading declined rapidly during 

the 16th century with the advent of the Protestant Refor- 
mation and the decline of papal authority. 

Approximately two-thirds of the ancient Christian world 

had been conquered by Muslims by the end of the 11th 
century, including the important regions of Palestine, 
Syria, Egypt, and Anatolia. The Crusades, attempting to 
check this advance, initially enjoyed success, founding a 
Christian state in Palestine and Syria, but the continued 

growth of Islamic states ultimately reversed those gains. By 
the 14th century the Ottoman Turks had established them- 

selves in the Balkans and would penetrate deeper into Eu- 
rope despite repeated efforts to repulse them. 

The Crusades constitute a controversial chapter in the his- 

tory of Christianity, and their excesses have been the sub- 
ject of centuries of historiography. Historians have also 
concentrated on the role the Crusades played in the ex- 

pansion of medieval Europe and its economic, political, re- 
ligious, and social institutions. 
This article is divided into the following sections: 
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The Crusading movement and 
the first four Crusades 

THE FIRST CRUSADE AND THE ESTABLISHMENT 

OF THE LATIN STATES 

Background and context. Although still backward when 
compared with the other civilizations of the Mediterranean 
basin, western Europe had become a significant power by 
the end of the 11th century. It was composed of several 
kingdoms loosely describable as feudal. While endemic pri- 
vate warfare, brigandage, and problems associated with 
vassalage and inheritance still existed, some monarchies 
were already developing better-integrated systems of gov- 
ernment. At the same time, Europe was feeling the effects 
of population growth that had begun toward the end of the 
10th century and would continue well into the 13th cen- 
tury. An economic revival was also in full swing well be- 
fore the First Crusade; forestlands were being cleared, 
frontiers pushed forward, and markets organized. More- 
over, Italian shipping was beginning to challenge the Mus- 
lim predominance in the Mediterranean. Especially 
significant for the Crusade was a general overhaul of the 
ecclesiastical structure in the 11th century, associated with 
the Gregorian Reform movement, which enabled the 
popes to assume a more active role in society. In 1095, for 
example, Urban II was in a strong enough position to con- 
voke two important ecclesiastical councils, despite meeting 
resistance from Henry IV, the German king, who opposed 
papal reform policies. 
Thus it was that in the closing years of the 11th century 

western Europe was abounding in energy and confidence. 
What is more, Europeans possessed the capacity to launch 
a major military undertaking at the very time the Seljuq 

Turks, one of several tribes on the northeastern frontier of 
the Muslim world who had embraced Islam in the 11th 
century, were beginning to move south and west into Iran 
and beyond with all the enthusiasm of a new convert. 
The effects of religion. The Crusades were also a devel- 

opment of popular religious life and feeling in the West. 
The social effect of religious belief at the time was com- 
plex: religion was moved by tales of signs and wonders, and 
it attributed natural disasters to supernatural intervention. 
At the same time, lay people were not indifferent to reform 
movements, and on occasion they agitated against clergy 
whom they regarded as unworthy. A peace movement also 
developed, especially in France, under the leadership of 
certain bishops but with considerable popular support. The 
popes proclaimed the Peace of God and the Truce of God, 
designed to halt or at least limit warfare and assaults dur- 
ing certain days of the week and times of the year and to 
protect the lives of clergy, travellers, women, and cattle and 
others unable to defend themselves against brigandage. It 
is particularly interesting to note that the Council of Cler- 
mont, at which Urban II called for the First Crusade 
(1095), renewed and generalized the Peace of God. 
It may seem paradoxical that a council both promulgated 

peace and officially sanctioned war, but the peace move- 
ment was designed to protect those in distress, and a strong 
element of the Crusade was the idea of giving aid to fellow 
Christians in the East. Tied to this idea was the notion that 
war to defend Christendom was not only justifiable but a 
holy work, and therefore pleasing to God. 
Closely associated with this Western concept of holy war 

was another popular religious practice, pilgrimage to a holy 
shrine. Eleventh-century Europe abounded in local shrines 
housing relics of saints, but three great centres of pilgrim- 
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age stood out above the others: Rome, with the tombs of 
SS. Peter and Paul; Santiago de Compostela, in northwest- 

ern Spain; and Jerusalem, with the Holy Sepulchre of 
Christ’s entombment. Pilgrimage, which had always been 
considered an act of devotion, had also come to be regard- 

ed as a more formal expiation for serious sin, even occa- 

sionally prescribed as a penance for the sinner by his 

confessor. 
Yet another element in the popular religious conscious- 

ness of the 11th century, one associated with both Crusade 

and pilgrimage, was the belief that the end of the world was 
imminent. Some scholars have discovered evidence of 
apocalyptic expectations around the years 1000 and 1033 
(the millennium of the birth and Passion of Jesus, respec- 
tively), and others have emphasized the continuance of the 

idea throughout the 11th century and beyond. Moreover, 
in certain late 11th-century portrayals of the end of all 
things, the “last emperor,” now popularly identified with 
the “king of the Franks,” the final successor of Charle- 
magne, was to lead the faithful to Jerusalem to await the 

Second Coming of Christ. Jerusalem, as the earthly sym- 
bol of the heavenly city, figured prominently in Western 
consciousness, and, as the number of pilgrimages to Jeru- 
salem increased in the 11th century, it became clear that 
any interruption of access to the city would have serious 

repercussions. 
By the middle of the 11th century, the Seljuq Turks had 

wrested political authority from the ‘Abbasid caliphs of 

Baghdad. Seljuq policy, originally directed southward 
against the Fatimids of Egypt, was increasingly diverted by 
the pressure of Turkmen raids into Anatolia and Byzantine 
Armenia. A Byzantine army was defeated and Emperor 
Romanus IV Diogenes was captured at Manzikert in 1071, 
opening Christian Asia Minor to eventual Turkish occu- 
pation. Meanwhile, many Armenians south of the Cauca- 

sus migrated south to join others in the region of the 
Taurus Mountains and to form a colony in Cilicia. 
Seljuq expansion southward continued, and in 1085 the 

capture of Antioch in Syria, one of the patriarchal sees of 
Christianity, was another blow to Byzantine prestige. Thus, 
although the Seljuq empire never successfully held togeth- 
er as a unit, it appropriated most of Asia Minor, including 
Nicaea, from the Byzantine Empire and brought a resur- 
gent Islam perilously close to Constantinople, the Byzan- 
tine capital. It was this danger that prompted the emperor, 
Alexius Comnenus, to seek aid from the West, and by 
1095 the West was ready to respond. 
The turmoil of these years disrupted normal political life 

and made the pilgrimage to Jerusalem difficult and often 
impossible. Stories of dangers and molestation reached the 
West and remained in the popular mind even after condi- 
tions improved. Furthermore, informed authorities began 
to realize that the revived power of the Muslim world now 
seriously menaced the West as well as the East. It was this 
realization that led to the Crusades. 
Alexius’s appeal came at a time when relations between 

the Eastern and Western branches of the Christian world 
were improving. Difficulties between the two in the middle 
years of the century had resulted in a de facto, though not 
formally proclaimed, schism in 1054, and ecclesiastical dis- 
agreements had been accentuated by Norman occupation 
of formerly Byzantine areas in southern Italy. A campaign 
led by the Norman adventurer Robert Guiscard against the 
Greek mainland further embittered the Byzantines, and it 
was only after Robert’s death in 1085 that conditions for a 
renewal of normal relations between East and West were 
reasonably favourable. Envoys of Emperor Alexius Com- 
nenus thus arrived at the Council of Piacenza in 1095 ata 
propitious moment; and it seems probable that Pope 
Urban II viewed military aid as a means toward restoring 
ecclesiastical unity. 
The Council of Clermont. The Council of Clermont 

convoked by Urban on November 18, 1095, was attended 
largely by bishops of southern France as well as a few rep- 
resentatives from northern France and elsewhere. Much 
important ecclesiastical business was transacted, resulting 
in a series of canons. Among them were one that renewed 
the Peace of God and another that granted a plenary in- 
dulgence (the remission of all penance for sin) to those who 
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undertook to aid Christians in the East. Then:the pope, a 

Frenchman, addressed a large crowd at a great outdoor as- 

sembly. 
His exact words will never be known, since the only sur- 

viving accounts of his speech were written years later, but 
he apparently stressed the plight of Eastern Christians, the 
molestation of pilgrims, and the desecration of the holy 
places. He urged those who were guilty of disturbing the 
peace to turn their warlike energies toward a holy cause. 
He emphasized the need for penance along with the ac- 
ceptance of suffering and taught that no one should un- 
dertake this pilgrimage for any but the most exalted of 
motives. 
The response was immediate and overwhelming, proba- 

bly far greater than Urban had anticipated. Cries of “Deus 
le volt” (“God wills it”) were heard everywhere, and it was 

decided that those who agreed to go should wear a cross. 
Moreover, it was not only warrior knights who responded; 
a popular element, apparently unexpected and probably 
not desired, also came forward. 
The era of Clermont witnessed the concurrence of three 

significant developments: first, there existed as never be- 

fore a popular religious fervour that was not without 
marked eschatological tendencies in which the Holy City 
of Jerusalem figured prominently; second, war against the 

infidel had come to be regarded as a religious undertaking, 
a work pleasing to God; and finally, western Europe now 
possessed the ecclesiastical and secular institutional and or- 

ganizational capacity to plan such an enterprise and carry 

it through. 
Preparations for the Crusade. Following Pope Urban’s 

speech, preparations began in both East and West. Emper- 
or Alexius, who had doubtless anticipated the mustering of 
some sort of auxiliary force, apparently soon realized that 
he would have to provide for and police a much larger in- 
flux of warriors. In the West, as the leaders began to as- 
semble their armies, those who took the cross sought to 
raise money, often by selling or mortgaging property, both 
for the immediate purchase of equipment and for the long- 
term needs of the journey. 
As preparations were under way, several less-organized 

bands of knights and peasants, commonly known as the 
“People’s Crusade,” set out across Europe. The most fa- 
mous of these, brought together by a remarkable popular 
preacher, Peter the Hermit, and his associate Walter 
Sansavoir, reached Constantinople after causing consider- 
able disorder in Hungary and Bulgaria. Alexius received 
Peter cordially and advised him to await the arrival of the 
main Crusader force. But the rank and file grew unruly, and 
on August 6, 1096, they were ferried across the Bosporus. 
While Peter was in Constantinople requesting additional 
aid, his army was ambushed at Cibotus (called Civetot by 
the Crusaders) and all but annihilated by the Turks. 
Peter the Hermit’s preaching in Germany inspired other 

groups of Crusaders who also failed to reach Jerusalem. 
One of these groups, led by the notorious Count Emicho, 
was responsible for a series of massacres of Jews in several 

Rhenish towns in 1096. Traditionally recognized as an im- 
portant turning point in Jewish and Christian relations in 
the Middle Ages—in fact, often cited as a pivotal moment 
in the history of anti-Semitism—these attacks occurred 
first in Speyer and then with increasing ferocity in Worms, 
Mainz, and Cologne. The Jews of these towns often 
sought, and sometimes received, the protection of the 
bishop or futilely took refuge in local homes and temples. 

Forced by the Crusaders to convert or die, many Jews 
chose death. In fact, there are accounts of the Jews com- 
mitting suicide and even killing their children rather than 
converting or submitting to execution by the Crusaders. 
Though zealotry of this nature is not unique to Christian- 
ity, these massacres were horrific and did not go unnoticed 
even by fellow Christians. Indeed, some contemporary 
Christian accounts attributed the defeat of the People’s 

Crusade to them. After the massacres, the Crusaders 
moved on to Hungary, where they were routed by the 
Hungarian king and suffered heavy losses Emicho, who 
may not have participated in all the pogroms, escaped and 
returned home in disgrace. 
The main Crusader force, which departed in August 1096 
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as Urban directed, consisted of four major contingents. A 
smaller, fifth force, led by Hugh of Vermandois, brother of 
King Philip I of France, left before the others but was re- 
duced by shipwreck while crossing the Adriatic from Bari 
to Dyrrhachium (now Durrés, Albania). Hugh alone of this 

army survived to participate in events in the East. Godfrey 
of Bouillon, leader of the first large army to depart and 
duke of Lower Lorraine since 1087, was the only major 
prince from the German kingdom involved in the Crusade, 
though he and his associates largely spoke French. Joined 
by his brothers, Eustace and Baldwin, and a kinsman, 
Baldwin of Le Bourcg, Godfrey took the land route and 
crossed Hungary without incident. Markets and provisions 
were supplied in Byzantine territory, and, except for some 
pillaging, the army reached Constantinople without serious 
problems on December 23, 1096. 

A second force was organized by Bohemond, a Norman 
from southern Italy. The son of Robert Guiscard, Bohe- 
mond was on familiar ground across the Adriatic, where he 
had fought with his father and was understandably feared 
by the Byzantines. However, he was 40 years old when he 
arrived at Constantinople on April 9, 1097, and deter- 
mined to come to profitable terms with his former enemy. 
The third and largest army was assembled by Raymond 

of Saint-Gilles, the count of Toulouse. At age 55, he was 
the oldest and most prominent of the princes on the Cru- 
sade, and he aspired and perhaps expected to become the 
leader of the entire expedition. He was accompanied by 
Adhémar, bishop of Le Puy, whom the pope had named as 
legate for the Crusade. Raymond led his followers, includ- 
ing a number of noncombatant pilgrims whom he sup- 
ported at his own expense, across northern Italy, around 
the head of the Adriatic, and then southward into Byzan- 
tine territory. This large body caused considerable trouble 
in Dalmatia and clashed with Byzantine troops as it ap- 
proached the capital, where Raymond arrived on April 21. 
Meanwhile, the fourth army, under Robert of Flanders, 

had crossed the Adriatic from Brindisi. Accompanying 
Robert were his cousin Robert of Normandy (brother of 
King William II of England) and Stephen of Blois (the son- 
in-law of William the Conqueror). No king took part in the 
First Crusade, and the predominantly French-speaking 
participants came to be known by the Muslims as Franks. 

Peter the Hermit leading the Crusaders, from “Abreviamen de las Estorias,” 1311. 

The presence near Constantinople of massive military 
forces, numbering perhaps 4,000 mounted knights and 
25,000 infantry, posed a serious problem for Alexius, and 

there was occasional disorder. Forced to consider imperial 
interests, which, it soon became evident, were different 
from the objective of the Crusaders, the emperor required 

each Crusade leader to promise underoath to restore to 
him any conquered territory that had belonged to the em- 
pire before the Turkish invasions and to swear loyalty to 
him while the Crusaders remained in his domain. Since 
there was never any plan for the Crusade to go beyond the 
far-flung borders of the old Roman Empire, this would ef- 

fectively give all conquests to the emperor. Only Bohe- 
mond willingly took the emperor’s oath. The others did so 
under duress, and Raymond swore only a lukewarm oath 
to respect the property and person of the emperor. Despite 
this, Raymond and Alexius became good friends, and Ray- 
mond remained the strongest defender of the emperor’s 
rights throughout the Crusade. 
From Constantinople to Antioch. Late in May 1097, the 

Crusaders and a contingent of Byzantine soldiers reached 
the capital of the Turkish sultanate, Nicaea (now iznik, 
Turkey), which surrendered to the Byzantines on June 19. 
The Crusader army left Nicaea for Antioch on June 26 and 
found crossing the arid and mountainous Anatolia diffi- 
cult. At Dorylaeum, on July 1, 1097, Turks attacked the 
advance column of the Crusader army. Despite the heat 
and a rain of arrows, the Crusaders held their ground, and, 
when the rest of the army drew up, the Turks were routed. 
A major victory in open warfare had been achieved by co- 
operation between the separate Western contingents and 
the Greeks. 
Further advance across Anatolia was even more arduous, 

and it was only after suffering many casualties, especially 
in the region of the Taurus Mountains, that the Crusaders 
arrived near Antioch on October 20. Meanwhile, God- 
frey’s brother Baldwin left the main army to involve him- 
self in Armenian politics and then became ruler of Edessa. 
The first of the Crusader states, the County of Edessa 
would provide a valuable buffer against Turkish attacks on 
Antioch and other Christian territories. 
One of the great cities of the Levant and one of the patri- 

archal sees of Christianity, Antioch was surrounded by an 
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enormous circle of walls studded with more than 400 tow- 
ers. Despite reinforcements and supplies from Genoese 
and English ships and later from the patriarch of Jeru- 
salem, then in Cyprus, the siege proved long and difficult, 
and many died of starvation or disease. Spring brought the 
threat of counterattack by a relief force under Kerbogha of 
Mosul. The situation seemed so hopeless that some Cru- 

saders deserted and attempted to return home. Among 
these was Peter the Hermit, who was caught and returned 

to the host, where he was quietly forgiven. Another desert- 
er was the French knight Stephen of Blois, who was cut off 
from the main body of the army by Kerbogha’s forces and 
judged, not unreasonably, that the Crusaders were 
doomed. On his way home, Stephen met Alexius, who was 
marching at the head of a Byzantine relief force, and con- 
vinced him that Antioch’s cause was hopeless. The emper- 
or’s decision to turn back, however justified tactically, was 
a diplomatic blunder; when the Crusaders learned of the 

emperor’s move, they felt free from any obligation to re- 
turn the city to him. 
Bohemond, meanwhile, proposed that the first to enter 

the city should have possession of it, provided the emper- 

or did not make an appearance. The Norman had, in fact, 
already made contact with a discontented commander 
within, who proceeded to admit him over a section of the 
walls on June 3, 1098. The other Crusaders followed Bo- 
hemond into the dozing city and quickly captured it. Only 
the citadel held out. 
Thus, Antioch was restored to Christian rule. The victo- 

ry, however, was incomplete. Kerbogha arrived with an 
enormous Turkish army and completely invested the city, 
which was already very low on provisions. Once again, the 
situation seemed hopeless. Disagreements among the lead- 
ers persisted and were accentuated by arguments over the 
validity of the Holy Lance, which a Provengal priest found 
below the cathedral and insisted was the lance that, ac- 

cording to the Gospels, had pierced the side of Jesus Christ 
when he hung on the cross. Nonetheless, on June 28 the 
Crusader army moved out of the city. The Turkish forces 
were not of high quality and had only tenuous loyalty to 
Kerbogha. When they saw the size of the Crusader forces 
and the resolve of the men, the Turks began to flee. With 
the evaporation of Kerbogha’s army, the citadel finally sur- 
rendered to Bohemond, and its garrison was permitted to 
leave. Rejoicing was tempered by a devastating epidemic 
that took many lives, including that of the legate, Adhémar 
of Le Puy, who, as the spiritual leader of the Crusade, had 
been a wise counsellor and a stabilizing influence whom 
the leaders could ill afford to lose. 
The Crusade leaders then fell into violent disagreement 

over the final disposition of Antioch. Bohemond, who had 
been responsible for the capture of the city and then had 
led its defense, wanted it for himself. Raymond, however, 
insisted that it be returned to the emperor. Unable to come 
to terms, Bohemond and Raymond refused to march to 
Jerusalem, effectively stalling the Crusade. The leaders 
agreed to depart only after the rank and file threatened to 
tear down the walls of Antioch. On January 13, 1099, the 
army then set out for Jerusalem under the leadership of 
Raymond of Saint-Gilles. As they moved south, Tancred 

and Robert of Normandy and, later, Godfrey and Robert 
of Flanders joined them. Bohemond, ignoring his previous 
oaths, remained in Antioch. 
The siege of Jerusalem. Not far from Beirut, the army 

entered the territory of the Fatimid caliphs of Cairo, who, 
as Shiite Muslims, were enemies of the Sunnite Seljuqs 
and the caliphs of Baghdad. In August 1098 the Fatimids 
had occupied Jerusalem. The final drive of the First Cru- 
sade, therefore, was against the Fatimids of Egypt, not the 
Seljuqs. 
On June 7, 1099, the Christian army—by then consider- 

ably reduced to perhaps 1,200-1,500 cavalry and 12,000 
foot soldiers—encamped before Jerusalem, whose gover- 
nor was well-supplied and confident that he could with- 
stand a siege until a relief force arrived from Egypt. The 
Crusaders, on the other hand, were short of supplies and 
would be until six vessels arrived at Jaffa (Yafo) and man- 
aged to unload before the port was blockaded by an Egypt- 
ian squadron. On July 8 a strict fast was ordered, and, with 
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the Muslims scoffing from the walls, the entire army, pre- 

ceded by the clergy, marched in solemn procession around 

the city, thence to the Mount of Olives, where Peter the 

Hermit preached with his former eloquence. 
Siege towers were brought up to the walls on July 13-14, 

and on July 15 Godfrey’s men took a sector of the walls, 
and others followed on scaling ladders. When the nearest 
gate was opened, Tancred and Raymond entered, and the 

Muslim governor surrendered to the latter in the Tower of 
David. The governor, along with his bodyguard, was es- 

corted out of the city. Tancred promised protection in the 

Aqsa Mosque, but his orders were disobeyed. Hundreds of 
men, women, and children, both Muslim and Jewish, per- 

ished in the general slaughter that followed. 
The Crusaders, therefore, attained their goal three long 

years after they had set out. Against the odds, this strug- 
gling, fractious, and naive enterprise had made its way 
from western Europe to the Middle East and conquered 

two of the best-defended cities of the time. From a mod- 
ern perspective, the improbability of the First Crusade’s 
success is staggering. For medieval men and women, 
though, the agent of victory was God himself, who worked 
miracle after miracle for his faithful knights. It was this 
firm belief that would sustain centuries of Crusading. 
The Crusader states. A successful surprise attack on the 

Egyptian relief army ensured the Crusaders’ occupation of 
Palestine. Having fulfilled their vows of pilgrimage, most 
of the Crusaders departed for home, leaving the problem 
of governing the conquered territories to the few who re- 
mained. Initially, there was disagreement concerning the 
nature of the government to be established, and some held 
that the Holy City should be ruled under ecclesiastical au- 
thority. As an interim measure, Godfrey was elected to 
govern and took the modest title of defender of the Holy 
Sepulchre. 
In December 1099, in the midst of this confused situa- 

tion, Bohemond and Baldwin of Edessa arrived in 

Jerusalem to fulfill their Crusader vows. Accompanying 
Bohemond was Daimbert, the archbishop of Pisa, who was 
chosen patriarch and received the homage of both Godfrey 
and Baldwin. If Daimbert had ambitions to govern 
Jerusalem, they were thwarted when, on Godfrey’s death, 
his brother Baldwin was summoned back to Jerusalem, 
where he assumed the title of king (November 11, 1100). 
Thus, there had come into being not a church state but a 
feudal Kingdom of Jerusalem. 
Securing the new Christian territories was now of utmost 

concern. The Crusade of 1101, for example, was organized 
by Pope Paschal II to reinforce Christian rule in the Holy 
Land, but it collapsed in Asia Minor. King Baldwin, how- 
ever, profited nonetheless from the chronic rivalries of his 
Muslim neighbours. He was also able to extend his control 
along the coastline with the aid of Italians and in one in- 
stance of a Norwegian squadron that arrived under King 
Sigurd in 1110. By 1112 Arsuf, Caesarea, Acre, Beirut, and 
Sidon had been taken, and the entire coast except for 
Ascalon and Tyre was in Latin hands. 
Meanwhile, castles had been built in Galilee, the frontier 

pushed southward, and Crusader states formed in the 
north. The County of Edessa, an ill-defined domain ex- 
tending into the upper Euphrates region with a population 

consisting mainly of Armenians and Syrians, had already 
been established by Godfrey’s brother Baldwin. When 
Baldwin left to become ruler of Jerusalem, he bestowed the 
county, under his suzerainty, on his cousin Baldwin of Le 
Bourcq. ’ 

Antioch had not been returned to the emperor, and Bo- 
hemond had consolidated his position there. The city was 
predominantly Greek in population, though there were 
also Syrians and Armenians, and the latent Greek-Latin 
friction was intensified when Bohemond replaced the 
Greek patriarch with a Latin one. When Bohemond was 
captured by the Muslims in 1100, his nephew Tancred be- 
came regent and expanded the frontiers of the principality 
to include the important port of Latakia, taken from the 
Byzantines in 1103. Not long after his release in 1103, Bo- 
hemond travelled to Europe, where he succeeded in win- 
ning over Pope Paschal II to the idea of a new Crusade. 
Whatever the original intention, there resulted not. an ex- 
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pedition against Muslims but an attack on the Byzantine 

city of Dyrrhachium. Like its predecessor, the ill-fated 
campaign of 1082, the enterprise failed, and in 1108 Bo- 

hemond was forced to take an oath of vassalage to the em- 

peror for Antioch and to return to Italy, where he died in 

1111. Tancred, again in power, ignored his uncle’s oath, 
and Antioch and its patriarchate remained a source of 
controversy. 

A fourth Crusader state was established on the coast in 

the vicinity of Tripoli (Arabic: Tarabulus) by Raymond of 

Saint-Gilles, who had been outmaneuvered in Jerusalem 

and had returned to Constantinople hoping for aid from 
the Byzantine emperor to whom he had always been loyal. 

In 1102 he returned to Syria, took Tortosa (Tartis), and 

began the siege of Tripoli. But he died in 1105, and it re- 
mained for his descendants to finish the task in 1109. 
The establishment and protection of the frontier was, for 

the new states, a problem conditioned by geography and 
the politics of Levantine Islam. From Antioch south, the 
Crusaders held a narrow strip of coastland bounded by 

mountains to the north and by the Jordan Valley in the 
south. To the east beyond the Syrian desert lay the Mus- 
lim cities of Aleppo, Hamah, Homs, and Damascus. 
Though the Franks did push southward to Aylah (or Elim, 

modern Al-‘Aqabah), all attempts to move eastward failed, 

and it was necessary to erect castles at vulnerable points 

along the eastern frontier as well as along the coast and in- 
land. Among the most famous of these were Krak de Mon- 
tréal, in the Transjordan, and Krak des Chevaliers, in the 
County of Tripoli. Meanwhile, the hostility between Shiite 
Egypt and Sunnite Baghdad continued for some time. The 

emirates in between the two powers remained divided in 

their allegiance, and those in the north feared the Seljuqs 
of Iconium. 

After Baldwin I’s death in 1118, the throne passed to his 
cousin Baldwin of Le Bourcq (Baldwin ID), who left Edessa 
to another cousin, Joscelin of Courtenay. In 1124 Tyre, the 

last great city north of Ascalon still in Muslim hands, was 
taken with the aid of the Venetians, who, as was custom- 

ary, received a section of the city. Baldwin II was succeed- 

ed by Fulk of Anjou, a newcomer recommended by Louis 
VI of France. Fulk was married to Baldwin’s daughter 
Melisende. In 1131 Baldwin and Joscelin both died. They 
were the last of the first generation of Crusaders, and with 
their passing the formative period in the history of the Cru- 
sader states came to an end. 

Fulk’s policies ended the pursuit of expansion and result- 
ed in a stabilization of the frontiers of the Crusader states. 
This was a wise course, because his reign coincided with 
the rise of Zangi, atabeg (Turkish: “governor”) of Mosul, 
whose achievements earned him a reputation as a great 
champion of the jihad (holy war) against the Franks. When 
Zangi moved against Damascus, the Muslims of that city 
and the Christians of Jerusalem formed an alliance against 
their common enemy, a diplomatic initiative that was 
common among the second-generation Franks. 
The northern Crusader states, however, were in great 

danger. The Byzantines had recovered their influence in 
Anatolia and were putting pressure on Armenia and Anti- 
och. Emperor Manuel Comnenus forced Prince Raymond 
of Antioch to acknowledge imperial suzerainty. But the 
greater danger to both Antioch and Armenia was dramat- 
ically brought home by Zangi’s capture of Edessa in 1144. 
Attempts at recovery failed, and the northernmost Cru- 
sader state was subsequently overrun. 

THE ERA OF THE SECOND AND THIRD CRUSADES 

The Second Crusade. It had long been apparent that 
Edessa was vulnerable, but its loss came as a shock to East- 
ern and Western Christians. Urgent pleas for aid soon 
reached Europe, and in 1145 Pope Eugenius III issued a 
formal Crusade bull, Quantum praedecessores. It was the 
first of its kind, with precisely worded provisions designed 
to protect Crusaders’ families and property and reflecting 
contemporary advances in canon law. The Crusade was 
preached by St. Bernard of Clairvaux in France and Ger- 
many. Bernard revolutionized Crusade ideology, asserting 
that the Crusade was not merely an act of charity or a war 
to secure the holy places but a means of redemption. 

Christ, in his mercy, offered the warriors of Europe a 

blessed avenue of salvation, a means by which they could 
give up all they had to follow him. 
As in the First Crusade, many simple pilgrims responded. 

Unlike the First Crusade, however, the Second was led by 

two of Europe’s greatest rulers, King Louis VII of France 
and Emperor Conrad III of Germany. Louis enthusiasti- 
cally supported the Crusade, but Conrad was reluctant at 

first and was won over only by the eloquence of St. 

Bernard. The Second Crusade also differed from its prede- 

cessor in that there were three objectives instead of one. 
While the kings of Germany and France marched east to 
restore Edessa, other Crusaders went to Spain to fight Mus- 
lims or to the shores of the Baltic Sea to fight the pagan 
Wends. 

The situation in the East was also different. Manuel Com- 
nenus, the Byzantine emperor, was not pleased to discov- 

er another Crusade headed toward Constantinople. The 
Second Crusade wreaked havoc with his foreign policy, 
which included an alliance with Germany, Venice, and the 
pope against the Normans. It also complicated the emper- 

or’s peaceful relationship with the Turkish sultan of Ram. 
Manuel made a truce with the sultan in 1146 to make cer- 

tain that the Crusade would not cause the sultan to attack 
Byzantine lands in Asia. Although sound strategically, the 
emperors move confirmed for many Western Christians 
the apostasy of the Greeks. 
Conrad left in May 1147, accompanied by many German 

nobles, the kings of Poland and Bohemia, and Frederick of 

Swabia, his nephew and the future emperor Frederick I 
(Frederick Barbarossa). Conrad’s poorly disciplined troops 
created tension in Constantinople, where they arrived in 
September. Conrad and Manuel, however, remained on 

good terms, and both were apprehensive about the moves 

of King Roger II of Sicily, who, during these same weeks 
seized Corfu and attacked the Greek mainland. 
Conrad, rejecting Manuel’s advice to follow the coastal 

route around Asia Minor, moved his main force past 
Nicaea directly into Anatolia. On October 25, at Dory- 

laeum, not far from where the First Crusaders won their 
victory, his army, weary and without adequate provisions, 
was set upon by the Turks and virtually destroyed. Conrad, 
with a few survivors, retreated to Nicaed. 
Louis VII, accompanied by his wife, Eleanor of Aqui- 

taine, followed the land route across Europe and arrived at 
Constantinople on October 4, about a month after the 
Germans. A few of his more hotheaded followers, on hear- 
ing that Manuel had made a truce with the Turks of Ico- 
nium, accused the emperor of treason and urged the 

French king to join Roger in attacking the Byzantines. 
Louis preferred the opinion of his less volatile advisers 
and agreed to restore any imperial possessions he might 
capture. 

In November, the French reached Nicaea, where they 
learned of Conrad’s defeat. Louis and Conrad then started 
along the coastal route, with the French now in the van- 
guard, and reached Ephesus. Conrad became seriously ill 
and returned to Constantinople to the medical ministra- 

tions of Manuel. After recuperating, he eventually reached 
Acre by ship in April 1148. 

The French passage from Ephesus to Antioch in midwin- 
ter was extremely harrowing. Supplies ran short, and the 

Byzantines were unjustly blamed. Manuel defended his 
cities against the angry Crusaders, which meant that the 
French spent more energy fighting Christians than Mus- 
lims. Louis concluded that the Greeks were trying to weak- 
en the Crusade. He also had lost the bulk of his troops to 
Turkish attacks by the time he reached Antioch, which was 
ruled by Eleanor’s uncle, Prince Raymond. The Crusade’s 
original goal of recapturing Edessa was no longer feasible 
because Nir al-Din, the son and successor of Zangi, had 
massacred the city’s Christian inhabitants, making it diffi- 
cult to take and hold Edessa with the forces available. Ray- 
mond urged an attack on Aleppo, Nir al-Din’s centre of 
power. But King Louis, who resented Eleanor’s open es- 
pousal of Raymond’s project, left abruptly for Jerusalem 
and forced the queen to join him. 
In Jerusalem, where Conrad had already arrived, many 

French and German notables assembled with Queen 
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Melisende, her son Baldwin III, and the barons of 
Jerusalem to discuss how best to proceed. Despite the ab- 
sence of the northern princes and the losses already suf- 
fered by the Crusaders, it was possible to field an army of 
nearly 50,000 men, the largest Crusader army so far as- 
sembled. After considerable debate, which revealed the 
conflicting purposes of Crusaders and Jerusalem barons, it 
was decided to attack Damascus. 
How the decision was reached is not known. Damascus 

was undoubtedly a tempting prize, but Unur, the Turkish 
commander, who was also fearful of the expanding power 
of Nir al-Din and was the one Muslim ruler most disposed 
to cooperate with the Franks, was now forced to seek the 
aid of his former enemy. And Nir al-Din was not slow to 
move toward Damascus. Not only was the Crusade cam- 
paign poorly conceived, it was badly executed. On July 28, 

after a four-day siege, with Nur al-Din’s forces nearing the 
city, it became evident that the Crusader army was dan- 
gerously exposed, and a retreat was ordered. It was a hu- 
miliating failure, attributable largely to the conflicting 
interests of the participants. 
Conrad decamped for Constantinople, where he agreed to 

join the emperor against Roger of Sicily. Louis’s reaction 
was different. His resentment against Manuel, whom he 
blamed for the failure, was so great that he accepted 
Roger’s offer of ships to take him home and agreed to a 
plan for a new Crusade against Byzantium. Lacking papal 
support, the plan came to nothing, but the perception that 
the Byzantines were part of the problem rather than the so- 
lution became widespread in Europe. 
The Second Crusade had been promoted with great zeal 

and had aroused high hopes. Its collapse caused deep dis- 
may. Searching for an explanation, St. Bernard turned to 
Scripture and preached that the Crusade failed because of 
the sinfulness of Europe. Only through the purification 
and prayers of Christian men and women would God re- 
lent and bestow victory on his knights once more. This be- 
lief became central to Crusading ideology and an 
important impetus for movements of lay piety during the 
Middle Ages. The Muslims, on the other hand, were enor- 
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mously encouraged by the collapse of the Second Crusade 

because they had confronted the danger of another major 
Western expedition and had triumphed. 

The Crusader states to 1187. During the 25 years fol- 

lowing the Second Crusade the Kingdom of Jerusalem was 

governed by two of its ablest rulers, Baldwin III (reigned 
1143-62) and Amalric I (1163-74). In 1153 King Baldwin 

captured Ascalon, extending the kingdom’s coastline 
southward, though this would be the Franks’ last major 

conquest. Its possession was offset the next year by the oc- 
cupation of Damascus by Nir al-Din, one more stage in 
the encirclement of the Crusader states by a single Muslim 
power. 
In 1160-61 the possibility that the Fatimid caliphate in 

Egypt, shaken by palace intrigues and assassinations, might 
collapse under the influence of Muslim Syria caused anxi- 
ety in Jerusalem. Thus, in 1164, when Nar al-Din sent his 
lieutenant Shirkth to Egypt accompanied by his own 

nephew, Saladin, King Amalric decided to intervene. After 
some maneuvering, the armies of both Amalric and 

Shirkih withdrew, as they were to do again three years 
later. 
Meanwhile, Amalric, realizing the necessity of Byzantine 

cooperation, had sent Archbishop William of Tyre as an 
envoy to Constantinople. In 1168, before the news of the 

agreement that William of Tyre had arranged reached 
Jerusalem, the king, for reasons unknown, set out for 
Egypt. The venture failed, and Shirkth entered Cairo. On 
his death (May 23, 1169), Saladin, then Nir al-Din’s 

deputy, was left to overcome the remaining opposition and 
assume control of Egypt. 
When the Byzantine fleet and the army finally arrived in 
1169, there was some delay, and both armies were forced 
by inadequate provisions and seasonal rains to retreat once 
again, each side blaming the other for the lack of con- 
frontation. In 1171, Saladin obeyed Nir al-Din’s order to 
have the prayers in the mosques mention the caliph of 
Baghdad instead of the caliph of Cairo, whose health was 
failing. Thus ended the Fatimid caliphate and the great 
division in Levantine Islam from which the Latins had 
profited. 
Ominous developments followed the deaths of both 

Amalric and Nir al-Din in 1174. In 1176 the Seljugs of 
Iconium defeated the armies of Emperor Manuel Com- 

nenus at Myriocephalon. It was a shattering blow reminis- 
cent of Manzikert a century earlier. When Manuel died in 
1180, all hope of effective Byzantine-Latin cooperation 
vanished. Three years later Saladin occupied Aleppo, vir- 
tually completing the encirclement of the Latin states. In 

1185, he agreed to a truce and left for Egypt. 
In Jerusalem, Amalric was succeeded by his son Baldwin 

IV, a 13-year-old boy suffering from leprosy. Despite the 
young king’s extraordinary fortitude, his precarious health 
necessitated continuous regencies and created a problem of 
succession until his sister Sibyl bore a son, the future Bald- 
win V, to William of Montferrat. Her subsequent marriage 
in 1180 to Guy of Lusignan, a newcomer to the East and 
brother of Amalric, accentuated existing rivalries among 
the barons. A kind of “court party”’—centring on the 
queen mother, Agnes of Courtenay, her daughter Sibyl, 
and Agnes’s brother, Joscelin III of Edessa, and now in- 
cluding the Lusignans—was often opposed by another 
group comprising mostly the so-called native barons—old 

families, notably the Ibelins, Reginald of Sidon, and Ray- 
mond III of Tripoli, who through his wife was also lord of 
Tiberias. In addition to these internal problems, the king- 
dom was more isolated than ever. Urgent appeals to the 
West and the efforts of Pope Alexander III had brought lit- 
tle response. 

Baldwin IV died in March 1185, leaving, according to 
previous agreement, Raymond of Tripoli as regent for the 
child king Baldwin V. But when Baldwin V died in 1186, 

the court party outmaneuvered the other barons and, dis- 

regarding succession arrangements that had been formally 
drawn up, hastily crowned Sibyl. She in turn crowned her 
husband, Guy of Lusignan. 
In the midst of near civil war, Reginald of Chatillon, lord 

of Kerak and Montréal, broke the truce with the Muslims 
by attacking a caravan. Saladin replied by proclaiming 
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jihad against the Latin kingdom. In 1187 he left Egypt, 

crossed the Jordan south of the Sea of Galilee, and took up 

a position close to the river. Near Sepphoris (modern Zip- 

pori) the Crusaders mobilized an army of perhaps 20,000 
men, which included some 1,200 heavily armed cavalry. In 

a spot well chosen and adequately supplied with water and 

provisions, they waited for Saladin—who, by some esti- 
mates, had about 30,000 men, half of whom were light 
cavalry—to make the first move. 
On July 2, Saladin blocked the main road to Tiberias and 

sent a small force to attack the town, hoping that Count 
Raymond’s wife’s presence there would lure the Crusaders 
into the open. It was Raymond, however, who initially per- 

suaded the king not to fall into the trap. But, late that 

night, others, accusing the count of treason, prevailed upon 

the king to change his mind. This fateful decision would 
lead to the destruction of the Crusader army. On July 3, 

the Crusaders undertook an exhausting day’s march, spent 
a terrible night without water, and were surrounded and 
constantly harassed. The following day they faced Saladin’s 

forces at the Horns of Hattin and fought throughout the 
day with smoke from grass fires set by the enemy pouring 

into their faces. When the infantry broke ranks, the essen- 

tial coordination with the cavalry was shattered, and the 
Crusaders’ fate was sealed. By the time Saladin’s final 
charge ended the battle, most of the knights had been slain 

or captured. Only Raymond of Tripoli, Reginald of Sidon, 

Balian of Ibelin, and a few others escaped. 

The king’s life was spared, but Saladin killed Reginald of 

Chatillon and ordered the execution of some 200 Templars 

and Hospitallers (religio-military orders discussed below). 
Other captive knights were treated honourably, and most 
were later ransomed. Less fortunate were the foot soldiers, 
most of whom were sold into slavery. Virtually the entire 
military force of the Kingdom of Jerusalem had been de- 

stroyed. To make matters worse, Saladin captured the relic 

of the True Cross, which he sent to Damascus, where it was 
paraded through the streets upside down. 

Saladin quickly followed up his victory in the Battle of 
Hattin by taking Tiberias and moving toward the coast to 
seize Acre. By September 1187 he and his lieutenants had 
occupied most of the major strongholds in the kingdom 

and all of the ports south of Tripoli, except Jubayl and 
Botron (al-Batrin) in the County of Tripoli and Tyre in 
the kingdom. On October 2 Jerusalem, then defended by 
only a handful of men under the command of Balian of 
Ibelin, capitulated to Saladin, who agreed to allow the in- 

habitants to leave once they paid a ransom. Though Sal- 
adin’s offer included the poor, several thousand apparently 
were not redeemed and probably were sold into slavery. In 

Jerusalem, as in most of the cities captured, those who 
stayed were Syrian or Greek Christians. Somewhat later 
Saladin permitted a number of Jews to settle in the city. 
Meanwhile, Saladin continued his conquests in the north, 

and by 1189 all the kingdom was in his hands except 
Belvoir (modern Kokhov ha-Yarden) and Tyre. The 
County of Tripoli and the Principality of Antioch were 
each reduced to the capital city and a few outposts. The 
majority of the 100-year-old Latin establishment in the 
Levant had been lost. 
The institutions of the First Kingdom. The four princi- 

palities established by the Crusaders—three after the loss of 
Edessa in 1144—were loosely connected, and the king of 
Jerusalem’s limited suzerainty over Antioch and Tripoli 
became largely nominal after midcentury. Each state was 
organized into a pattern of lordships by the ruling Chris- 
tian minority. The institutions of the Kingdom of Jeru- 
salem are known best, partly because its history figures 
more prominently in both Arab and Christian chronicles 
but especially because its documents were better preserved. 
In the 13th century, the famous legal compilation the As- 
sises de Jérusalem was prepared in the kingdom. Though 
this collection reflects a later situation, certain sections and 
many individual enactments can be traced back to the 12th 
century, the period known as the First Kingdom. 
In the first half of the 12th century, the kingdom present- 

ed the appearance of a typical European monarchy, with 
lordships owing military service and subject to fiscal exac- 
tions. There were, however, important differences, not 

only in the large subject population of diverse ethnic ori- 
gins but also with respect to the governing minority. No 

great families with extensive domains emerged in the early 
years, and the typical noble did not, as in Europe, live in a 
rural castle or manor house. Although castles existed, they 
were garrisoned by knights and, increasingly as the centu- 
ry advanced, by the religio-military orders. Most barons in 
the kingdom lived in the fortified towns. The kings, more- 
over, possessed a considerable domain and retained exten- 

sive judicial rights, which made the monarchy a relatively 

strong institution in early Jerusalem. 
Toward the middle of the century this situation changed. 

Partly as a consequence of increased immigration from the 

West, the baronial class grew, and a relatively small group 

of magnates with large domains emerged. As individuals, 
they were less disposed to brook royal interference, and as 

a class and in the court of barons (Haute Cour, or High 

Court) they were capable of presenting a formidable chal- 
lenge to royal authority. The last of the kings of Jerusalem 
to exercise effective power was Amalric I in the 12th cen- 
tury. In the final years of the First Kingdom, baronial in- 
fluence was increasingly evident and dissension among the 
barons, as a consequence, more serious. 

The military orders. Another serious obstacle to the 
king’s jurisdiction, which did not exist in the same form in 

the West, was the extensive authority of two religio- 
military orders. The Knights of the Hospital of St. John, or 
Hospitallers, was founded in the 11th century by the mer- 

chants of Amalfi to provide hospital care for pilgrims. The 
order never abandoned its original purpose, and, in fact, as 
its superb collection of documents reveals, the order’s phil- 

anthropic activities expanded. But during the 12th centu- 
ry, in response to the military needs of the kingdom, the 
Hospitallers also became an order of knights, as did the 
Poor Knights of Christ and of the Temple of Solomon, so 
named because of its headquarters in the former temple of 
Solomon. The Templars originated as a monastic- 

military organization dedicated to protecting pilgrims on 
the way to Jerusalem, and its rule, composed by St. 
Bernard of Clairvaux, was officially sanctioned by the 
Council of Troyes (1128). Although the Templars and 
Hospitallers took monastic vows, their principal function 
was soldiering. c 
The orders grew rapidly and acquired castles at strategic 

points in the kingdom and in the northern states. They 
maintained permanent garrisons in these castles and sup- 
plemented the otherwise inadequate forces of the barons 

and king. Moreover, because they were soon established in 
Europe as well, they became international organizations. 
Virtually independent, sanctioned and constantly support- 
ed by the papacy, and exempt from local ecclesiastical ju- 
risdiction, they aroused the jealousy of the clergy and 
constituted a serious challenge to royal authority. 
The Crusaders introduced into the conquered lands a 

Latin ecclesiastical organization and hierarchy. The Greek 
patriarch of Antioch was removed, and all subsequent in- 
cumbents were Latin, except for one brief period before 

1170 when imperial pressure brought about the installa- 
tion of a Greek. The Orthodox patriarch in Jerusalem left 

before the conquest and died soon after. All his successors 
were Latin. 

Under Latin jurisdiction were the entire Latin population 
and those natives (Greeks in Antioch and Greeks or native 
Syrians [Melchites] in Jerusalem) who had remained Or- 
thodox. Beyond that jurisdiction was a larger number of 
Monophysites (Jacobites or Armenians) and some few 
Nestorians, all adherents of doctrines that had deviated 
from the decisions of S5th-century ecumenical councils. A 
number of Maronites of the Lebanon region accepted the 
Latin obedience late in the 12th century. After some initial 
confusion, the native hierarchies were able to resume their 
functions. 

As in the West, the church had its own courts and pos- 
sessed large properties. But each ecclesiastical domain was 
required to furnish soldiers, and there were considerable 
charitable foundations. The hierarchy of the Latin states 
was an integral part of the church of the West. Papal 
legates regularly visited the East, and bishops from the 
Crusader states attended the Third Lateran Council in 
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1179. Western monastic orders also appeared in the Cru- 

sader states. 
In addition to the nobles and their families who had set- 

tled in the kingdom, a substantially larger number of per- 
sons were classified as bourgeois. A small number had 
arrived with the First Crusade; however, most were later 

immigrants from Europe, predominantly from rural south- 
ern France but representing nearly every nationality. In the 
East they became town dwellers, though a few were agri- 
culturalists—proprietors of small estates, rarely themselves 
tillers of the soil, inhabiting the more modest towns. It ap- 
pears some immigrants, perhaps poor pilgrims who re- 
mained, failed to obtain a reasonably settled status and 
could not afford the relatively small ransom offered by Sal- 
adin in 1187. 
The townspeople of the First Kingdom did not, like their 

counterparts in Europe, aspire to political autonomy. 

There were no communal movements in the 12th century. 
The bourgeois were, therefore, subject to a king or sei- 
gneur. Some did military service as sergeants—i.e., 
mounted auxiliaries or foot soldiers. The bourgeois were 
recognized as a class in the more than 30 “courts of the 
bourgeois” according to procedures laid down in the As- 
sises de la cour des bourgeois, which, unlike other parts of 
the Assises, reflect the traditions of Roman law in south- 

ern France. 
The Italians had acquired exceptional privileges in the 

ports because they supplied the indispensable naval aid 

and shipping essential to regular contact with Europe. 
These privileges usually included a quarter that they main- 
tained as a virtually independent enclave. Its status was 
guaranteed by treaty between the kingdom and the 
“mother” city (Venice, Genoa, Pisa, etc.). 
European settlers in the Crusader states, however, were 

only a small minority of the population. If the early Cru- 
saders were ruthless, their successors, except for occasion- 
al outbursts during campaigns, were remarkably tolerant 
and flexible in dealing with the diverse sectors of the native 
population. Muslim town dwellers who had not fled were 
captured and put to menial tasks. Some, it is true, ap- 
peared in Italian slave marts, but royal and ecclesiastical 
ordinances at least restricted slave owners’ actions. Bap- 

tism brought with it immediate freedom. 
Few Muslims were slaves. Most of those who remained 

were peasants who for centuries had been a large part of 

the rural population and were permitted to retain their 

holdings, subject to fiscal impositions not unlike those of 
the European serf and usually identical to those originally 
levied by their former proprietors on all non-Muslims. 
Muslim nomads, or Bedouins, who from time immemori- 
al had moved their herds with the seasons, were granted 
their traditional rights of pasturage by the king. 
Most mosques were appropriated during the conquest, 

but some were restored, and no attempt was made to re- 
strict Muslim religious observance. Occasionally a mihrab 
(prayer niche) was retained for Muslim worshippers in a 
church that had formerly been a mosque. The tolerance of 
the Franks, noted by Arab visitors, often surprised and dis- 
turbed newcomers from the West. 
Legal practices. Native Christians were governed ac- 
cording to the Assises de la cour des bourgeois. Each na- 
tional group retained its institutions. The Syrians, for 
example, maintained a court overseen by the rais (raZs), a 
chieftain of importance under the Frankish regime. An im- 
portant element in the kingdom’s army, the corps of Tur- 
copoles, made up of lightly armed cavalry units, was also 
composed largely of native Christians, including, appar- 
ently, converts from Islam. The principle of personality of 

law applied to all: the Jew took oath on the Torah, the 
Samaritan on the Pentateuch, the Muslim on the Quran, 
and the Christian on the Gospels. 
The Jewish community of Palestine, which had declined 

in the 11th century, was drastically reduced by the First 
Crusade. As the Latin kingdom settled into a routine of 
government, however, the situation improved. Indeed, 
there is reason to believe that the later, more stable regime 
made possible a not inconsiderable Jewish immigration, 
not, it seems, as in earlier times, from the neighbouring 
lands of the Middle East, but from Europe. 
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Thus, by the 1170s the Crusader states of Outremer, as 

the area of Latin settlement came to be called, had devel- 
oped well-established governments. With allowance made 

for regional differences (e.g., Antioch in its early years 
under the Norman dynasty was somewhat more central- 
ized), the institutions of the northern states resembled 

those of Jerusalem. The governing class of Franks was no 
longer made up of foreign conquerors but of local residents 
who had learned to adjust to a new environment and were 
concerned with administration. A few—such as Reginald 
of Sidon and William of Tyre, the archbishop and chan- 

cellor, respectively—were fluent in Arabic. Many others 

knew enough of the language to deal with the local inhab- 
itants. Franks adopted native dress, ate native food, em- 

ployed native physicians, and married Syrian, Armenian, 
or converted Muslim women. 
But the Franks of Outremer, though they sometimes ac- 

quired a love of luxury and comfort, did not lose the will 

or ability to confront danger; nor did they “go native.” In 
fundamentals, they were Latin Christians who adhered to 
the traditions of their French forebears. The Assises were 
in French, and other documents were drawn up in Latin. 
William of Tyre, born in the East but educated in Europe, 

wrote a celebrated History of Deeds Done Beyond the Sea 
in the Latin style of the 12th century. 
Artists and architects were influenced by Byzantine and 

Arab craftsmen, but Oriental motifs were usually limited 
to details, such as doorway carvings. A psalter for Queen 
Melisende in the 12th century, for example, shows certain 
Byzantine characteristics, and the artist may have lived in 
Constantinople, but the manuscript is in the then-current 

tradition of French art. Castles followed Byzantine models 

and were often built on the old foundations, though West- 
ern ideas were also incorporated. New churches were built 

or additions made to existing structures, as for example the 
Church of the Holy Sepulchre, in the Romanesque style of 
the homeland. 
All in all, the Franks of the First Kingdom developed a 

distinctive culture and achieved a sense of identity. Until 
baronial dissensions weakened the monarchy in later years, 
the Latin kingdom showed remarkable vitality and inge- 
nuity. It was one of the more sophisticated governmental 
achievements of the Middle Ages. 
The Third Crusade. The news of the fall of Jerusalem 

reached Europe even before the arrival there of Archbish- 

op Josius of Tyre, whom the Crusaders had sent with ur- 
gent appeals for aid. Pope Urban III soon died, shocked, it 
was said, by the sad news. His successor, Gregory VIII, is- 
sued a Crusade bull and called for fasting and penitence. 
Before a new Crusade could be organized, however, a 

modest recovery had begun in the East. Scarcely two weeks 

after Hattin, Conrad of Montferrat, Baldwin V’s uncle, had 
landed at Tyre with a small Italian fleet and a number of 
followers. He immediately established himself sufficiently 
to stave off an attack by Saladin. Conrad also refused to 
submit to King Guy when Saladin released the king at the 
end of 1188 as promised. 
In a daring move to reestablish his authority, Guy sud- 

denly gathered his few followers and besieged Acre, taking 
Saladin completely by surprise. When the Muslim leader 
finally moved his army toward the city, the Crusaders, 

camped outside, had begun to receive reinforcements from 
the West, many under the banner of Henry of Champagne. 
By the winter of 1190-91 neither side had made progress; 
Saladin could not relieve the city, but the Crusaders had 
suffered losses from disease and famine. 
Among the victims of disease was Guy’s wife, Sibyl, the 

source of his claims to the throne. Many of the older 
barons who had thus far supported him now turned to 
Conrad. The marriage of Sibyl’s sister, Isabel, to Hum- 
phrey of Toron was forthwith annulled, and she was con- 
strained to marry Conrad. But Guy refused to abandon his 
claim to the throne. Such was the situation in May 1191, 
when ships arrived off Acre bringing welcome supplies and 
news of the approach of the armies of the Third Crusade. 
The first ruler to respond to the papal appeal was William 

II of Sicily, who immediately abandoned a conflict with 
Byzantium and equipped a fleet that soon left for the East, 
though William himself died in November 1189. English, 
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Danish, and Flemish ships also departed. Meanwhile, 
Gregory VIII had sent a legation to the Holy Roman em- 
peror and participant in the Second Crusade, Frederick 
Barbarossa, now nearly 70 years old and approaching the 
end of an eventful career. Although excommunicated by 
Pope Alexander III and a supporter of antipopes in the 

1160s and 1170s, Frederick had made peace with the 
church in 1177 and for some time had been genuinely de- 
sirous of going on Crusade again. 

He set out in May 1189 with the largest Crusader army so 
far assembled and crossed Hungary into Byzantine territo- 
ry. The Byzantine emperor, Isaac II Angelus, had made a 
secret treaty with Saladin to impede Frederick’s progress 
through Greece, which he did quite effectively. Frederick 
responded by capturing the Byzantine city of Adrianople, 
returning it only when Isaac agreed to transport the Ger- 
mans across the Hellespont into Turkey. In May 1190 
Frederick reached Iconium after defeating a Seljuq army. 
His forces then crossed into Armenian territory. On June 
10 Frederick, who had ridden ahead with his bodyguard, 
was drowned while attempting to swim a stream. His death 
broke the morale of the German army, and only a small 
remnant, under Frederick of Swabia and Leopold of Aus- 
tria, finally reached Tyre. To Saladin and the Muslims, 
who had been seriously alarmed by Frederick’s approach, 
the emperor’s death seemed an act of God. 
In Europe, Archbishop Josius had won over Philip II Au- 

gustus of France and Henry II of England, whose son and 
successor (Richard I the Lion-Heart), took up the cause 
when Henry died in 1189. The extensive holdings of the 
English Angevin kings in France and especially Philip’s de- 
sire to recover Normandy, however, posed problems that 
were difficult to lay aside even during a common enter- 
prise. Thus, it was not until July 4, 1190, three years after 
Hattin, that the English and French rulers met at Vézelay 
and prepared to move with their armies. 
The two kings who finally led the Third Crusade were 

very different persons. Richard had opposed his father and 
was distrustful of his brothers. He could be lavishly gener- 
ous even to his adversaries but often violent to anyone who 
stood in his way. His abilities lay not in administration, for 
which he had no talent, but in war, at which he was a ge- 

nius. The favourite son of Eleanor of Aquitaine, Richard 

epitomized the chivalrous Crusader and personified the 
contemporary troubadour’s view of war with all its aristo- 
cratic courtoisie. Richard could honour his noble Muslim 
opponents but be utterly ruthless to lowborn captives. 
Unlike Richard, Philip II had been king for 10 years and 

was a skilled and unscrupulous politician. He had no love 
for ostentation. Though no warrior himself, he was adept 
at planning sieges and designing siege engines. But he was 
a reluctant Crusader whose real interests lay in the expan- 
sion of his own domains. 

At the suggestion of King William II, Richard and Philip 
met at Messina, in Sicily, where they signed an agreement 
outlining their mutual obligations and rights on the Cru- 
sade. Philip arrived with the French fleet at Acre on April 
20, 1191, and the siege was begun again in earnest. 
After a stormy passage, Richard put in at Cyprus, where 

his sister Joan and his fiancée, Berengaria of Navarre, had 
been shipwrecked and held by the island’s Byzantine ruler, 
a rebel prince, Isaac Comnenus. Isaac underestimated 
Richard’s strength and attacked. Not only did Richard de- 
feat and capture him, but he proceeded to conquer Cyprus, 
an important event in the history of the Crusades. The is- 
land would remain under direct Latin rule for the next four 
centuries and would be a vital source of supplies through- 
out the Third Crusade and beyond. Even after the fall of 
the Crusader states, Cyprus remained a Christian outpost 
in the East. 
Richard left Cyprus and arrived on June 8 at Acre, where 

he reinvigorated the siege. A month later, after constant 
battering at the walls by siege engines and after Saladin’s 
nephew had failed to fight his way into the city, the garri- 
son surrendered in violation of Saladin’s orders. The Mus- 
lim leader was shocked by the news, but nevertheless he 
ratified the surrender agreement. In exchange for the lives 
of the Muslim garrison, he agreed to return the True Cross, 
render 200,000 dinars, and release all of his Christian pris- 
oners—still more than 1,000 men. 
As the Crusaders entered the city, disputes arose over the 

disposal of areas. Richard offended Leopold of Austria, 
and Philip, who felt that he had fulfilled his Crusader’s vow 
and who was unwell, left for home in August. Though the 

The role of 

Richard I 

and 

Philip II 



Assessment 

of the 
Third 

Crusade 

English and French troops resented Philip’s departure, it 

did leave Richard in control. When Saladin failed to pay 
the first installment of the ransom for the prisoners on 

schedule, Richard flew into a rage. He ordered that all 

2,700 members of the Muslim garrison be marched outside 

the city and executed in view of Saladin and his army. Sal- 
adin responded by massacring most of his Christian 
hostages. Clearly, the deal was off. 
The first and only pitched battle between the forces of Sal- 

adin and the Third Crusade occurred on September 7, 

1191, at Arsuf. Richard’s military brilliance won the day, 
forcing Saladin to retreat with heavy losses, while the En- 
glish king’s casualties were very light. After Arsuf, Saladin 
decided not to risk open battle again with Richard, who 

quickly recaptured Jaffa and established it as his base of 
operations. Richard next reestablished Christian control of 
the coast and refortified Ascalon to the south. Twice 
Richard led the Crusaders to Jerusalem, yet on both occa- 
sions he was forced to retreat after coming within sight of 
the Holy City. Without control of the hinterland, the king 
knew that he could not hold Jerusalem for long. Although 
tactically sound, Richard’s refusal to lay siege to the city 
was bitterly unpopular among the rank and file. As a re- 

sult, his suggestion that the Crusade attack Saladin’s power 
base in Egypt was rejected by most of the Crusaders. 
After Philip returned to France, he preyed upon Richard’s 

lands; though forbidden by the church, these actions were 
lucrative nonetheless. Richard received urgent messages 
from home requesting his return. Meanwhile, he had been 
in constant communication with Saladin and his brother 
al-‘Adil, and various peace proposals were made, which in- 
cluded marriage alliances. In fact, there seemed to be warm 
cordiality and considerable mutual respect between 

Richard and Saladin. Finally, on September 2, 1192, the 
two signed a three-year peace treaty. The coast from Jaffa 
north remained in Christian hands, but Ascalon was to be 

restored to Saladin after Richard’s men demolished the 
fortifications that they had painstakingly built. Pilgrims 
were to have free access to the holy places. On October 9 
Richard left. He was shipwrecked and finally fell into the 
hands of Leopold of Austria, who had not forgotten the 

slight at Acre. 
The Third Crusade had failed to attain its main objective, 

the retaking of Jerusalem, but in every other way it was a 
great success. Most of Saladin’s victories in the wake of 
Hattin were wiped away. Before he left, Richard consent- 
ed to the request that Guy, who had lost the support of 
nearly all the barons, be deposed and Conrad immediate- 

ly be accepted as king. No sooner was this done than Con- 
rad was assassinated. Isabel was persuaded to marry Henry 
of Champagne, and Guy was given the governorship of 
Cyprus, where his record was far more successful than his 

ill-starred career in Jerusalem. Although he had failed to 
recapture Jerusalem, Richard had put the Christians of the 
Levant back on their feet. 
The Latin East after the Third Crusade. Saladin died on 
March 3, 1193, not long after the departure of the Third 
Crusade. One of the greatest Muslim leaders, a man de- 
voutly religious and deeply committed to jihad against the 
infidel, he was, nevertheless, respected by his opponents. 
His death led once again to divisions in the Muslim world, 
and his Ayyubid successors were willing to continue a state 
of truce with the Crusaders, which lasted into the early 
years of the 13th century. The truce was politically and 
economically advantageous for both sides, and the Italians 
were quick to make profitable trade connections in Egypt. 
The Franks were able to adjust to the new situation and to 
organize what in effect was a new titular kingdom of 
Jerusalem centring on Acre, generally known as the Sec- 
ond Kingdom. 
In 1194 Amalric of Lusignan succeeded his brother Guy 

as ruler of Cyprus, where he later accepted investiture as 
king from the chancellor of Emperor Henry VI. In 1197, 
following the death of Henry of Champagne, Amalric suc- 
ceeded to the throne of Jerusalem, and in 1198 he married 
the thrice-widowed Isabel. He chose, however, to govern 
his two domains separately, and in Acre he proved to be 
an excellent administrator. The Livre au roi (“Book of the 

King”), an important section of the Assises de Jérusalem, 
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dates from his reign. He also dealt wisely with Saladin’s 

brother, al-‘Adil of Egypt. On Amalric’s death in 1205, the 
kingdoms of Cyprus and Jerusalem were divided, and in 

1210 the latter was given to John of Brienne, a French 

knight nominated by Philip, who came east and married 
Conrad’s daughter, Mary. 
There were also adjustments in the two northern states. 

When Raymond III of Tripoli died (1187), his county 

passed to a son of Bohemond III of Antioch, thus uniting 
the two principalities. In general, Antioch-Tripoli followed 
the relatively independent course laid down by Bohemond 

Il. 
Armenia was more closely involved in Latin politics, 

partly as a result of marriage alliances with the house of 
Antioch-Tripoli. King Leo II of Armenia joined the Cru- 

saders at Cyprus and Acre. Desirous of a royal crown, he 
approached both pope and emperor, and in 1198, with 

papal approval, royal insignia were bestowed by Archbish- 

op Conrad of Mainz, in the name of Henry VI. At the 
same time, the Armenian church officially accepted a 

union with Rome, which, however, was never popular with 

the lower clergy and general populace. 

THE FOURTH CRUSADE AND THE LATIN 

EMPIRE OF CONSTANTINOPLE 

Pope Innocent III was the first pope since Urban II to be 
both anxious and able to make the Crusade a major papal 

concern. In 1198 he called a new Crusade through legates 
and encyclical letters. In 1199 a tax was levied on all cler- 
ical incomes—later to become a precedent for systematic 
papal income taxes—and Fulk of Neuilly, a popular ora- 
tor, was commissioned to preach. At a tournament held by 
Thibaut II] of Champagne, several prominent French no- 

bles took the cross. Among them was Geoffrey of Ville- 
hardouin, author of one of the principal accounts of the 

Crusade; other important nobles joined later, and contact 
was made with Venice to provide transport. 
Unfortunately, Thibaut of Champagne died before the 

Crusaders departed for Venice, and the barons turned to 
Boniface of Montferrat, whose involvement as leader of 
the Crusade proved to be fateful. He had close family ties 
with both the Byzantine Empire and the Crusader states. 
His brother, Conrad of Montferrat, had received the crown 
of Jerusalem only to be murdered by the Assassins (an 

Islamic extremist sect) shortly thereafter. Before coming to 
the Holy Land, Conrad had married the sister of Emperor 
Isaac II Angelus and received the title of Caesar. Boniface 
was also the vassal of Philip of Swabia, who was a con- 
tender for the German throne and the son-in-law of Isaac 
II. In 1195, Isaac was blinded and deposed by his brother, 
who took the throne as Alexius III. Several years later, 

Isaac’s son, also named Alexius, escaped from Constan- 
tinople and fled to Philip’s court. At Christmas 1201, Boni- 
face, Philip, and the young Alexius discussed the possibility 
of using the Crusade to depose Alexius III and place the 

young man on the throne. Boniface sought the approval of 
the pope for the diversion, but Innocent refused to allow 

it. The young Alexius also journeyed to Rome, but had no 
better luck with Innocent III. Despite the papal prohibi- 
tion, Boniface and the Byzantine prince still hoped to find 
a way to move the Crusade toward Constantinople on its 
way to the Holy Land. 
When the Crusader army arrived in Venice in the sum- 

mer of 1202 it was only one-third of its projected size. This 

was a serious problem, since the French had contracted 
with the Venetians for a fleet and provisions that they now 
realized they neither needed nor could afford. The Vene- 
tians had incurred enormous expense for the French and 

were understandably upset by their inability to pay. The 

leader of Venice, Doge Enrico Dandolo, was a man of 
great sagacity and prudence who was in his nineties and 
completely blind by the time of the Crusade. Dandolo pro- 
posed that if the French would assist the Venetians in cap- 
turing the rebellious city of Zadar (now in Croatia), he 
would be willing to suspend the outstanding debt until it 
could be paid in captured booty. With few options, the 
Crusaders agreed, even though Zadar was a Christian city 
under the control of the king of Hungary, who had taken 
the Crusader’s vow. Innocent was informed of the plan, 
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but his veto was disregarded. In November 1202, the Cru- 

saders captured Zadar and wintered there. Reluctant to 
jeopardize the Crusade, Innocent gave conditional absolu- 

tion to the Crusaders, but not to the Venetians. 
Meanwhile, envoys from Philip of Swabia arrived at 

Zadar with an offer from Alexius, the Byzantine prince. If 

the Crusaders would sail to Constantinople and topple the 
reigning emperor, Alexius would place the Byzantine 

church in submission to Rome, pay the Crusaders an 

enormous sum, and join the Crusade to Egypt (now the 
centre of Muslim power in the Levant) with a large army. 
It was a tempting offer for an enterprise that was short on 

funds. The Crusade leaders accepted it, but a great many 

of the rank and file wanted nothing to do with the propos- 

al and many deserted. The Crusade sailed to Corfu before 
arriving in Constantinople in late June 1203. After the 
Crusaders attacked the northeastern corner of the city and 
set a destructive fire, the citizens of Constantinople turned 

against Alexius III, who then fled. The Byzantine prince 
was elevated to the throne as Alexius IV along with his 
blind father, Isaac II. 

Although the new emperor tried to make good his prom- 
ises to the Crusaders, he soon ran short of money. He also 

faced anti-Latin hatred in Constantinople, which had been 
endemic for decades and now reached a fever pitch. Alex- 

ius IV, who owed his throne to Latins, became bitterly un- 
popular and was finally toppled in a palace coup in late 

January 1204. The Crusaders, now cheated of their reward 
and disgusted at the treachery of the Byzantines, declared 
war on Constantinople, which fell to the Fourth Crusade 
on April 12, 1204. What followed was one of the most 
profitable and disgraceful sacks of a city in history. Despite 

their oaths and the threat of excommunication, the Cru- 
saders ruthlessly and systematically violated the city’s holy 
sanctuaries, destroying, defiling, or stealing all they could 
lay hands on. Many also broke their vows to respect the 
women of Constantinople and assaulted them. When In- 

nocent III heard of the conduct of his pilgrims, he was 
filled with shame and strongly rebuked them. 
Before the capture of Constantinople, the Crusaders had 

decided that 12 electors (six Venetians and six Franks) 
should choose an emperor who would rule one-fourth of 
the imperial domain. The other three-fourths were to be di- 
vided. The clergy of the party that did not include the em- 
peror elect were to oversee Hagia Sophia and choose a 

patriarch. A small amount of property was specifically des- 
ignated to support the clergy, and the rest was divided as 
booty. 

Once order had been restored, the Franks and the Vene- 
tians implemented their agreement; Baldwin of Flanders 
was elected emperor, and the Venetian Thomas Morosini 

chosen patriarch. Various Latin-French lordships through- 

out Greece—in particular, the duchy of Athens and the 
principality of the Morea—did provide cultural contacts 
with western Europe and promoted the study of Greek. 

There was also a French impact on Greece. Notably, a col- 

lection of laws, the Assises de Romanie, was produced. The 
Chronicle of the Morea appeared in both French and 
Greek (and later Aragonese) versions. Impressive remains 
of Crusader castles and Gothic churches can still be seen in 
Greece. Nevertheless, the Latin empire always rested on 
shaky foundations. Indeed, not all of the Byzantine Empire 
was conquered by the Crusade. The imperial government 
continued in Nicaea, and the offshoot Empire of Trebi- 
zond, at the eastern end of the Black Sea, lasted until 1461. 
The Byzantine Despotate of Epirus was also established, 
and the Bulgarians remained hostile to the Crusaders. Fi- 
nally, in 1261 a sadly diminished Constantinople was re- 
conquered by Michael VIII Palaeologus with the aid of 
Genoa, the traditional rival of Venice. The city, however, 
would never be the same. For the remainder of its Chris- 
tian history, it would remain poor, dilapidated, and large- 
ly abandoned. 

The belief that the conquest of Constantinople would 

help Crusading efforts was a mirage. Indeed, the opposite 
was true, for the unstable Latin Empire siphoned off much 
of Europe’s Crusading energy. The legacy of the Fourth 
Crusade was the deep sense of betrayal the Latins had in- 
stilled in their Greek coreligionists. With the events of 

1204, the schism between the Catholic West and Orthodox 

East was complete. 

Crusades of the 13th century 

CRUSADES IN THE WEST 

The Albigensian Crusade. By the mid-12th century, 
control of Jerusalem and the Holy Land was no longer the 
only goal of the Crusade. Rather, it became a special class 
of war called by the pope against the enemies of the faith, 
who were by no means confined to the Levant. Crusades 
continued in the Baltic region against pagans and in Spain 
against Muslims. Yet in the heart of Europe a more serious 
threat faced Christendom—heresy. In the medieval world, 
heresy did not represent benign religious diversity but was 
seen as a cancerous threat to the salvation of souls. It was 
held to be even more dangerous than the faraway Muslims 
because it harmed the body of Christ from within. 
The most vibrant heresy in Europe was Catharism, also 
known as Albigensianism for Albi, a city in southern 

France where it flourished. A dualist belief, Catharism held 
that the universe was a battleground between good, which 
was spirit, and evil, which was matter. Human beings were 
believed to be spirits trapped in physical bodies. The lead- 
ers of the religion, the perfects, lived with great austerity, 
remaining chaste and avoiding all foods that came from 
sexual union, including meat, cheese, and eggs. 
The church had attempted for years to root the heresy out 

of southern France, where it remained popular, particular- 

ly among the nobility. St. Dominic, who was sent to the re- 

gion to preach to the people and debate the Cathar leaders, 
formed his Order of Preachers (Dominicans) in response to 

the heresy. All efforts at eradication failed, however, large- 
ly because of the tolerance of the Cathari maintained by 
Raymond VI of Toulouse, the greatest baron of the area, 
and by most secular lords in the region. Shortly after his 
excommunication for abetting the heretics, Raymond was 
implicated in the murder of a papal legate sent to investi- 
gate the situation. For Pope Innocent III, that was the final 
straw. In March 1208, he called for a Crusade against 
Raymond and the heretics of Languedoc, which began the 
following year. <5 
The Albigensian Crusade was immensely popular in 

northern France because it gave pious warriors an oppor- 
tunity to win a Crusade indulgence without traveling far 
from home or serving more than 40 days. During the first 
season, the Crusaders captured Béziers in the heart of 
Cathar territory and—following the instructions of the 
papal legate who allegedly said, “Kill them all. God will 
know his own,” when asked how the Crusaders should dis- 
tinguish the heretics from true Christians—massacred al- 
most the entire population of the city. With the exception 
of Carcassonne, which held out for a few months, much of 
the territory of the Albigeois surrendered to the Crusaders. 
Command of the Crusade was then given to Simon, the 

lord of Montfort and earl of Leicester, who had served dur- 
ing the Fourth Crusade. Abandoning the Crusade after it 
attacked the Christians at Zadar, Simon had fought in the 
Holy Land. 

The Albigensian Crusade dragged on for several years, 
with new recruits arriving each spring to assist Simon. By 
the end of the summer, however, they would all return 

home, leaving him with a skeleton force to defend his 
gains. By 1215, when the Fourth Lateran Council met to 
consider the state of the church, Simon had captured most 
of the region, including Toulouse. The council gave the 
lands to Simon and then rescinded the Crusade indulgence 
for the war so that a new Crusade to the East could be 
organized. 
A few years later a rebellion against the northerners that 

crystallized around Raymond and his son, Raymond VII, 
recaptured much lost territory. Simon was killed during a 
siege of Toulouse. The Albigensian Crusade was finally 
brought to a close by the French King Louis VIII. Al- 
though he died soon after his victory in the south, Louis 
restored northern control over the region in 1226 and 
dashed the hopes of Raymond’s family for an independent 
Toulouse. In 1229, the younger Raymond accepted a 
peace through which all of his ancestral lands would go to 
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the royal house of the Capetians at his death. It was, there- 
fore, the French crown, which came to the Crusade quite 

late, that was the ultimate victor. 
For all of its violence and destruction, the Albigensian 

Crusade failed to remove the Cathar heresy from Langue- 
doc. It did, however, provide a solid framework of new sec- 
ular lords willing to work with the church against the 
heretics. Through the subsequent efforts of the Dominican 
inquisitors, Catharism was virtually eliminated in Langue- 

doc within a century. 
The Children’s Crusade. The same strong feelings of 

piety and righteousness that led knights to take the cross 
and march to war also affected the common people, who 
lacked the wealth or training to do the same. The repeated 
failure of the organized Crusades to reclaim Jerusalem and 
the True Cross frustrated all Christians. This combination 
of frustration and strong religious enthusiasm led to fre- 
quent and sometimes bizarre manifestations of popular 
piety, such as the so-called Children’s Crusade in 1212. 
The Children’s Crusade was neither a Crusade, nor was it 
made up of an army of children. The pope did not call it— 

indeed, no one did. Instead, it was an unsanctioned popu- 
lar movement, whose beginning and ending are hard to 
trace. It is known, however, that in early 1212 a young man 

named Nicholas of Cologne became the focal point for a 
popular movement that swept through the Rhineland. 
After allegedly receiving divine instruction, Nicholas set 
out to rescue Jerusalem from the Muslims. He believed 
that when he reached the Mediterranean, God would dry 
up the waters so that he could walk across to Palestine. 

Hundreds and then thousands of children, adolescents, 
women, the elderly, the poor, parish clergy, and the occa- 
sional thief joined him in his march south. In every town 
the people hailed the “Crusaders” as heroes, although the 
educated clergy ridiculed them as deranged or deceived. In 
July 1212, despite the summer heat that had caused many 
to give up and return home, Nicholas and his followers 

crossed the Alps into Italy. 
Word of Nicholas’s Crusade spread across Europe, spark- 

ing similar “miracles” and popular movements, although 
usually on a much smaller scale. One such movement, 
which may actually have preceded the Rhineland Crusade, 
occurred in Cloyes, a small town in France, where Stephen, 
a 12-year-old shepherd, had a vision of Jesus, who ap- 
peared dressed as a pilgrim and asked for bread. After re- 

ceiving some bread from the boy, Jesus gave him a letter 
for the king of France. Stephen then left for Paris and at- 
tracted hundreds of followers from the same constituency 
that Nicholas of Cologne did. As they marched toward 
Paris, they sang, “Lord God, exalt Christianity! Lord God, 
restore to us the True Cross!” When they reached the city, 
Stephen delivered the letter to Philip Augustus. The king 
thanked the boy for the letter, then everyone cheered and 
went home. The letter’s contents are not known with cer- 
tainty, but it was probably an exhortation for the king to 
once again Crusade—something Philip had no intention of 

doing. 
By late summer Nicholas’s multitudes had reached Lom- 

bardy and entered various port cities. Nicholas himself ar- 
rived with a large gathering at Genoa on August 25. To the 
great disappointment of the “Crusaders ” the sea did not 
open for them, nor did it allow them to walk across its 
waves. At this point many probably returned home, while 
others remained in Genoa. It was said that some marched 
to Rome, where Innocent III praised their zeal but released 
them from their “vows.” The fate of Nicholas is also un- 
clear. Some claimed that he joined the Fifth Crusade, oth- 
ers that he died in Italy. 
The Teutonic Knights and the Baltic Crusades. Found- 

ed during the Third Crusade, the Teutonic Knights were a 
German military order modeled on the Hospitallers. By 
the 13th century the order began to shift its focus from the 
Holy Land to Europe. From 1211 to 1225, it waged war 
against pagans in Transylvania and effectively Christian- 
ized the region but was subsequently expelled by the king 
of Hungary. The grand master of the order, Hermann von 
Salza, then agreed to assist the Polish duke Conrad of Ma- 
zovia in his war against the pagan Prussians of the Baltic 
region. The emperor and pope agreed that the Teutonic 
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Knights should rule all pagan lands that they conquered, 

and during the 13th and 14th centuries the order con- 
quered all of Prussia and the northern Baltic region, build- 
ing a prosperous Christian state there. As rulers, the 
Teutonic Knights played an important part in European 
history for many centuries. 

CRUSADES TO THE EAST 

The Fifth Crusade. The Children’s Crusade revealed 
that despite repeated failures, Europeans were still com- 

mitted to recapturing Jerusalem and rescuing the True 
Cross. Almost immediately after the Fourth Crusade, In- 
nocent III began planning for another expedition to the 
East. Although delayed by controversies involving the im- 
perial succession and related matters, Innocent was ready 
to call the warriors of Christendom to fight for the restora- 
tion of Western rule in the Holy Land by 1213. Innocent 
learned from the mistakes of the Fourth Crusade and was 
determined that the new effort would be controlled every 
step of the way by the church. He commissioned a new 
corps of Crusade preachers, who were specially trained and 

then dispatched strategically to garner warriors. Innocent 
also sent out legates to oversee recruitment and prepara- 
tions. He wanted this new Crusade to be an inclusive ef- 
fort. Those who could not physically march to the East 
were enjoined to help the Crusade through prayer and fast- 
ing. Those with sufficient funds could share in the Crusade 
indulgence by financing a Crusader who would otherwise 
be unable to go. At the Fourth Lateran Council in 1215 the 
blueprints for the new campaign were drafted and all of 
Europe was directed to take part. Innocent, however, died 
before the first Crusaders left, and his successor, Honorius 
III, would oversee the progress of the Fifth Crusade. 
The first contingents of the Fifth Crusade, led by King 
Andrew of Hungary, reached Acre in the fall of 1217. An- 
drew accomplished little, however, before departing in Jan- 
uary 1218. A large fleet of Frisian, German, and Italian 
Crusaders arrived in April and joined the remnants of An- 
drew’s force. In May, the combined army set out for Egypt 
under the leadership of John of Brienne (the titular king of 
Jerusalem from 1210). The idea of capturing Egypt in 
order to break Muslim power in the region before turning 
to Jerusalem had been endorsed by Richard the Lion- 
Heart during the Third Crusade. Although controversial at 
the time, by the time of the Fifth Crusade it was the ac- 
cepted strategy among Crusade leaders. By August the Cru- 
saders had captured a strategic tower at Damietta. In 
September the expedition organized under papal auspices 

and consisting mainly of French Crusaders arrived under 
the Cardinal-legate Pelagius. Since Pelagius maintained 
that the Crusaders were under the jurisdiction of the 
church, he declined to accept the leadership of John of Bri- 
enne and often interfered in military decisions. 
By February 1219, the Muslims were seriously alarmed 

and offered peace terms that included the cession of the 
Kingdom of Jerusalem, including the Holy City, as well as 
the return of the True Cross. King John and many of the 
Crusaders were eager to accept, but Pelagius, supported by 
the military orders and the Italians, refused. Damietta was 
finally taken on November 5, 1219, and for more than a 
year no further progress was made. Pelagius remained op- 
timistic, still expecting the arrival of Holy Roman Emper- 
or Frederick II—who had promised to go on Crusade in 
1215—and convinced of the imminent approach of a leg- 
endary Asian Christian “King David.” In July 1221 he or- 
dered an advance on Cairo, which King John opposed but 
joined. Unfortunately, Pelagius, who knew nothing about 
the hydrography of the Nile, chose a campsite susceptible 
to the river’s annual floods. Al-Malik al-Kamil, the Egyp- 
tian sultan, opened the sluice gates and the Crusader army 
was hopelessly bogged down and forced to surrender. In re- 
turn for their lives, the Crusaders agreed to evacuate 
Damietta and leave Egypt. It was a bitter defeat, for al- 
though Jerusalem had been at their fingertips throughout 
the Crusade, they were now forced to retreat with nothing. 
Always on the verge of success, the Fifth Crusade failed 

largely because of divided leadership and the frequently 
unwise decisions of Pelagius. It might perhaps have suc- 
ceeded if Frederick II had set out as promised, and it is sig- 
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nificant that disillusioned critics blamed the emperor and 

the pope as well as Pelagius. All in all, it was a dreary 
episode, relieved only by the presence of Francis of Assisi, 
whom Pelagius reluctantly permitted to cross the lines, 
where he was courteously received by al-Malik al-Kamil. 
However, despite Francis’s heartfelt plea, the Muslim 
leader declined his offer to convert to Christianity. 

The Crusade of Frederick II. The failure of the Fifth 
Crusade placed a heavy responsibility on Frederick II, 

whose motives as a Crusader are difficult to assess. A con- 

troversial figure, he has been regarded by some as the arch- 

enemy of the popes and by others as the greatest of 

emperors. His intellectual interests included Islam, and his 
attitude might seem to be more akin to that of the Eastern 
barons than the typical Western Crusader. Through his 

marriage to John of Brienne’s daughter Isabella (Yolande), 
he established a claim first to the kingship and then, on Is- 

abella’s death in 1228, to the regency of Jerusalem (Acre). 

As emperor he could claim suzerainty over Cyprus because 

his father and predecessor, Henry VI, was paid homage by 
the Cypriot king and bestowed a crown on him. 

After being allowed several postponements by the pope to 

settle affairs in the empire, Frederick finally agreed to 
terms that virtually placed his expedition under papal ju- 
risdiction. Yet his entire Eastern policy was inextricably 

connected with his European concerns: Sicily, Italy and the 
papacy, and Germany. Cyprus-Jerusalem became, as a 

consequence, part of a greater imperial design. 
Most of his Crusade fleet left Italy in the late summer of 

1227, but Frederick was delayed by illness. During the 
delay he received envoys from al-Malik al-Kamil of Egypt, 
who, threatened by the ambitions of his Ayyubid brothers, 
was disposed to negotiate. Meanwhile, Pope Gregory IX, 

less patient than his predecessor, rejected Frederick’s plea 

that illness had hindered his departure and excommuni- 
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King Louis IX of France embarking on the last Crusade to Tunis, 1270, from 
“History of Saint Louis,” c. 1280 

cated the emperor. Thus, when Frederick departed in the 

summer of 1228 with the remainder of his forces, he was 
in the equivocal position of a Crusader under the ban of 

the church. He arrived in Cyprus on July 21. 

In Cyprus, John of Ibelin, the leading member of the in- 
fluential Ibelin family, had been named regent for the 
young Henry I. Along with most of the barons, he was will- 

ing to recognize the emperor’s rights as suzerain in Cyprus. 

But because news of Isabella’s death had arrived in Acre, 
the emperor could claim only a regency there for his infant 
son. John obeyed the emperor’s summons to meet him in 
Cyprus but despite intimidation refused to surrender his 
lordship of Beirut and insisted that his case be brought be- 

fore the high court of barons. The matter was set aside, and 
Frederick left for Acre. 
In Acre, Frederick met more opposition. News of his ex- 
communication had arrived, and many refused to support 

him. Dependent, therefore, on the Teutonic Knights and 
his own small contingent of German Crusaders, he was 

forced to attempt what he could by diplomacy. Negotia- 
tions, accordingly, were reopened with Al-Malik al-Kamil. 
The treaty of 1229 is unique in the history of the Cru- 

sades. By diplomacy alone and without major military 

confrontation, Jerusalem, Bethlehem, and a corridor run- 
ning to the sea were ceded to the Kingdom of Jerusalem. 
Exception was made for the Temple area, the Dome of the 

Rock, and the Aqsa Mosque, which the Muslims retained. 
Moreover, all current Muslim residents of the city would 

retain their homes and property. They would also have 

their own city officials to administer a separate justice sys- 

tem and safeguard their religious interests. The walls of 
Jerusalem, which had already been destroyed, were not re- 
built, and the peace was to last for 10 years. 

Nevertheless, the benefits of the treaty of 1229 were more 
apparent than real. The areas ceded were not easily defen- 
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sible, and Jerusalem soon fell into disorder. Furthermore, 
the treaty was denounced by the devout of both faiths. 
When the excommunicated Frederick entered Jerusalem, 
the patriarch placed the city under interdict. No priest was 
present, and Frederick placed a crown on his own head 
while one of the Teutonic Knights read the ceremony. 
Leaving agents in charge, he hastily returned to Europe 
and at San Germano made peace with the pope (July 23, 
1230). Thereafter, his legal position was secure, and the 

pope ordered the patriarch to lift the interdict. 
Jerusalem and Cyprus, however, were now plagued by 

civil war because Frederick’s imperial concept of govern- 

ment was contrary to the well-established preeminence of 

the Jerusalem baronage. The barons of both Jerusalem and 

Cyprus, in alliance with the Genoese and a commune 
formed in Acre that elected John of Ibelin as mayor, resis- 
ted the imperial deputies, who were supported by the 

Pisans, the Teutonic Knights, Bohemond of Antioch, and 
a few nobles. The clergy, the other military orders, and the 

Venetians stood aloof. 
The barons were successful in Cyprus, and in 1233 Henry 

I was recognized as king. Even after John of Ibelin, the 
“Old Lord of Beirut,” died in 1236, resistance continued. 

In 1243 a parliament at Acre refused homage to Freder- 
ick’s son Conrad, unless he appeared in person, and named 

Alice, queen dowager of Cyprus, as regent. 
Thus it was that baronial rule triumphed over imperial 

administration in the Levant. But the victory of the barons 
brought to the kingdom not strength but continued divi- 
sion, which was made more serious by the appearance of 
new forces in the Muslim world. The Khwarezmian Turks, 
pushed south and west by the Mongols, had upset the 

power balance and gained the support of Egypt. After the 
10 years’ peace had expired in 1239, the Muslims easily 
took back the defenseless Jerusalem. The Crusades of 1239 
to 1241, under Thibaut IV of Champagne and Richard of 

Cornwall, brought about the return of the city as well as 
other lost territories through negotiation. However, in 
1244 an alliance of Jerusalem and Damascus failed to pre- 
vent the capture and sack of Jerusalem by Khwarezmians 
with Egyptian aid. All the diplomatic gains of the preced- 

ing years were lost. Once again the Christians were con- 
fined to a thin strip of ports along the Mediterranean coast. 

The Crusades of St. Louis. In June 1245, a year after 

the final loss of Jerusalem, Pope Innocent IV opened a 
great ecclesiastical council at Lyons. Although urgent ap- 
peals for help had come from the East, it is unlikely that 
the Crusade was uppermost in the pope’s mind for a com- 
bination of crises confronted the church: numerous com- 
plaints of clerical abuses, increasing troubles with 
Frederick II in Italy, and the advance of the Mongols into 
eastern Europe. Nevertheless, when King Louis IX of 
France announced his intention to lead a new Crusade, the 

pope gave it his support and authorized the customary levy 

on clerical incomes. 
As a Crusader, Louis (who would be canonized in 1297) 

was the antithesis of Frederick. Possessed of a rare combi- 
nation of religious devotion, firmness as a ruler, and bray- 
ery as a warrior, he seemed the very ideal of the Crusader. 
He was beloved by his subjects and respected abroad. He 
ardently believed the Crusade to be God’s work, and he 
was far from sympathetic to the pope’s use of Crusade 
propaganda against the emperor. 
It was three years before Louis was ready to embark. 

Peace had to be arranged with England, transport had to 
be provided by Genoa and Marseilles, and funds had to be 

raised. When the king embarked in August 1248, he was 
accompanied by his queen; his brothers Robert of Artois 
and Charles of Anjou; many distinguished French nobles, 
including Jean de Joinville, author of the Vie de St. Louis; 
and a small English contingent. His army was a formida- 
ble one, numbering perhaps 15,000. France was left in the 
experienced hands of the queen mother, Blanche of 

Castile. 
The Crusade arrived at Cyprus in September, and it was 

again decided to attack Egypt. Since a winter campaign 
was not feasible and Louis rejected the suggestion that he 
attempt negotiations, it was not until May 1249 that an ex- 
pedition of some 120 large and many smaller vessels got 
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under way. Fortune favoured them at first, and Damietta 
was again in Christian hands by June. Shortly afterward, 

the army was strengthened by the arrival of Louis’s third 
brother, Alphonse of Poitiers. Sultan Salih-Ayytb’s death 

was followed by confusion in Cairo, which, after some ar- 

gument, had become the Crusaders’ objective. In February 

1250 Robert of Artois led a surprise attack on the Egyptian 

camp two miles (three kilometres) from Al-Mansitrah, but, 

rejecting the advice of more-experienced campaigners and 
acting impetuously, he was trapped within the city. Many 

knights lost their lives. Louis soon arrived with the main 
army and won another victory, albeit a costly one, near Al- 

Mansurah. It was the last Crusader success. 
Meanwhile, Tiran-Shah, the sultan’s son, had returned 

from Diyarbakir (now in Turkey) to Cairo and temporari- 

ly dominated dissident factions there. Frankish supply 
ships from Damietta were intercepted, and before long the 

Crusaders were suffering from famine and disease. Louis, 
reluctant to abandon a work to which he had dedicated his 

very kingdom, perhaps delayed too long before ordering a 
retreat. Refusing the pleas of others to protect himself by 
fleeing, he remained to lead his soldiers and was captured 

with many of them as the Muslim forces closed in. 
The king and nobles were held for ransom, but many 
non-noble captives were killed. The queen, who had just 

given birth to a son sorrowfully named John Tristan, man- 
aged with great courage to secure sufficient food and to 

persuade the Genoese and Pisans not to evacuate Damiet- 

ta until it could be ceded formally by treaty and the king’s 
ransom arranged. On May 6, 1250, the king was released, 
and Damietta surrendered. 
Despite the pleadings of his advisers, Louis did not return 
home immediately. He felt bound in conscience to negoti- 
ate the release of as many prisoners as possible, and he also 

improved the defenses of the kingdom by strengthening a 
number of fortifications before he left in April 1254. Thus, 
he atoned in some small measure for the failure of the Cru- 
sade and returned to France, determined to lead a life as a 
Christian king worthy of rescuing Jerusalem one day. 
During these same years a group of Mongols under 

Hiilegii overran Mesopotamia and in 1258 took Baghdad, 
thus ending the venerable ‘Abbasid caliphate. In 1260, the 
Mamluks of Egypt, a new dynasty that had arisen from the 
leaders of former slave bodyguards of the sultan, defeated 

the Mongols at ‘Ayn Jalit in Syria and halted their south- 
ward advance. The Muslim states of Syria were caught in 
the middle, and the Latin states were in grave danger. King 
Hayton of Armenia and his son-in-law Bohemond VI of 
Antioch-Tripoli allied themselves with the Mongols. But 
the barons at Acre were still more disposed to deal with the 
Muslims, whom they knew, than with the terrifying and 

unknown Mongols. 
In 1260, after murdering his predecessor, Baybars became 

sultan of Egypt. Though this famous Mamluk sultan did 
not live to see the fall of the Latin states before his death 
in 1277, he did reduce them to a few coastal outposts. Bay- 
bars was ruthless, utterly lacking the generous chivalry that 
the Crusaders had admired in Saladin. Most of his con- 
quests were followed by a general massacre of the inhabi- 
tants. In 1265, he took Caesarea, Haifa, and Arsuf. The 
following year he conquered Galilee and devastated Cili- 
cian Armenia. In 1268, Antioch was taken and all the in- 

habitants slaughtered. The great Hospitaller fortress of 

Krak des Chevaliers fell three years later. 
These disasters again brought pleas for aid from the West. 
King Louis once again took up the cross, but his second 
venture never reached the East. The expedition instead 
went to Tunis, probably because of the influence of Louis’s 

brother, Charles of Anjou, who had recently been named 
by the papacy as the successor to the Hohenstaufens in 
Sicily. In 1268 he defeated Conradin, the last of the Ho- 
henstaufen line, and was soon involved in grandiose 
Mediterranean projects, which ultimately included even 

Byzantium. 
Louis’s new Crusade embarked from southern France in 

July 1270. Soon after the French landed in North Africa, 
however, disease struck the troops and claimed the lives of 
both Louis and his son John Tristan. Charles arrived with 
the Sicilian fleet in time to bargain for an indemnity to 
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evacuate the remnants of the army. Thus, the Crusade 
ended in tragedy and brought no help to the East. Never- 

theless, despite two failures, Louis [X became for all Chris- 
tians the model of the selfless warrior of Christ. Although 
the expansion of Muslim power seemed increasingly un- 

stoppable, Europeans continued to embrace the idea of the 

Crusades and to pray for their success. 
The final loss of the Crusader states. By the end of the 
13th century, Crusading had become more expensive. The 
time had passed when a Crusader army was made up of 

knights who served under a lord and paid their own way. 

Economic pressures caused many nobles to seek royal ser- 

vice. Royal armies, therefore, became more professional, 
and many knights as well as foot soldiers served for pay. 
Moreover, the rise of royal authority meant that great Cru- 
sades could no longer be cobbled together by feudal lords 
but were increasingly reliant on kings, who were by their 
nature easily distracted by events at home. 
In the East, chronic divisions, similar to those in Europe, 

were a major cause of the Crusader kingdom’s downfall. 
From the time of Frederick II, the kingdom had been gov- 
erned by absentee rulers; at first, the Hohenstaufens were 
represented in the East by agents, and after 1243 by regents 

of the Jerusalem dynasty chosen by the high court of 
barons. In 1268, on the death of the last Hohenstaufen, the 
crown was given to Hugh III of Cyprus, who returned to 

the island in 1276 thoroughly frustrated. Then in 1277 
Charles of Anjou, as part of his attempt to create a 
Mediterranean-wide empire and with papal approval, 
bought the rights of the nearest claimant and sent his rep- 

resentative. Finally, after Charles’s death in 1285, the 
barons once again chose a native ruler, Henry II of Cyprus. 
Successive regents had failed to control the Jerusalem 

baronage, ultimately resulting in the disintegration of the 
entire structure of Outremer into separate parts. Antioch- 
Tripoli before its fall had been increasingly aloof and 
through intermarriage closely tied to Armenia. In Acre, the 
seat of government of the kingdom, there was a commune 
of barons and bourgeois. Immigration had ceased, and the 
barons were now reduced in numbers as old families had 
died out. Some resided in Cyprus, and others were nomi- 
nal lords in Palestine of fiefs actually under Muslim con- 
trol. The military orders, habitually in conflict, were 
virtually distinct entities with extensive connections in Eu- 
rope. The bourgeois population had also considerably al- 
tered in composition during the 13th century. The earlier 
French predominance in the region had given way to an 
Italian one. But the Italians of Outremer were as divided 
as they were in Italy. The Genoese-Venetian rivalry ex- 
tended to the Levant and occasionally, as in Acre in 1256, 
resulted in outright war. 

The papacy’s concern for Outremer was not confined to 
efforts to enlist military aid. Papal financial support was 
continuous, and the popes exchanged diplomatic envoys 
with Eastern rulers, both Muslim and Mongol. Further- 
more, the 13th-century patriarchs of Jerusalem, common- 
ly named by the pope, were also papal legates. But no 

absentee king, pope, or patriarch-legate could bring to the 
Latin East the unity necessary for its survival. 
The death of Baybars in 1277, therefore, brought only 

temporary respite for the Crusaders, who remained divid- 
ed and isolated. In 1280 they again failed to join the Mon- 
gols, whom Sultan Qala’in defeated in 1281. The inef- 
fectiveness of the Jerusalem administration was becoming 
apparent even to Easterners, and the Il-Khan Abagha, the 
Mongol leader in Iran, sent his deputy Rabban Sauma to 
the kings of Europe and the pope to seek an alliance. The 
effort was fruitless. Tripoli fell in 1289, and Acre, the last 
Crusader stronghold on the mainland, was besieged in 
1291. After a desperate and heroic defense, the city was 
taken by the Mamluks, and the inhabitants who survived 
the massacre were enslaved. Acre and all the castles along 
the Mediterranean coast were systematically destroyed. 
A growing sense of their isolation may have been the rea- 

son that the Franks of the 13th century did not develop 
further the distinctive culture of their predecessors. The re- 
markable palace of the Ibelins in Beirut, built early in the 
century, boasted Byzantine mosaics. But, partly because of 
King Louis’s four-year stay in the kingdom, remains of 

churches and castles indicate a close following of adher- 
ence to French Gothic architectural style. Literary tastes 
were also distinctly French, and the production of manu- 

scripts followed French traditions. At the coronation fes- 
tivities for Henry II in 1286, in total disregard—or perhaps 
in chivalrous defiance—of the ruin surrounding them, the 
nobles amused themselves by acting out the romances of 
Lancelot and Tristan. 
The greatest cultural achievement of the Second King- 
dom was the collection of legal treatises, the Assises de 
Jérusalem. The sections that were compiled in the middle 
years of the century and, therefore, in the atmosphere of 
the wars against the agents of Frederick II constitute a ver- 
itable charter of baronial rights. In fact, two of the authors 
were members of the Ibelin family, and a third, Philip of 

Novara, was a close associate. These sections indicate a 

shift from the earlier Livre au roi (“Book of the King”), 
which more nearly reflects the attitudes of the 12th centu- 

ry. Nevertheless, the Assises belong to medieval Europe’s 
legal renaissance. 

The later Crusades 

Europe was dismayed by the disaster of 1291. Pope 
Nicholas IV had tried to organize aid beforehand, and he 
and his successors continued to do so afterward, but with- 
out success. France, which had always been the main bul- 
wark of the Crusades, was in serious conflict with England, 

which led to the outbreak of the Hundred Years’ War in 
1337. Moreover, the continued decline of papal authority 

and rise of royal power meant that most of Europe’s war- 
riors were busy at home. The best that the church could do 

was to organize smaller Crusade expeditions with very lim- 
ited goals. 
In the East, the military orders could no longer offer a 

standing nucleus of troops. In 1308 the Hospitallers took 
Rhodes and established their headquarters there. In 1344, 
with some assistance, they occupied Smyrna, which they 
held until 1402. Meanwhile, the Teutonic Knights had 
moved their operations to the Baltic area. The Templars 
were less fortunate. In 1308 the French Templars were ar- 
rested by Philip IV, and in 1312 the erder was suppressed 

by Pope Clement V. Finally, in 1314, Jacques de Molay, 
the order’s last grand master, was burned at the stake. 
It is not surprising, therefore, that papal calls to Crusade 

were answered largely in the form of Crusade theories. For 
some years after 1291 various projects were proposed, all 
designed to avoid previous mistakes and explore new tac- 
tics. The Franciscan missionary Ramon Llull, for example, 
in his Liber de fine, suggested a campaign of informed 

preaching as well as military force. At the beginning of the 
14th century, Pierre Dubois submitted a detailed scheme 
for a Crusade to be directed by Philip IV of France, and in 
1321 Marino Sanudo, in his Secreta fidelium crucis, pro- 
duced an elaborate plan for an economic blockade of 
Egypt. But none of these or any other such schemes was 
put into effect. 

King Peter I of Cyprus finally organized an expedition 
that in 1365 succeeded in the temporary occupation of 
Alexandria. After a horrible sack and massacre, the unruly 
Crusaders returned to Cyprus with immense booty. Peter 
planned to return, but no European aid was forthcoming. 
With the failure of all attempts to regain a foothold on the 

mainland, Cyprus remained the sole Crusader outpost, and 
after 1291 it was faced with a serious refugee problem. It 
was in Cyprus that many of the institutions established by 
the Franks survived. For, although Jerusalem and Cyprus 
normally had separate governments, through intermar- 
riage and the exigencies of diplomacy the histories of the 
two had become interwoven. Regents of one were often 
chosen from among relatives in the other. It has been 
noted that many Jerusalem barons resided in Cyprus. With 
suitable modifications, the Assises de Jérusalem applied on 
the island, and, on the mainland, the French character of 
the Cypriot Latins is evident in the remains of Gothic 
structures. i 

In one respect Cyprus did differ from the mainland. 
Whereas the First Kingdom had established a modus 
vivendi with its native population, such was not the case in 
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the island kingdom. Many Greek landholders had fled, and 
those who remained suffered a loss of status. All Greeks re- 
sisted the Latinizing efforts of the early 13th-century popes 
and their representatives. Innocent IV was more flexible, 
but tension persisted until the Turkish conquest in the 
16th century. 

As the Ottoman Turks expanded their power in the Le- 
vant, they took an increasingly larger role in Byzantine 
politics. During a civil war in 1348, Emperor John Can- 
tacuzenus allowed the Turks to cross the Dardanelles into 
Greece. The gates to Europe, so long defended by Con- 
stantinople, were now opened to a powerful Muslim em- 

pire, and waves of Turks crossed over. By the end of the 
14th century, they had conquered all of Bulgaria and most 
of Greece and had surrounded Constantinople. The rapid 
expansion of the Turks into Christian Europe changed the 
nature of the Eastern Crusades. No longer aimed at con- 
quering faraway Palestine, they became desperate attempts 
to defend Europe itself. 
One of the greatest efforts to repulse the Turkish advance 

was the Crusade of Nicopolis. Prompted by a plea from 
King Sigismund of Hungary in 1395, the Crusade was 
joined by powerful Burgundian and German armies who 
rendezvoused at Buda the following year. Although it was 

one of the largest crusading forces ever assembled, the Cru- 
sade was crushed utterly by the army of Sultan Bayezid I. 
Hungary was left virtually defenseless, and the smashing 
defeat of the Crusade of Nicopolis led many to fear that all 
of Europe would soon succumb to the Muslim advance. 
Shorn of its empire, Constantinople continued to hold 

out against the Turks, but it could not do so for long with- 
out aid. Emperor John VIII, the patriarch of Constantino- 
ple, and members of the Greek clergy traveled to the West 
in 1437 to attend the Council of Florence. The disputes 
that had separated the Latin and Greek churches were 

frankly debated at the council. The Latin side won out, 
however, because the Greeks desperately needed Western 
help to save Constantinople. Even though the emperor and 
patriarch accepted papal primacy and the reunification of 
the churches was solemnly declared, the Greek people re- 
fused to accept submission to Rome. 
Shortly after the Council of Florence, Pope Eugenius IV 

organized a Crusade to relieve Constantinople. Recruits 
mainly from Poland, Wallachia, and Hungary joined the 
so called Crusade of Varna, which was led by Janos Hun- 
yadi, the ruler of Transylvania, and King Wladystaw III of 
Poland and Hungary. In 1444, the force of some 20,000 
men entered Serbia and captured Ni8. Sultan Murad II of- 

fered Hungary a 10-year truce, which was ultimately re- 
fused. He then led his forces to Varna in Bulgaria, which 
the Crusaders were in the process of besieging, and de- 
stroyed the Christian army. The king of Hungary and the 
papal legate were killed in the carnage. Nine years later, 
Constantinople at last fell to the Ottoman Turks. Riding 
triumphantly into the city, Sultan Mehmed II made it clear 
that he was determined to conquer Rome as well. 
Mehmed almost made good on that threat. In 1480, he 

launched two major offensives against the Christians. The 
first, a massive siege of the Hospitallers on Rhodes, failed. 
The second, an invasion of Italy, met with more success. 
The city of Otranto was captured, providing the Turks with 
a strategic beachhead on the peninsula. Panic broke out in 
Rome as people packed their bags and prepared to flee the 
city. Pope Sixtus IV issued a call for a Crusade to defend 
Italy, but only Italians took an interest. Fate stepped in, 
however, when the sultan died on May 3, 1481. Turkish at- 
tention shifted to a power struggle for the throne, thus al- 
lowing a papal fleet to recapture Otranto. 
Only in Spain did Crusades meet with regular success. 

The unification of Aragon and Castille under Ferdinand 
and Isabella in 1479 gave Christian knights the opportuni- 
ty to take up the cross against the remaining Muslims in 
Iberia. The campaigns continued throughout the 1480s 
and led to the surrender of Grenada, the last Muslim 
stronghold, on January 12, 1492. Nearly 800 years after 
the first effort to expel the Muslims, the Reconquista was 
completed. Christians across Europe rang church bells and 
marched in processions of thanksgiving. 
Crusading came to an end in the 16th century, mainly be- 
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cause of changes in Europe brought on by the advent of the 
Protestant Reformation and not because the Muslim 
threat had diminished. Martin Luther and other Protes- 
tants had no use for Crusades, which they believed were 

cynical ploys by the papacy to grab power from secular 

lords. Protestants also rejected the doctrine of indulgence, 
central to the idea of the Crusade. Despite the decline in 

the appeal of Crusading, the popes continued to call for 

peace in Europe so that Crusades could be launched 
against the Turks and often financed such wars in holy 
leagues with various states like Venice or Spain. One such 
league won a dramatic victory against the Ottoman fleet at 
Lepanto in 1571. The Battle of Lepanto, although not mil- 
itarily decisive, did give new hope to Europeans who saw 
for the first time that it was indeed possible to defeat the 
Turks. 

A few last vestiges of the Crusading movement, however, 
survived its demise. The Knights Hospitaller, ejected from 
Rhodes by Sultan Siileyman the Magnificent in 1522, 
moved to the island of Malta, where they continued to take 
part in holy leagues. They also remained true to their mis- 
sion to care for the poor and sick and built a great hospi- 
tal at Valletta on Malta that attracted patients from across 

Europe. The Knights retained the island until 1798, when 
Napoleon expelled them. They then moved to Rome, 

where they became a government in exile. Known today as 
the Knights of Malta, they still issue passports and are rec- 
ognized as a sovereign state by some countries. More im- 
portant, around the world the Knights continue to devote 
themselves to the care of the poor and sick. 

The Teutonic Knights declined after they were defeated 
by Poland and Lithuania in 1410. In 1525, the grand mas- 
ter, under Protestant influence, dissolved the order in Prus- 
sia and took personal control of its lands as a vassal of the 

king of Poland. The order was officially dissolved in 1809. 
The Austrian emperor reestablished the Teutonic Order as 

a religious institution in 1834, headquartering it in Vien- 
na, where it remains today doing charitable work and car- 
ing for the sick. 

The results of the Crusades 

The entire structure of European society changed during 
the 12th and 13th centuries, and there was a time when 
this change was attributed largely to the Crusades. Histori- 
ans now, however, tend to view the Crusades as only one, 
albeit significant, factor in Europe’s development. It is like- 
ly that the disappearance of old families and the appear- 

ance of new ones can be traced in part to the Crusades, but 
generalizations must be made with caution. It should, 
moreover, be remembered that, while some Crusaders sold 
or mortgaged their property, usually to ecclesiastical foun- 
dations, others bequeathed it to relatives. The loss of life 
was without doubt considerable; many Crusaders, howev- 
er, did return to their homes. 
The sectors acquired by burgeoning Italian cities in the 

Crusader states enabled them to extend their trade with the 
Muslim world and led to the establishment of trade depots 

beyond the Crusade frontiers, some of which lasted long 
after 1291. The transportation they provided was signifi- 
cant in the development of shipbuilding techniques. Italian 

banking facilities became indispensable to popes and kings. 
Catalans and Provengals also profited, and, indirectly, so 
did all of Europe. Moreover, returning Crusaders brought 
new tastes or increased the demand for spices, Oriental tex- 

tiles, and other exotic fare. But such demands can also be 
attributed to changing lifestyles and commercial growth in 
Europe itself. 
The establishment of the Franciscan and Dominican fri- 

ars in the East during the 13th century made possible the 
promotion of missions within the Crusade area and be- 
yond. Papal bulls granted special facilities to missionary 
friars, and popes sent letters to Asian rulers soliciting per- 
mission for the friars to carry on their work. Often the fri- 
ars accompanied or followed Italian merchants, and, since 
the Mongols were generally tolerant of religious propagan- 
da, missions were established in Iran, the Asian interior, 
and even China. But, since Islamic law rigidly prohibited 
propaganda and punished apostasy with death, conver- 
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sions from Islam were few. The Dominican William of 

Tripoli had some success, presumably within the Cru- 

saders’ area; he and his colleague, Ricoldus of Montecroce, 

both wrote perceptive treatises on Islamic faith and law. 
Other missionaries usually failed, and many suffered mar- 
tyrdom. In the 14th century, the Franciscans were finally 

permitted to reside in Palestine as caretakers for the holy 

places but not as missionaries. 

The Crusades, especially the Fourth, so embittered the 

Greeks that any real reunion of the Eastern and Western 

churches was, as a result, out of the question. Nonetheless, 

certain groups of Eastern Christians came to recognize the 
authority of the pope, and they were usually permitted to 

retain the use of their native liturgies. Although the major- 
ity of the missions that grew out of the Crusades collapsed 
with the advance of the Ottoman Turks in the Middle East 

in the mid-14th century, some of the contacts which the 

Western church had made with its Eastern brethren re- 
mained. 

Unlike Sicily and Spain, the Latin East did not, it seems, 

provide an avenue for the transmission of Arabic science 

and philosophy to the West. But the Crusades did have a 

marked impact on the development of Western historical 
literature. From the beginning there was a proliferation of 
chronicles, eyewitness accounts, and later more ambitious 

histories, in verse and in prose, in the vernacular as well as 

in Latin. 

There can be little doubt that the Crusades slowed the ad- 
vance of Islamic power, although how much is an open 

question. At the very least, they bought Europe some much 
needed time. Without centuries of Crusading effort, it is 
difficult to see how western Europe could have escaped 

conquest by Muslim armies, which had already captured 

the rest of the Mediterranean world. (T.F.M./M.W.B.) 

Crusade as metaphor 

One of the most enduring, though least discussed, results 
of the Crusades was the shift from the Crusade as history, 
that is, as a series of actual historical events, to the Crusade 
as metaphor, when the actual Crusades had ceased and all 

that was left was the word. The transformation of the idea 
of the Crusades from religio-military campaigns into mod- 
ern metaphors for idealistic, zealous, and demanding strug- 
gles to advance the good (“crusades for”) and to oppose 
perceived evil (“crusades against”) occurred over several 
centuries and represents the culmination of a movement 
that began in the late 11th century. By the early 12th cen- 
tury, historiography was already contributing to the idea of 
the Crusade as armed pilgrimage or holy war, which 
Bernard of Clairvaux in the mid-12th century and Pope In- 
nocent III in the early 13th continued to elaborate. Recep- 
tive to chivalric as well as Christian ideals, crusade 
ideology proved more durable than the stinging criticisms 
provoked by successive military defeats, culminating in the 
loss of the Holy Land in 1291. 
The intermittent continuation of the movement during 

the later Middle Ages led to proposals for new Crusades. 
Some were grounded in strategic realities, others in utopi- 
an or prophetic aspirations, which emphasized certain 
moral or political prerequisites as essential to regaining 
Jerusalem. European intellectuals thus began to reinvent 
the Crusades. In the early 14th century, Pierre Dubois de- 
vised a plan for the French king to seize control of Chris- 
tendom from the pope and lead a victorious Crusade. 
Christopher Columbus imagined that a messianic Spanish 

ascendancy would reconquer Constantinople, then 
Jerusalem. Viewed as a solution to the woes of Europe, 
proposals for Crusades against the Ottoman Turks contin- 
ued to be put forward from the Reformation to the age of 
Louis XIV. 

Continuing interest in the Crusades meant that they never 
disappeared from public consciousness. During the En- 
lightenment, when medieval Crusading was perceived as 
irrational fanaticism, and in the Romantic era, when the 
Crusades were seen as an adornment of the faith and an 
embodiment of chivalry, the Crusades never ceased to at- 
tract the attention of historians, poets, novelists, com- 

posers, and encyclopaedists. Accordingly, the emergence of 

the Crusades as metaphor by the latter half of the 18th cen- 
tury implies at least some knowledge of the historical Cru- 
sades. English dictionaries were slow to register the change, 

however. Neither the Dictionary of Samuel Johnson (1755) 

nor that of Noah Webster (1828, rev. 1845) includes a 

metaphorical definition of crusade. Anticipating later lexi- 
cographers, however, a future president of the United 
States was already using the Crusade metaphor in 1786. 
Writing to the jurist George Wythe, Thomas Jefferson 
urged: “Preach, my dear Sir, a crusade against ignorance; 

establish and improve the law for educating the common 
people.” The source of Jefferson’s positive use of the Cru- 

sade as metaphor—to which Americans have ever since re- 
mained faithful—remains uncertain. Although he had 

histories of the Crusades by Louis Maimbourg (1682) and 

Voltaire (1756) in his well-stocked library, Jefferson would 

not have been inspired by these works because of their 
negative attitude toward the Crusades. Marie-Jean-An- 

toine-Nicholas de Caritat Condorcet’s progressivist inter- 

pretation of the Crusades in his Esquisse d’un tableau 
historique des progrés de l’esprit humain (1795; Sketch for 
a Historical Picture of the Progress of the Human Mind) 
postdates Jefferson’s metaphor and cannot have been the 
inspiration for it. Whatever the origin of Jefferson’s usage, 
the Crusade metaphor had become so well-established in 
American usage by 1861 that E.G. de Fontaine was able to 
deploy it ironically against his enemies, the abolitionists, 
who, he sneered, “invited all men to join in the holy cru- 
sade” against slavery. 
The titles of 20th-century English-language books demon- 

strate just how popular Crusade metaphors would become, 
encompassing crusades against tuberculosis, drink, crime, 

capital punishment, drug abuse, and poverty, along with 
crusades for justice, education, total freedom, humanity, 
women’s rights, and the environment. The metaphor was 
used by both sides in the Spanish Civil War and has also 
been applied to Billy Graham’s campaign of evangelism. It 
also has been used to describe various U.S. government do- 
mestic and foreign policy initiatives. But perhaps the best- 

known use of the metaphor in the 20th century was by 
Dwight D. Eisenhower, whose 1948 memoir of World War 
Il, Crusade in Europe, applied the term to the great strug- 
gle against the Nazis. 

Metaphors empower language and thought; they also risk 
oversimplifying and distorting historical truth and trivial- 
izing their subject through repetition. Moreover, meta- 
phors are culturally specific and often convey value 
judgments. While modern historians attempt to under- 
stand the Crusades by placing them in the context of me- 

dieval religion, culture, and society, popular metaphorical 
usage dehistoricizes the Crusades into ongoing, eternal, yet 
contemporary conflicts of good versus evil—against AIDS, 
drugs, poverty, terrorism, etc. American crusades have 
been exclusively metaphorical, and nearly always, from 
Jefferson’s day to the present, they have carried positive 
connotations. For many Arabs and Muslims, however, the 
Crusades can have highly negative associations of medieval 
Christian aggression and modern Western imperialism and 
colonialism. In other words, the ultimate power, signifi- 
cance, and meaning of the Crusades and its usefulness as a 
metaphor depend, in the end, on one’s cultural heritage 

and point of view. (G.D.) 
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Crustaceans 
( Arthop is a subphylum of the animal phylum 

Arthropoda. Crabs, lobsters, shrimps, and wood lice 

are the best-known crustaceans, but the group also 
includes an enormous variety of other forms without pop- 
ular names. Crustaceans are generally aquatic and differ 
from other arthropods in having two pairs of appendages 
(antennules and antennae) in front of the mouth and 
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paired appendages near the mouth that function as jaws. 
Because there are many exceptions to the basic features, 
a satisfactory inclusive definition of all the Crustacea is 
extraordinarily hard to frame. 
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CRUSTACEANS: SUBPHYLUM CRUSTACEA 
GENERAL FEATURES 

Size range and diversity of structure. The largest crus- 
taceans belong to the Decapoda, an order that includes 
the American lobster, which can reach a weight of 20 
kilograms (44 pounds), and the giant Japanese spider crab, 
which has legs that can span up to 3.7 metres (12 feet). At 
the other end of the scale, some of the water fleas (class 
Branchiopoda), such as A/onella, reach lengths of less than 
0.25 millimetre (0.009 inch), and many members of the 
subclass Copepoda are less than one millimetre in length. 
The range of structure is reflected in the complex clas- 
sification of the group (Figure 1). Some of the parasitic 
forms are so modified and specialized as adults that they 
can only be recognized as crustaceans by features of their 
life histories. 

Distribution and abundance. Crustaceans are found 
mainly in water. As a group they range from fresh water 
to seawater and even into inland brines, which may have 
several times the salt concentration of seawater. Vari- 
ous species have occupied almost every conceivable niche 
within the aquatic environment. An enormous abundance 
of free-swimming (planktonic) species occupies the open 
waters of lakes and oceans. Other species live at the bot- 
tom of the sea, where they may crawl over the sediment or 
burrow into it. Different species are found in rocky, sandy, 
and muddy areas. Some species are so small that they live 
in the spaces between sand grains. Others tunnel in the 
fronds of seaweeds or into man-made wooden structures. 
Some members of the orders Isopoda and Amphipoda 
extend down to the greatest depths in the sea and have 
been found in oceanic trenches at depths of up to 10,000 
metres, Crustaceans colonize lakes and rivers throughout 
the world, even high mountain lakes at altitudes of 5,000 
metres. They range widely in latitude as well: in the high 
Arctic some crustaceans use the short summer to develop 
quickly through a generation, leaving dormant stages to 
overwinter. 
A number of crabs are amphibious, being capable of leav- 

ing the water to scavenge on land. Some, like the ghost 
crabs (Ocypode), can run at great speed across tropical 

beaches. One of the mangrove crabs, Aratus, can climb 
trees. Some crabs spend so much time away from the 
water that they are known as land crabs; however, these 
crustaceans must return to the water when their eggs are 
ready to hatch. The most terrestrial of the Crustacea are 
the wood lice (order Isopoda, family Oniscoidea), most 
of which live in damp places, although a few species 
can survive in deserts. In addition to these well-adapted 
groups, occasional representatives of other groups have 
become at least semiterrestrial. Amphipods, members of 
the subclasses Copepoda and Ostracoda, and the order 
Anomopoda have been found among damp leaves on for- 
est floors, particularly in the tropics. 
Importance to humans. The crustaceans of most obvi- 

ous importance to humans are the larger species, chiefly 
decapods. Fisheries in many parts of the world capture 
shrimps, prawns, spiny lobsters, and the king crab (Para- 
lithodes) of the northern Pacific and its southern coun- 
terpart, the centolla, found off the coast of Chile. Many 
species of true crabs—such as the blue crab, Dungeness 
crab, and the stone crab, all in North America, and the 
edible crab of Europe—are valuable sources of food. The 
most highly prized decapod is probably the true lobster 
(Homarus species), although overfishing since the early 
20th century has greatly diminished the catches of both 
the North American and the European species. Freshwater 
crustaceans include crayfish and some river prawns and 
river crabs. Many species have only local market value. 
It is probable that no crustaceans are poisonous unless 
they have been feeding on the leaves or fruits of poi- 
sonous plants. 

The large acorn shell (Balanus psittacus), a barnacle (or- 
der Cirripedia) measuring up to 27 centimetres (11 inches) 
in length, is regarded as a delicacy in South America, 
and a stalked barnacle (Mitella pollicipes) is eaten in parts 
of France and Spain. In Japan, barnacles are allowed to 
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Figure 1: Body plans of representative crustaceans 

(branchiopod, mystacocarid, syncarid, cirripede, branchiuran, 
cephalocarid, copepod, thermosbaenid, ostracod, 
and remipedia). 

After (Anaspides) Siewing and (Thermosbaena) Monod in A. Kaestner, Invertebrate Zoology 
(1970), John Wiley & Sons, Inc.; from (Mesocypris terrestris) Memoires of the Institut Francais 
d'Afrique Noire (1966); (Speleonectes) J. Yager in L. Botosaneanu (ed.), Stygofauna Mundi 
(1986), E.J. Brill, Leiden; (others except Lepidurus) Invertebrate Zoology by Paul A Meglitsch, 
copyright © 1967 by Oxford University Press, Inc., reprinted by permission 

settle and grow on bamboo stakes, later to be scraped off 
and crushed for use as fertilizer. Planktonic-(i.e., drifting) 
copepods, such as Calanus and members of the order 
Euphausiacea (euphausiids), or krill, may be present in 
such great numbers that they discolour large areas of the 
open sea, thus indicating to fishermen where shoals of 
herring and mackerel are likely to be found. The water flea 
(Daphnia magna) and the brine shrimp (Artemia salina) 
are used as fish food in aquariums and fish ponds, and 
the larvae of the latter are widely used as food for the 
larvae of larger crustaceans reared in captivity. Ostracods, 
of which numerous fossil and subfossil species are known, 
are of importance to geologists and oil prospectors. 
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Much damage may be done to rice paddies by burrowing 
crabs of various species and by the mud-eating, shrimplike 
Thalassina of Malaya. By undermining paddy embank- 
ments, they allow water to drain away, thus exposing the 
roots of the plants to the sun; if near the coast, salt water 
may thus be allowed to seep into the paddies. Tadpole 
shrimps (7riops) are often numerous in rice fields, where 
they stir up the fine silt in search of food, killing many of 
the plants. Land crabs and crayfish may damage tomato 
and cotton crops. 

NATURAL HISTORY 

Reproduction and life cycles. The sexes are normally, 
but not always, separate in crustaceans. Most barnacles 
have both male and female reproductive organs in one in- 
dividual (hermaphroditism), and in some groups the males, 
when present, are much smaller than the hermaphrodites. 
These males attach themselves to the interior of the man- 
tle cavity of the larger individuals and fertilize their eggs. 
Some of the members of the order Notostraca (tadpole 

shrimps) are also hermaphrodites; their ovaries contain 
scattered sperm-producing lobes among the developing 
eggs. A change of sex during the life of an individual is a 
regular feature in some shrimps. In Pandalus montagui, of 
the order Decapoda, some individuals begin life as males 
but change into functional females after about 13 months. 
Isopods of the genus Rhyscotoides show a similar change 
from male to female as they grow older. 
Characteristic differences in structure or behaviour be- 

tween the sexes are widespread in the Crustacea and can 
be extreme; the males of some groups may be so small 
that they are difficult to find on the much larger female. 
This is especially true in some of the parasitic copepods. 
In Gonophysema gullmarensis the male is found in a small 
pouch in the female genital tract. In many of the more 
advanced decapods, such as crabs and lobsters, however, 
the males are larger than the females and may have much 
larger pincers. Another example of sexual dimorphism 
is the possession by the male of clasping organs, which 
are used to hold the female during mating. Almost any 
appendage can be found modified for this purpose. Male 
appendages also can be modified to aid directly in the 
transfer of sperm to the female. Frequently the sperm are 
enclosed in a case, or spermatophore. The first and second 
abdominal appendages of male decapods are used to trans- 
fer spermatophores, as are the highly modified fifth legs 
of male copepods of the order Calanoida. These copepods 
can accurately place spermatophores near the openings of 
the female ducts. The contents of the spermatophores are 
extruded by a swelling of special sperm, which force out 
the sperm that actually fertilize the eggs. 
Normal sexual reproduction involves the fusion of a 

sperm with an egg, but some Crustacea are partheno- 
genetic; that is, they produce eggs that develop without 
being fertilized by a sperm. Many branchiopods can do 
this, as can some ostracods and even more advanced crus- 
taceans such as isopods. 
Some crustaceans lay their eggs freely in the water— 

for example, certain copepods, such as Calanus, and 
some members of the malacostracan orders Bathynellacea, 

Anaspidacea, and Euphausiacea. Some euphausiids and 
Nebalia (of the malacostracan order Leptostraca) carry 
their eggs between the thoracic limbs. Most decapods 
carry their eggs attached to the abdominal appendages; 
special egg-containing setae secrete a cement that flows 
over the eggs and binds them to the setae. Most of the 
superorder Peracarida, some isopods, such as Sphaeroma, 
many branchiopods, the Notostraca, and the order Anos- 
traca have a brood pouch on or behind the limbs that is 
often formed by the carapace. Those free-living copepods 
that do not cast their eggs freely into the water carry them 
in one or two thin-walled sacs suspended from the front 
of the abdomen. Some parasitic copepods produce up to 
six or eight egg sacs, while others produce the eggs in long 
strings, which may coil into a tangled mass. 
The most widespread and typical crustacean larva to 

emerge from the egg is called a nauplius (Figure 2). The 
main features of a nauplius are a simple, unsegmented 

body, three pairs of appendages (antennules, antennae, and 
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Figure 2: Crustacean larval types. 

From (Euphausia superba) F.C. Fraser, ‘On the Development and Distribution of the Young 
Stages of Krill (Euphasia superba),"’ Discovery Reports XIV (1936), Cambridge University Press; 
(others) W.T. Calman, A Treatise on Zoology (1909), ed. Ray Lankester (copyright A. & C. Black 
Ltd., London; reprint Asher, Amsterdam, 1964) 

mandibles), and a single simple nauplius eye. When the 
body becomes more elongated and segmented, the nau- 
plius is called a metanauplius. Nauplius larvae are found 
in the cirripedes, ostracods, branchiopods, copepods, eu- 
phausiids, the decapod peneid prawns, and the subclass 
Thecostraca. Many of the other groups have embryonic 
stages like the nauplius, or they have larvae with some 
similarities to the nauplius. 
The most primitive type of development from a nauplius 

is found in the anostracan fairy shrimps, where the young 
animal gradually adds new segments and appendages as it 
undergoes a long series of molts. In the free-living cope- 
pods, for example, the nauplius goes through five molts 

and then changes into a copepodid, which resembles the 
adult except that it does not have a full complement of 
limbs. These limbs gradually develop over another five 
molts; when the adult form is reached, the copepod does 
not molt again. The cirripede barnacle nauplius molts 
several times and then changes into a cyprid, which has a 
two-part carapace enclosing six pairs of trunk limbs. The 
cyprid attaches to a solid object and then metamorphoses 
into an adult. Larval ostracods are basically nauplii with 
a bivalved carapace. The euphausiid nauplius is followed 
by a complex series of shrimplike larvae. 
The nauplius of the peneid prawns is followed by a se- 

quence of larval forms characterized by their methods of 
locomotion: the metanauplius still swims with its anten- 
nae, the protozoea also uses its antennae but has developed 
a small carapace and some thoracic limbs, the zoea uses 
its thoracic limbs for swimming, and the postlarval stages 
use the abdominal appendages. Most decapods omit the 
nauplius stage and hatch as zoeae, which may be heavily 
ornamented with spines. The zoea of a crab changes into 
a megalops, which resembles a small crab with its tail 
extended behind it. 
Some crustaceans bypass the larval stages, and the young 

emerging from the eggs resemble the adults. This is found 

in the branchiopod order Anamopoda, such as in Daph- 
nia, in most isopods and amphipods, and in some de- 
capods, including freshwater crabs and crayfish and some 
deep-sea and Arctic groups. 
Ecology. Crustaceans play many roles in aquatic ecosys- 

tems. The planktonic forms—such as the copepod Calanus 
and the krill Euphausia—graze on the microscopic plants 
floating in the sea and in turn are eaten by fishes, seabirds, 
and whales. Benthic (bottom-dwelling) crustaceans are a 

food source for fish, and some whales feed extensively 
on benthic amphipods. Crabs are important predators, 
and the continuing struggle between them and their prey 
prompts the evolution of newer adaptations: the massive 
shells of many marine mollusks are thought to be a pro- 
tective response to the predatory activities of crabs; in turn 
the crabs develop larger and more powerful pincers. 
Crustaceans also can be parasites, and the copepods in 

particular parasitize other aquatic animals ranging from 
whales to sea anemones. The larger crustaceans are often 
parasitized by smaller crustaceans; for example, there are 
parasitic isopods that dwell in the gill chambers of decapod 
prawns. Freshwater crustaceans can serve as intermediate 

hosts for the lung fluke, Paragonimus. 

FORM AND FUNCTION 

General features. The crustacean body is difficult to 
characterize because the orders include a great variety of 
forms. The anatomy of a decapod is presented in Figure 
3. The basic crustacean body consists of a number of 
segments, or somites. These somites sometimes are fused 
to form rigid areas and sometimes are free, linked to each 
other by flexible areas that allow some movement. Each 
somite has the potential for bearing a pair of appendages, 
although in various crustacean groups appendages are 
missing from certain somites. The appendages are also 
jointed with flexible articulations. 
At the front, or anterior end, of the body there is an 

unsegmented, presegmental region called the acron. In 
most crustaceans at least four somites fuse with the acron 
to form the head. At the posterior end of the body there 
is another unsegmented region, the telson, that may bear 
two processes, or rami, which together form the furca. 
These two processes at the tail end of the body vary greatly 
in form; in many crustaceans they are short, but in some 

they may be as long as the rest of the body. The Crustacea 
as a whole shows great variation in the number of somites 
and the amount of fusion that has taken place. In the 
class Malacostraca, which includes the decapods, there is 

a consistent body plan: the trunk (which follows the head) 
is divided into two distinct regions, an anterior thorax of 
eight somites and a posterior abdomen of seven somites, 
although as a rule only six are evident in the adult. The 
reproductive ducts of a male malacostracan typically open 
on the last thoracic somite, and the female reproductive 
ducts open on the sixth thoracic segment. 
The carapace is a widespread crustacean feature, arising 

during development as a fold from the last somite at the 
back of the head. It may form a broad fold extending 
toward the rear over the back, or dorsal surface, of the 
trunk, as in the notostracan tadpole shrimps, but it often 

Modified from Huxley and Siewing in A. Kaestner, 
Invertebrate Zoology (1970); John Wiley & Sons, Inc. 
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encloses the entire trunk, including limbs and gills. In the 
clam shrimps (orders Spinicaudata and Laevicaudata) and 
the ostracods, the carapace is split into two parts. In many 
decapods the carapace projects forward to form a rostrum, 
which is often sharply pointed and toothed. The carapace 
is absent from the anostracans, amphipods, isopods, and 
the superorder Syncarida. The barnacles attach to hard 
surfaces and use the highly modified carapace to form a 
mantle. 

External features. Appendages. There is great diversity 
among the appendages of the Crustacea, but it is thought 
that all the different types can be derived either from the 
multibranched (multiramous) limb of the class Cephalo- 

carida or from the double-branched (biramous) limb of 
the class Remipedia. A biramous limb (Figure 4) typically 
has a basal part, or protopodite, bearing two branches, 
an inner endopodite and an outer exopodite. The pro- 
topodite can vary greatly in its development and may 
have additional lobes on both its inner and outer margin, 
called, respectively, endites and exites. The walking legs 
of many malacostracans have become uniramous, losing 
the exopodite. 

If one starts at the head of a crustacean and works to- 
ward the rear, the following appendages are encountered 
(some may be missing in certain species): antennae 1, or 
antennules; antennae 2, or antennae proper; mandibles; 
maxillae 1, or maxillulae; maxillae 2, or maxillae proper; 
and a variable number of trunk limbs. The trunk limbs 
all may be similar, as in the anostracans and the classes 

Cephalocarida and Remipedia, or they may be differen- 
tiated into distinct groups. In the copepods the first pair 
of trunk limbs is used in the collection of food and is 
called the maxillipeds. In the decapods there are three 
sets of paired maxillipeds. In the copepods the maxillipeds 
are followed by four pairs of swimming legs; a fifth pair 
is sometimes highly modified for reproductive purposes 
and is sometimes reduced to a mere vestige. Behind the 
maxillipeds of the decapods there are five pairs of thoracic 
limbs, a variable number of which may bear pincers, or 
chelae. In the crabs there is a single obvious pair of chelae, 
but in some of the prawns there may be up to three pairs 
of less conspicuous pincers. The abdomen of a decapod 
normally bears six pairs of biramous appendages, which 
are used in swimming in many shrimps and prawns, while 
in the crabs and crayfish the first two pairs in the male are 
modified to help in sperm transfer during mating. The last 
pair of abdominal limbs is frequently different from the 
others and is called the uropods. In shrimps and lobsters 
the uropods together with the telson form a tail fan. 
The appendages often change both their form and their 

function during the life cycle of a crustacean. In most 

Modified from R.R. Hessler, ‘‘Cephalocarida, Comparative Skeleton 
Musculature,”’ Connecticut Academy of Arts & Sciences Memoirs (1964) 
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adults the antennules and antennae are sensory organs, 
but in the nauplius larva the antennae often are used 
for both swimming and feeding. Processes at the base of 
the antennae can help the mandibles push food into the 
mouth. The mandibles of a nauplius have two branches 

with a chewing or compressing lobe at the base; they also 
may be used for swimming. In the adult the mandible 
loses one of the branches, sometimes retaining the other 
as a palp, and the base can develop into a powerful jaw. 
An alternative development is found in some of the blood- 

sucking parasites, in which the mandibles form needlelike 
stylets for piercing their hosts. 
Exoskeleton. The outer covering of a crustacean is var- 

iously called the integument, cuticle, or exoskeleton. It 

protects the body and provides attachment sites for mus- 
cles. The thickness of the cuticle can vary from a thin, 
flexible membrane, as in some parasitic copepods, to a 

massive rigid shell, as in crabs. The cuticle is secreted by 
a single layer of cells called the epidermis. The outermost 
layer, or epicuticle, lacks the chitin present in the thicker 
innermost layers, or procuticle. The procuticle is made up 
of layers of chitin fibres intermeshed with proteins and, in 
many species, with calcium salts. Fine tubular extensions 
(pore canals) from the epidermis pass through the procu- 
ticle toward the surface. 
A typical crustacean grows in a series of stages. The hard 

exoskeleton prevents any increase in size except immedi- 
ately after molting. The sequence of events during molting 
can be divided into four main stages: (1) Proecdysis, or 
premolt, is the period during which calcium is resorbed 
from the old exoskeleton into the blood. The epidermis 
separates from the old exoskeleton, new setae form (see 
below The nervous system), and a new exoskeleton is 

secreted. (2) Ecdysis, or the actual shedding of the old 
exoskeleton, takes place when the old exoskeleton splits 
along preformed lines. In the lobster it splits between the 
carapace and the abdomen, and the body is withdrawn 
through the hole, leaving the old exoskeleton almost intact. 
In isopods the exoskeleton is cast in two parts; the front 
portion may be cast several days after the hind part. Im- 
mediately after ecdysis the crustacean swells from a rapid 
intake of water. (3) Metecdysis, or postmolt, is the stage 
in which the soft cuticle gradually hardens and becomes 
calcified. At the end of this stage the cuticle is complete. 
(4) Intermolt is a period of variable duration, from a few 
days in small forms to a year or more in some of the large 
forms. Some crustaceans, after passing through a series of 
molts, reach a stage where they do not molt again; this is 
called a terminal anecdysis. 
Internal features. The nervous system. The basic ner- 

vous system of a crustacean consists of a brain, or supra- 
esophageal ganglion, connected to a ventral nerve cord 
of ganglia, or nerve centres. In primitive forms, like the 
anostracan fairy shrimps, the brain has nerve connections 
with the eyes and antennules, but the nerves to the anten- 
nae come from the connecting ring around the esophagus. 
In more advanced forms the antennal nerves originate in 
the brain. The first ventral nerve centre under the esoph- 
agus (subesophageal ganglion) is usually formed by the 
fusion of the ganglia from the mandibular, maxillulary, 
and maxillary segments, but other ganglia may be incor- 
porated. Often there is a chain of ganglia extending the 
length of the trunk, but in short-bodied forms, such as 
barnacles and crabs, all the ventral ganglia may fuse into 
a single mass. 

The most conspicuous sense organs are the compound 
eyes. In a typical decapod each eye consists of several 
hundred tubular units radiating from the end of an optic 
nerve. Each of these units is a miniature eye, with a central 

optical tract isolated from the others by two groups of pig- 
ment cells. These pigment cells can expand and contract 
to cover varying amounts of each tubular eye, enabling 
the eyes to be used over a range of light intensities. The 
image obtained with such an eye is a mosaic, but there is 

evidence from the behaviour of the advanced crabs that 
they perceive a good image and that they can detect small 
movements. Single median eyes are also found in crus- 
taceans, particularly in the nauplius larvae. Only three or 
four simple units are usually found in the nauplius eye, 

843 

Growth 
and 

molting 

Compound 
eyes 



844 Crustaceans 

Setae 

Gastric 

mill 

which is innervated by a median nerve from the forebrain. 
The median eye also may persist through to the adult 
stage. In the copepods the median eye is the only eye, but 
in some groups it may persist even when the compound 
eyes have developed. In the Notostraca, the name T7riops 

draws attention to this phenomenon, but it is also known 
in other groups, including some of the decapods. 

Other stimuli are detected by means of various setae, 
or hairlike processes, that project from the surface of the 
exoskeleton and are connected to a nerve supply. Some 
setae are tactile, detecting contact and movement when 

deflected. Other setae are used in association with stato- 
cysts. Statocysts are paired organs, located at the base of 
the antennules in decapods or at the base of the uropods 
in mysids, that enable the crustacean to orient itself with 
respect to gravity. Each statocyst is a rounded sac con- 
taining one or more small granules, called statoliths, that 
rest On numerous small setae. Any change in orientation 
causes the statoliths to impinge on the setae at a different 
angle, and this information is relayed to the brain so that 
corrective action can be taken. Finally, other setae are 
chemosensory; they detect a wide range of chemical sub- 
stances. Such setae are usually tubular and thin-walled, 

sometimes with a small pore at the top. They are espe- 
cially abundant on the antennules and mouthparts. 
The digestive system. The gut is usually direct in its 

passage through the body and is coiled in only a few 
water fleas of the order Anomopoda. The foregut shows 
the greatest range of structure; in some it is a simple tube; 
while in decapods it reaches great complexity in having a 
structure called the gastric mill. This consists of a series 
of calcified plates, or ossicles, that are moved against each 
other by powerful muscles, making an efficient grinding 
apparatus. The junction between the mill and the midgut 
is guarded by a filter of setae, which prevent large particles 
from passing into the midgut. The structure of the midgut 
is also variable but generally has one or more diverticula, 
or pouches, which are involved in various digestive pro- 
cesses. These diverticula may be simple, as in Daphnia, or 
complex and glandular, as in the decapods. The hindgut 
is usually relatively short and lined with cuticle. The exit 
is controlled by a muscular anus, which in some forms 

had dilator muscles that control anal swallowing. 
The excretory system. Two different excretory organs 

are found in the crustaceans: the antennal gland and the 
maxillary gland. Both have the same basic structure: an 
end sac and a convoluted duct that may expand into 
a bladder before opening to the outside. In most adult 
crustaceans only one or the other gland functions. The 
functional gland may change during the life cycle. 
The main function of the antennal and maxillary glands 

is the regulation of ionic balance. The total balance of 
salts and water is also controlled in part by the gut, which 
can absorb both. The antennal gland also has been shown 
to reabsorb glucose. Most crustaceans excrete the end 
product of nitrogen metabolism, in the form of ammo- 
nia, through the gills. Some of the more terrestrial forms 
produce urea or uric acid, which may be stored in special 
large cells near the bases of the legs. 
The respiratory system. Many of the smaller crustaceans 

have no special respiratory organs. Gas exchange takes 
place through the entire thin integument. The inner wall 
of the carapace, facing the trunk, is often rich with blood 
vessels and may in many groups be the only respiratory 
organ. Gills, when present, are formed by modifications 
of parts of appendages, most often the epipodites. These 
thin-walled, lamellate structures are present on some or 
all of the thoracic appendages in cephalocarids, fairy 
shrimps, and many malacostracans. In mantis shrimps 
(order Stomatopoda), for example, gills are found on the 

exopodites of the pleopods. In euphausiids the single series 
of branched epipodial gills are fully exposed. In decapods 
the gills, protected by the overhanging carapace, are ar- 
ranged in three series at or near the limb bases. As an 
adaptation to aerial respiration, the branchial chambers 
are greatly enlarged in certain land crabs and serve as 
lungs, the inner membrane being richly supplied with 
blood vessels. In isopods the respiratory function has been 
taken over by the abdominal appendages; either both rami 

or the endopodite become thin and flattened. Most sow 
bugs and pill bugs have, in addition, trachea-like infold- 
ings in some of the exopodites. 
The circulatory system. As in other arthropods, the 

blood flows in sinuses, or channels, without definite walls. 
Cirripedes and many ostracods and copepods have no 
heart, the blood being kept in motion by either a blood 
pump or rhythmic movements of the body, gut, or ap- 
pendages. When present, the heart lies in a blood sinus, 
or pericardium, with which it communicates by paired 
valvular openings, or ostia. In the more primitive crus- 
taceans, such as fairy shrimps or stomatopods, the heart 
is a long tube, with spiral muscles in its wall, and extends 
almost the entire length of the trunk; there is a pair of 
ostia in each somite except the last. In more-advanced 
crustaceans, however, the heart may be shortened, and the 

number of ostia may be reduced to three pairs or less. The 
position of the heart depends on that of the respiratory 
organs; it usually lies in the thorax or cephalothorax but is 
mainly in the abdomen of isopods. Malacostracans have a 
well-developed system of elastic-walled arteries, including 
an anterior and usually a posterior aorta. 
The red respiratory, or oxygen-carrying, pigment hemo- 

globin has been observed in the blood of the Branchiopoda 
and in other classes except Malacostraca. Hemocyanin is 
the respiratory pigment in the malacostracan decapods 
and stomatopods. 
Hormones. Hormones are substances produced in one 

part of the body that act on cells in some other part of the 
body. The secretory system that produces these substances 
is known as the endocrine system. Most of the informa- 
tion about crustacean hormones has been obtained from 
studies on the decapods, but a fair amount is also known 
about the hormones of the isopods and amphipods. 
The X-organ-sinus-gland complex is located in the eye- 

stalk. The X-organ passes its secretions to the sinus gland, 
which acts as a release centre into the blood. Hormones 
liberated from the sinus gland have been shown to influ- 
ence molting, gonad development, water balance, blood 
glucose, and the expansion and contraction of pigment 
cells both in the general body and in the retina of the eye. 
The Y-organs lie in the maxillary segment of decapods 
and are the source of molting hormones, or ecdysteroids, 
which promote molting and interact with molt-inhibiting 
hormones from the X-organ. 
The brain and thoracic nerve centres produce hormones 

that promote the development of the sex organs. In ad- 

dition, certain glands attached to the male reproductive 
ducts control the development of the male reproductive 
system; their removal from a young male will cause it to 
develop into a female. The female ovary also acts as an 
endocrine organ; its-endocrine secretions control the de- 
velopment of the female reproductive system. The brood 
pouch in both amphipods and isopods also develops under 
the influence of ovarian secretions. A hormonal system 
controls the beating of the heart. Nerves from the tho- 
racic centres end in fine secretory fibres in the membrane 
enclosing the space around the heart (pericardium) and 
secrete substances that typically produce an increase in 
both frequency and amplitude of the heartbeat. 

EVOLUTION AND PALEONTOLOGY 

There are two approaches to the study of crustacean evo- 
lution. The first involves the interpretation of the evidence 
from comparative anatomy. The second involves a con- 
sideration of the fossil record. 
Various attempts have been made to construct a hy- 

pothetical ancestral crustacean from which it would be 
possible to derive all the others. The prerequisites for such 
an ancestor seem to be an elongated body, two pairs of 
appendages in front of the mouth, a pair of mandibles 
behind the mouth, and numerous trunk segments with 
appendages that form a continuous series of similar struc- 
ture. Before the discovery of the class Cephalocarida, some 
of the primitive members of the class Branchiopoda, such 
as the orders Anostraca and Notostraca, were thought to 
show what such an ancestor might have been like. The 
Cephalocarida, in having trunk limbs with a jointed inner 
branch and a platelike outer branch, further showed a pos- 
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sible original structure from which almost any crustacean 
limb could have been derived. The discovery of the class 
Remipedia, with a long series of similar trunk limbs, has 
reopened the question of the original form of the trunk 
limb in the ancestral crustacean. The Remipedia are un- 
doubtedly primitive, but they do have some adaptations as 
cave dwellers. The question is still open as to whether the 
carapace is a primitive crustacean structure or whether it 
is a feature that has evolved independently in each group. 
The fossil record, although fairly rich, has not solved any 

of the questions about the early evolution of the Crustacea. 
The earliest of the definite fossil crustaceans are ostracods, 
a relatively specialized group. There are also indications 
from the Burgess shales of the Cambrian period (570 to 
505 million years ago) that many features of crustacean 
organization had already evolved by this time. It is only 
when the later, more highly evolved class Malacostraca is 
studied that there is good agreement between comparative 
anatomy and the fossil record. The decapod Palaeopalae- 
mon, a shrimplike form, occurs in the Devonian (408 to 

360 million years ago), crayfish occur in the Late Permian 
(258 to 245 million years ago), and allies of the hermit 
crabs (Anomura) are found in the Jurassic (208 to 144 
million years ago). The true crabs (Brachyura), which rep- 
resent one of the pinnacles of crustacean evolution, do 
not occur until the beginning of the Cretaceous (144 to 
66.5 million years ago). 

CLASSIFICATION 

Distinguishing taxonomic features. In classifying the 
Crustacea, a variety of characters are important: the form 
and extent of the carapace, if present; the number of trunk 
somites, or segments, and how many fuse with the head or 
with the telson; the number and degree of specialization 
of the trunk limbs; the presence or absence of paired eyes 
and of a caudal furca—i.e., a forked-tail process; and the 
position and kind of respiratory organs. The position of 
the genital openings, the mode of attachment of the eggs 
to the female, and the stage at which the first larva hatches 
may also be significant. Parasitic and sedentary forms may 
differ markedly as adults from free-living species. 

(1.G./J.Gre.) 

Annotated classification. The following classification is 
based largely on that given in D.E. Bliss, The Biology of 
Crustacea, vol. 1, (1982) but has been modified to take 
account of advances made since that date. Groups marked 

with a dagger (+) are extinct and known only from fossils. 

SUBPHYLUM CRUSTACEA 

Two pairs of sensory appendages in front of mouth, and 3 pairs 
of jaws behind mouth; some parasitic and lack all appendages 
when adult; mostly aquatic; about 39,000 species known. 

Class Cephalocarida (horseshoe shrimps) 
Holocene; primitive; blind; head shield without carapace; 

maxilla and all trunk limbs alike, with jointed inner branch 
and leaflike outer branches; abdominal segments without limbs; 
telson and furca present; length about 3 mm; marine, intertidal 
down to 300 m; few known species. 

Class Branchiopoda 

Early Devonian to present; limbs usually leaflike; maxillae 
reduced; eyes sometimes stalked, usually sessile (unstalked), of- 
ten fused to form a single large median eye; nauplius, but some 
with direct development; predominantly freshwater, some ma- 
rine, and some in strong inland brines; about 900 species. 

+Class Enantiopoda 
Carboniferous; single fossil, Tesnusocaris. 

Class Remipedia 
Holocene; body elongated; more than 30 segments, each 

with biramous appendages projecting sideways; antennules bi- 
ramous; maxillules, maxillae, and maxillipeds uniramous and 
grasping; marine cave dwellers; few species. 

Class Maxillopoda 
Five pairs of head appendages; single, simple, median eye; 

antennules uniramous; maxillae usually present; up to 11 trunk 
segments. 

Subclass Thecostraca 

Bivalved carapace of cypris larva forms an enveloping mantle 
in the adult; parasitic forms recognizable only by larval stages. 

Order Ascothoracica. Cretaceous to present; parasites on 
sea anemones and echinoderms; body typically enclosed in a 
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bivalved carapace; some with segmented abdomen and caudal 

furca; others distorted by outgrowths of the gut and ovary, 
giving a bushlike appearance; males dwarfed, living in mantle 
cavities of females; marine; about 50 species. 

Order Rhizocephala. Parasites on other crustaceans, mostly 
decapods; larvae typical nauplii and cyprids; adults ramify in- 
side hosts and produce | or more reproductive bodies outside 
the host; marine; about 230 species. 

Order (Subclass) Cirripedia (barnacles). Late Silurian to 
present; sedentary; 6 pairs of trunk limbs (cirri); larvae free- 
swimming; sessile adults with carapace developed into a mantle. 

Subclass Tantulocarida 

Holocene; eggs give rise to a tantulus larva with head shield 
and 6 pairs of thoracic limbs; adult females form large dor- 
sal trunk sac between head shield and trunk, often losing the 
trunk; males with 6 pairs of trunk limbs; parasites on other 
crustaceans; marine; about 10 species. 

Subclass Ostracoda (mussel or seed shrimps) 

Cambrian to present; body short; bivalved carapace encloses 
trunk and limbs; living forms have up to 7 pairs of appendages; 
most fossils known only from shells (carapaces); marine, fresh- 
water, and some terrestrial; more than 2,000 living species 
worldwide. 

+Order Bradoriida. Cambrian to Ordovician. 
+ Order Phosphatocopida. Cambrian; remarkable fossils with 

up to 9 pairs of well-preserved appendages. 
+Order Leperditicopida. Cambrian to Devonian. 
+ Order Beyrichicopida. Silurian to Carboniferous. 
Order Myodocopida. Silurian to present; antennal notch in 

shell; 5 pairs of postoral appendages; maxilla with a large re- 
spiratory plate; eyes usually present; marine. 

Order Halocyprida. Silurian to present; 5 pairs of postoral 
appendages; maxilla leglike; no eyes; marine. 

Order Cladocopida. Silurian to present; only 3 pairs of 
postoral appendages; marine. 

Order Platycopida. Ordovician to present; antennae bira- 
mous; 4 pairs of postoral limbs; marine. 

Order Podocopida. Ordovician to present; antennae uni- 
ramous; 5 pairs of postoral appendages; marine, freshwater, 
and terrestrial. 

Subclass Branchiura 

Order Arguloida (fish lice). Wide, flat carapace; paired com- 
pound eyes; unsegmented abdomen; 4 pairs of trunk limbs; 
fish parasites; capable of free swimming; mostly freshwater but 
some marine; about 150 species. 

+Subclass Skaracarida 

Late Cambrian; 12 trunk segments; no thoracic appendages 
apart from maxillipeds. 

Subclass Copepoda 

Miocene to present; no carapace; no compound eyes; 1 or 
more trunk segments fused to head; typically 6 pairs of thoracic 
limbs; no abdominal limbs; larva usually a nauplius; free-living 
and parasitic; worldwide; marine, freshwater, and some semi- 
terrestrial; at least 10,000 species. 

Order Calanoida. Antennules long, usually held stiffly at 
right angles to the length of the body; heart present; thorax 
articulates with a much narrower abdomen; fifth leg biramous; 
worldwide; marine and freshwater; mostly planktonic. 

Order Misophrioida. Carapace-like extension from the head 
covers the first segment bearing a swimming leg; heart present 
in some; no eyes; antennule with up to 27 segments; fifth leg 
biramous; marine. 

Order Mormonilloida. Antennule with 3 or 4 long segments 
and long setae; fifth leg absent; marine. 

Order Harpacticoida. Antennules short; abdomen not mark- 
edly narrower than the thorax; articulation between thoracic 
segments 5 and 6; mostly benthic, some tunnel in the fronds 
of seaweeds; usually 1 egg sac but some with 2; marine and 
freshwater, with some semiterrestrial on damp forest floors. 

Order Cyclopoida. Antennules medium length; thorax wider 
than abdomen; articulation between thoracic segments 5 and 6; 
mandibles with biting or chewing processes; eggs normally car- 
ried in 2 egg sacs; fifth leg uniramous; marine and freshwater. 

Order Poecilostomatoida. Parasites and commensals of fish 
and invertebrates; mouth not tubelike or suckerlike; mandibles 
reduced; adult segmentation often reduced or lost; mostly ma- 
rine, few freshwater. 

Order Siphonostomatoida. Mouth tubelike or forms a sucker 
with styletlike mandibles; adult segmentation reduced or lost; 
parasites and commensals on fish and invertebrates; mostly 
marine, some freshwater. 

Order Monstrilloida. Parasites on marine worms and mol- 
lusks; adults free-swimming; lack mouthparts and gut; biramous 
swimming legs. 

Subclass Mystacocarida (mustache shrimps) 

Elongated; blind forms living in spaces between sand grains; 
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antennules uniramous; antennae and mandibles biramous with 
long branches extending sideways; trunk limbs vestigial but 
caudal rami well-developed and pincerlike; marine; about 9 

species. 

Class Malacostraca 
Cambrian to present; typically with compound eyes, stalked or 

sessile; 8 thoracic and 6 abdominal segments, each potentially 
capable of bearing a pair of appendages; about 22,000 species. 

Subclass Phyllocarida 

Early Cambrian to present. 
+Order Archaeostraca. Devonian to Triassic. 
+Order Hoplostraca. Carboniferous. 
Order Leptostraca. Permian to present; bivalved carapace 

encloses 8 pairs of leaflike limbs; movable rostrum; telson with 
caudal rami; marine; about 10 species. 

Subclass Hoplocarida 

Carboniferous to present. 
Order Stomatopoda (mantis shrimps). Jurassic to present; 

eyes stalked; 2 movable segments in head; carapace leaves 4 
thoracic segments uncovered; second thoracic limbs massive; 
marine; about 350 species. 

+Order Palaeostomatopoda. Carboniferous. 
+Order Aeschronectida. Carboniferous. 

Subclass Eumalacostraca 

Late Devonian to Holocene; carapace (when present) not 
bivalved; rostrum fixed; first antenna 2-branched; thoracic 
legs with slender, many-segmented outer branch and stout, 
7-segmented inner branch, often pincerlike, used in walking or 
food-gathering; 6 (rarely 7) abdominal segments, with pleopods 
and terminal uropods. 

Superorder Syncarida. Carboniferous to present; no carapace. 
+Order Palaeocaridacea. Carboniferous to Permian; first 

thoracic segment not fused to head; abdominal pleopods 
2-branched, flaplike; 4 families. 

Order Anaspidacea. Permian to present; with or without 
eyes; antennules biramous; abdominal appendages well-devel- 
oped; telson without a furca; South Australia and Tasmania; 
freshwater; about 8 species. 

Order Stygocaridacea. Blind, elongated forms with a small 
rostrum; first thoracic segment fused to head but sixth abdomi- 
nal segment free; furca present; abdominal appendages reduced 
or absent; South America and New Zealand; freshwater, in 
spaces between sand grains; about 5 species. 

Order Bathynellacea. Blind, elongated forms, without a 
rostrum; first thoracic segment not fused to head but sixth 
abdominal segment fused with telson; antennules uniramous; 
worldwide; freshwater, in spaces between sand grains; about 
100 species. 

Superorder Peracarida. Females with a ventral brood pouch 
formed by plates at the bases of some of the thoracic limbs; 
development direct, with offspring resembling adults. 

Order Mysidacea (opossum shrimps). Triassic to present; 
carapace well-developed, covering most of thorax; 3-30 mm, 
with a few much larger; worldwide; mainly marine but some 
in brackish and fresh water; about 780 species. 

Order Cumacea. Permian to present; head and carapace 
much wider than trunk; uropods long and rodlike; 1-35 mm; 
marine; about 800 species. 

Order Spelaeogriphacea. Holocene; carapace short, fused to 
first and covering part of second thoracic segment; 4 pairs 

of well-developed abdominal appendages; about 8 mm; cave- 
dwelling; South Africa; freshwater; 1 species. 

Order Mictacea. Holocene; no functional eyes; carapace 
forms small lateral folds covering bases of mouthparts and 
maxillipeds; all trunk segments free; antennules biramous; tho- 
racic limbs with exopods; abdominal appendages reduced, uni- 
ramous; 2.7—3.5 mm; deep-sea or in marine caves; 2 species. 

Order Tanaidacea. Permian to present; carapace short, 
fused to first 2 thoracic segments; second pair of thoracic limbs 
usually with pincers; abdomen short, usually with 5 pairs of 
biramous appendages; 2-25 mm; mainly marine; about 500 
species. 

Order Isopoda (pill bugs, wood lice, sea slaters). Carbonifer- 
ous to present; eyes sessile; no carapace; abdominal appendages 
flattened and respiratory; thoracic limbs without exopods; some 
parasites highly modified as adults; most species 5-30 mm 
but some up to 270 mm; worldwide; marine, freshwater, and 

terrestrial; about 4,000 species. 
Order Amphipoda (beach hoppers, scuds, well shrimps). 

Eocene to present; eyes sessile; no carapace; thoracic limbs have 
respiratory plates at base; few parasites; most 5-50 mm but up 
to 140 mm; worldwide; mainly marine but also numerous in 
fresh water; about 6,000 species. 

Superorder Eucarida. Carapace large, fused dorsally to all 
thoracic segments; eyes stalked; development usually involves 
larval forms but is sometimes direct. 

Order Euphausiacea (krill). Holocene; carapace does not 
cover gills; thoracic limbs with 2 well-developed branches; eggs 
usually shed freely; first larva a nauplius; 6-8! mm; worldwide; 
marine; about 85 species. 

Order Amphionidacea. Holocene; carapace large; mandible 
and maxillule vestigial; thoracic limbs with small outer branch; 
ventral brood pouch formed by large forwardly projecting first 
abdominal appendages; 2-3 cm; worldwide; marine, pelagic; 1 
species. 

Order Decapoda (shrimps, prawns, lobsters, crayfish, crabs). 
Devonian to present; carapace large, enclosing gills; first 3 pairs 
of thoracic appendages modified for feeding (maxillipeds); eggs 
often attached to abdominal appendages; worldwide; mostly 
marine but also freshwater and a few terrestrial; about 10,- 
000 species. 

Superorder Pancarida 
Order Thermosbaenacea. Holocene; eyes reduced or absent; 

brood pouch formed from dorsal extension of carapace; length 
about 4 mm; fresh and brackish water, some in warm springs; 
about 9 species. 

Critical appraisal. There is no universal agreement on 
the classification of the Crustacea and even less agreement 
on the interrelationships among the various groups. AlI- 
ternative classifications of the classes Branchiopoda and 
Malacostraca are discussed below. Some authorities, such 
as the author of the Cirripedes below, rank the cirripedes 
as a subclass. There is also some disagreement about the 
limits of the class Maxillopoda. Some would include the 
class Cephalocarida, others would exclude the class Ostra- 
coda, and yet others do not regard the Maxillopoda as 
a valid group and would raise the maxilloped subclasses 
Copepoda and Ostracoda to separate classes. Some of the 
parasitic forms are sometimes separated and ranked as 
separate orders. 

MAJOR CRUSTACEAN GROUPS 

Branchiopods (fairy shrimps, tadpole 
shrimps, brine shrimps, and water fleas) 

Branchiopods are generally regarded as primitive crus- 
taceans. Their long fossil record dates back to the De- 
vonian period (408 to 360 million years ago). Although 
certain members of the group, such as the order Anos- 
traca, are mainly confined to temporary pools, the water 
flea, order Anomopoda, is so successful that there are few 
fresh waters in the world without one or more species 
of anomopod. 

GENERAL FEATURES 

Size range and diversity of structure. The smallest bran- 
chiopods are found among the anomopods, where some 
species are only 0.25 millimetre (0.01 inch) long. The 
largest living branchiopod is Branchinecta gigas, a fairy 
shrimp that reaches a length of 10 centimetres (3.9 inches). 

Some members of the fossil order Kazacharthra also grew 
to a length of 10 centimetres. 
The class Branchiopoda is divided into 10 orders, two 

of which are extinct and known only through the fossil 
record. The eight living orders show a great diversity of 
form. In the Laevicaudata, for example, the number of 
trunk segments remains constant; there are 12 pairs of 
trunk limbs in the female and 10 pairs in the male. In the 
Spinicaudata, however, the number of paired trunk seg- 
ments varies among its members from 12 up to 32 in some 
species. A carapace is present in the orders Ctenopoda 
and Anomopoda, but it encloses only the trunk, leaving 
the head free. In the orders Onychopoda and Haplopoda 
the carapace does not enclose the trunk limbs but forms a 

brood pouch on the dorsal surface. The anostracans (fairy 
shrimps and brine shrimps) lack a carapace and have 
stalked eyes, in contrast to the other living group, whose 
eyes are set into the head. 
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The two fossil groups as well differ markedly from each 
other. The order Lipostraca lacked a carapace and had 
13 pairs of trunk limbs and a pair of large antennae, 
which appear to have been used in swimming. The order 
Kazacharthra had a well-developed carapace and six pairs 
of large thoracic limbs. The main structural feature linking 
these diverse forms, both living and fossil, is the flattened, 
or paddlelike, trunk limb, which often but not always is 
used in filter feeding. In the orders Onychopoda and Hap- 
lopoda even this feature is modified, and the trunk limbs 
have become specialized for grasping prey. 
Distribution and abundance. Branchiopods are found 

worldwide in fresh waters. The anostracans, notostracans, 
and the orders Laevicaudata and Spinicaudata are particu- 
larly characteristic of temporary waters, where they survive 
dry periods as resting eggs. The anostracan Branchinecta 
paludosa and the notostracan Lepidurus arcticus are reg- 
ularly found in small pools of the Arctic tundra regions. 
These pools are temporary in the sense that they freeze 
solid in winter. A few species in these groups are found in 
permanent waters. 

The ctenopods and anomopods play an important role 
in fresh waters throughout the world, both in the open 
waters of large lakes and in the shallower plant-rich zones 
around the margins of ponds and lakes. Their diet consists 
to a large extent of algae and bacteria, and in turn they 
are important as food for fish. A few species of the orders 
Ctenopoda and Onychopoda are found in the sea, and 
the anostracan brine shrimp Artemia is often abundant 
in inland saline waters. The immature forms of Artemia 
are used as food for the young of various marine fishes 
commercially reared in artificial conditions. 

NATURAL HISTORY 

Reproduction and life cycles. A typical branchiopod be- 
gins its life cycle as a nauplius larva (Figure 2), which has 
a simple undivided body and three pairs of appendages: 
antennules, antennae, and mandibles. The antennae are 

used for swimming. As the nauplius feeds and grows, it 
gradually changes into the adult form—the body becomes 
segmented, or jointed, and additional limbs develop. In 
adult anostracans and notostracans the antennae lose their 
swimming function, but in adults of the other six orders 
they remain large and functional. The spinicaudate Cy- 
clestheria lays its eggs in the space between the trunk and 
the carapace. These eggs develop rapidly into miniatures 
of the adult, skipping the larval stages. A similar mode of 
reproduction is found in the ctenopods, anomopods, and 
onychopods. 
Branchiopods mature rapidly. A small cladoceran can 

lay eggs in the warm water of a temporary desert pool 
after two days. In temperate latitudes, a cladoceran may 
mature in less than a week during a warm summer. 
The sexual arrangement in some branchiopods is that of 

separate males and females. Others are modified so that 
their eggs develop without fertilization (parthenogenesis). 
Some branchiopods have both male and female reproduc- 
tive structures in one individual. 
Among the branchiopods the anomopods show the great- 

est variety of reproductive habits. Under favourable con- 
ditions the eggs are laid in a brood pouch between the 
carapace and the trunk. There they develop rapidly and, 
after about two days, hatch as females, which in turn lay 
eggs that give rise to more females. No males are necessary 
for this process. When food is scarce or when there is 
a sudden temperature change, some of the eggs develop 
into males, and some of the females begin producing eggs 
that must be fertilized by sperm from the males. These 
fertilized eggs are remarkably resistant to unfavourable 
environmental conditions; even if frozen or dried, they 

will hatch when returned to favourable conditions. Many 
anomopods survive the winter as fertilized eggs; species 
that dwell in temporary pools lay such eggs to survive 
periods of drought. Certain Arctic or alpine anomopods, 
such as Daphnia middendorffiana, produce resistant eggs 
that do not require fertilization. The resistant, or dormant, 
fertilized eggs normally hatch in the following spring, giv- 
ing rise to the usual miniature adult females. In Leptodora 
the resting egg hatches into a nauplius larva, although the 
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rapidly developing eggs produced in the summer give rise 
to miniature females. 
Members of the other branchiopod orders also can pro- 

duce dormant, fertilized eggs. Many desert-pool species 
produce only resting eggs; they must abbreviate their life 
cycles to coincide with the brief period of favourable con- 
ditions, and their eggs must be capable of remaining dry 
for long periods, sometimes several years. 

Ecology. Some species of Daphnia in temperate lakes 
show a remarkable seasonal change in form. In the winter 
the females have rounded heads, but the females of genera- 
tions in late spring and summer have pointed heads. High 
temperature and water turbulence favour the development 

of a pointed head. The most plausible explanation seems 
to be related to predation by fish. The feeding activity 
of plankton-eating fish decreases in winter and increases 
rapidly in the spring and summer. The fish select the large 
Daphnia, the most conspicuous parts of which are the eye 
and the carapace with its enclosed limbs and eggs. When 
the head becomes pointed and enlarged, the size of the 
carapace is reduced, and the eye is often smaller. Thus, 
there is an overall decrease in conspicuousness that occurs 
in the summer forms. 
The trunk limbs of all branchiopods are used to gather 

food. Filters formed by setae, or fine hairs, separate the 
food particles from the water, and an elaborate mechanism 

shifts food from the filters to the mouth. The filters enable 
branchiopods to collect material as small as bacteria for 
food. The ability to utilize bacteria is important in cleans- 
ing water in reservoirs, where Daphnia is often abundant. 

The notostracans Triops and Lepidurus can collect small 
particles, but they can also act as predators. Lepidurus 

arcticus has been observed feeding on another Arctic bran- 
chiopod, the anostracan Branchinecta paludosa, which 
often lives in the same tundra pools. Sometimes a species 
changes its feeding habits with age. The large fairy shrimp 
Branchinecta ferox feeds on small particles when young 
but becomes a predator when mature. 
Locomotion. Notostracans and anostracans swim with 

their trunk limbs, which beat in a rhythm so that jets 
of water are forced out sideways and backward from the 
spaces between the limbs to drive the animal ahead. Some 
anostracans, such as Chirocephalus, have a complex sys- 
tem of flaps and muscles in the trunk limbs, and they 
modify the limb movement in order to hover in one 
position for long periods. The other six orders swim by 
means of their antennae, which have two branches bear- 
ing featherlike setae that increase the effective area of the 
antenna. The orders Spinicaudata and Laevicaudata are 
slow, clumsy swimmers, and they are highly vulnerable to 

predation by fish; thus, they are most commonly found in 
temporary pools, where fish are absent. The anomopods, 
although smaller, are much livelier swimmers. 

Responses to light. The most notable behavioral re- 
sponses of branchiopods are in relation to light. The 
Anostraca are remarkable in showing a ventral light re- 
sponse: when light is directed from above, they turn their 
ventral surface toward the light. If they are artificially lit 
from below and not from above, they turn over. In the 

anomopods the response to light is complex and varies 
with the colour of the light. In red light, Daphnia main- 
tains its position in the water by a hop-and-drop type 
of swimming. In blue light, it swims more rapidly in a 
horizontal direction. These two methods of swimming are 
related to the presence of food. When foods such as small 
green algae are present in the water, they absorb most 
of the blue light, and the light that penetrates is mainly 
red. Stationary swimming in response to this red light is 
advantageous to Daphnia, and it maintains its position. In 
the absence of food such as green algae, more blue light is 
present in the water. Daphnia is stimulated in response to 
this blue light to swim horizontally and to search a wider 
area. If Daphnia is starved and kept in red light, however, 
it eventually swims horizontally; 7.e., starvation blocks out 

the normal response to red light. 

FORM AND FUNCTION 

External features. The fundamental structure of the 
Branchiopoda is related to their methods of feeding. In 
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most species this involves a series of limbs acting together 
to filter, scrape, or otherwise gather food particles into a 
ventral food groove and transport them to the mouth. In 

the elongated forms, such as the anostracans, the segmen- 
tation of the trunk is simple and obvious, but in the short- 

bodied forms, such as the anomopods and onychopods, 
the trunk is much compressed and the segmentation is 

obscured. The exoskeleton of the branchiopods is gener- 
ally thin and flexible, although in the notostracans it can 
be quite rigid in some parts. The crushing or biting parts 
of the mandibles are usually the thickest and strongest. 
The trunk limbs often have a complex intrinsic muscu- 
lature, which enables the various parts of the limb to be 
moved relative to each other. Extrinsic muscles, having 
their origins within the trunk, operate at the bases of the 
limbs and are responsible for movements of the whole 
limb. The primitive branchiopod limb can be thought of 

as a multipurpose flap serving for locomotion, feeding, 
and respiration. 
Internal features. The circulatory system. The heart of 

a branchiopod is often visible in the intact animal. In 
Daphnia (Figure 5) the heart is short and almost spherical, 

with two inlet holes, or ostia, and a single anterior opening. 
In the more elongated forms, such as the anostracans, the 

heart is longer, with a pair of ostia in each trunk segment 
except the first and last. In the notostracans the heart has 
11 pairs of ostia, while the spinicaudates have four pairs 
and the laevicaudates three pairs. In all branchiopods the 
heart discharges blood into an open body cavity, or hemo- 
coel, without any definite vessels. In spite of this open 
system the blood follows a fairly definite course around 
the body, a good proportion passing through the trunk 
limbs before returning to the heart. 
The blood of branchiopods is unusual among crustaceans 

in containing the red respiratory pigment hemoglobin dis- 
solved in the plasma. The concentration of hemoglobin in 
branchiopod blood varies inversely with the oxygen con- 
tent of the surrounding water: when little oxygen is in the 
water, the blood contains a large quantity of hemoglobin 
and is bright red. 
The nervous system. The nervous system of the bran- 

chiopods consists of a cerebral ganglion, or brain, con- 
nected to two chains of ventral ganglia, which run along 
the trunk, underneath the gut. Nerves develop from these 
ganglia to the various mouthparts and limbs. In the anos- 
tracans the two chains are cross-connected in each seg- 
ment so that the system resembles a ladder. In the short- 
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bodied forms, such as the anomopods and onychopods, 
the ventral nervous system is condensed into a single 
mass. The most conspicuous sense organs are the eyes. 
In the anostracans the eyes are on movable stalks, while 

in the notostracans the paired eyes lie close together on 
top of the head. In the other living branchiopods the eyes 
join together to form a single more or less spherical eye 
in the middle of the head. All branchiopod eyes are pro- 
vided with muscles and show rapid trembling movements 
thought to be part of a scanning process that gives more 
information about the surroundings than could be gained 
with a stationary eye. Other sense organs in branchiopods 
are used mainly as organs of touch (mechanoreception) or 
taste (chemoreception). These sense organs take the form 
of bristles connected with nerves at their base, and those 
concerned with taste are often thin-walled and tubular in 
form. The notostracans in particular are richly endowed 
with both sorts of receptors on their trunk limbs; they help 
in sorting the edible from the inedible as the animal grubs 
about in the mud at the bottom of a pool. 
The digestive system. The digestive system of the bran- 

chiopods shows considerable variation. In most groups the 
esophagus is narrow and has muscles which can dilate 
and others which can contract so that food can be pushed 
rapidly into the midgut. In many branehiopods the midgut 
is a simple tube with a pair of blind sacs, or diverticula. 
These diverticula may be simple extensions from the gut, 
or they may be complexly branched as in the notostracans 
and the spinicaudates. Some anomopods of the family 
Chydoridae have coiled midguts and may also have a 
single posterior diverticulum. One phenomenon shown by 
many branchiopods is anal swallowing. Water is taken in 
through the anus and is thought to act like an enema in 
clearing unwanted material from the hindgut. 
The excretory system. The excretory organ in the bran- 

chiopods is the maxillary, or shell, gland, so called because 
loops of the excretory duct can be seen in the wall of the 
carapace. In the nauplius larva the excretory function is 
performed by a gland opening on the antennae, but this 
degenerates as the animal grows and the maxillary gland 
takes over. Some excretion also can occur through the 
wall of the gut, which transfers substances from the blood 
into the gut lumen, from which it passes to the outside. 
Most of the branchiopods have thin cuticles so that a cer- 

tain amount of respiratory exchange can take place over 
the general body surface. The trunk limbs of most groups 
are flattened and leaflike, and on their outer edges they 
bear thin-walled lobes that can function like gills. The con- 
tinuous movements of the trunk limbs of an anostracan, 
for instance, ensure a constant flow of water over these 
lobes. The lobes on the trunk limbs also play a part in 
ionic regulation, a process that controls the concentration 
and composition of the salts in the body fluids. 
Hormones. There is good evidence of cyclic secretion 

of substances in the brain, which appears to be related to 
the control of molting and reproduction. 

EVOLUTION AND PALEONTOLOGY 

The Branchiopoda originated in pre-Devonian times, for 
in the Devonian period two distinct orders are evident: the 
Lipostraca and the Spinicaudata. The Lipostraca contains 
only Lepidocaris rhyniensis, from the Rhynie cherts of 
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Scotland. This minute branchiopod is preserved so well 
that fine details of its limbs can be seen. Its structure is 
better known than that of any other fossil crustacean. It 
is even possible to deduce its method of feeding. The first 
three pairs of trunk limbs could have scraped material 
from the surfaces of plants or stones, and the food could 
then be transported forward to the mouth by a series of 
setae near the bases of the limbs. The trunk limbs lying 
behind the first three were two-branched and could have 
been used for swimming. Fossil members of the Spinicau- 
data are also known from the Devonian period, but their 
limb structure is not known in the detail available for 
Lepidocaris; many were preserved only as carapaces. The 

Laevicaudata extends back as far as the Early Cretaceous 
epoch (144 to 97.5 million years ago). 
The Kazacharthra were much larger than Lepidocaris 

and occur later in the fossil record, being found in the 
Early Jurassic epoch (208 to 187 million years ago). They 
had elongated bodies with more than 40 body segments, 
a large carapace, and six pairs of complex flattened limbs. 
At various times some of the fossils from the Burgess 

shales of the Cambrian period have been allocated to the 
Branchiopoda, but none of these has been generally ac- 
cepted. Some fossils from the Cambrian period of Sweden, 
however, show features similar to those of primitive bran- 
chiopods, although the preservation is not sufficient to 
classify them with certainty. The earliest apparent anostra- 
cans are found in the Early Cretaceous epoch. They have 
trunk limbs very similar to those of recent anostracans. 
They also have stalked eyes and brood pouches. 
Notostracan carapaces have been found in the Carbonif- 

erous period (360 to 286 million years ago), and the two 

extant genera, 7riops and Lepidurus, are known from the 
Triassic period (245 to 208 million years ago). Some have 
actually been placed in the living species Triops cancri- 
formis, indicating that this species has been in existence 
for more than 200 million years. The Anomopoda occur 
as fossils in recent deposits. The families Chydoridae and 
Bosminidae in particular have been used, in conjunction 
with pollen and diatoms, to interpret climatic and ecolog- 
ical changes during the histories of individual lakes. Older 
fossils of anomopods are rare, but egg cases, or ephip- 
pia, have been found from the Oligocene epoch (36.6 to 
23.7 million years ago) and possibly from the Cretaceous 
period. 

CLASSIFICATION 

Distinguishing taxonomic features. Branchiopods are 
free-living forms, the most primitive members of the phy- 
lum Crustacea. They have compound eyes and usually a 
protective plate, or carapace. There are many body seg- 
ments and four or more pairs of trunk limbs that are 
usually lobed, broad, and fringed on the inner side. The 

mouthparts are small and simple, and the nervous system 
is primitive. Most species occur in fresh water. 
Annotated classification. The groups indicated by a 

dagger (+) are extinct and known only from fossils. 

CLASS BRANCHIOPODA 

Distinguishing features include form of trunk limbs and cara- 
pace; 8 living and 2 fossil orders. 

+Order Lipostraca 

Known only from the Devonian; contains only the fossil Lep- 
idocaris rhyniensis; 18 segments behind the head, plus telson- 
bearing caudal rami; no carapace; 13 pairs of trunk limbs in 
female; antennae large and branched, probably used in swim- 
ming; first maxillae small in the female but enlarged in the male 
as claspers; eggs give rise to nauplius larvae; about 3 mm long. 

Order Anostraca 
Elongated forms with paired compound eyes on stalks; no 

carapace; up to 27 body segments behind head, plus a telson 
with flattened caudal rami; usually 11, but up to 19, pairs of 
trunk limbs; eggs carried in a brood pouch behind the last pair 
of trunk limbs; antennae of female simple, but enlarged in the 
male to form claspers; worldwide; in fresh water, particularly 
temporary pools, and inland saline waters. 

Order Spinicaudata 

Large carapace in 2 parts encloses head and trunk; antennae 
large, branched, and used in swimming; 16 to 32 pairs of trunk 
limbs, flattened, leaflike, and used in filter feeding; male with 
first 2 pairs of trunk limbs modified for grasping female dur- 
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ing mating; nauplius larvae, except Cyclestheria; fossils known 
from Devonian; recent forms worldwide, except polar regions; 
in fresh water, usually temporary pools. 

Order Laevicaudata 

Large bivalved carapace encloses the trunk but not the head: 
antennae large, branched, and used in swimming; first pair of 
trunk limbs of male modified for grasping the female during 
mating, other trunk limbs leaflike and used in filter feeding: 
nauplius larvae; fossils known from Cretaceous; recent forms 
worldwide in temporary fresh waters but not in polar regions. 

Order Ctenopoda 

Short-bodied forms with 6 pairs of trunk limbs, of which 5 
bear filters; bivalved carapace encloses trunk but not head: 
antennae large, used in swimming, and bearing long swimming 
setae; all filter feeders; no larval stages, young hatch as minia- 
tures of adult; worldwide in fresh water, except Antarctica: one 
genus, Penilia, is marine. 

Order Anomopoda 

Short-bodied forms with 5 or 6 pairs of trunk limbs; bivalved 
carapace encloses only the trunk; antennae large, branched, 
with up to 9 swimming setae; some filter feeders, some scrapers, 

and | genus, Anchistropus, parasitic on Hydra; no larval stages; 
resting eggs enclosed in a special case or ephippium; worldwide 
in fresh water. 

Order Onychopoda 

Short-bodied forms with carapace reduced to a dorsal brood 
pouch; 4 pairs of trunk limbs, which only grasp prey; single 
large median eye with many visual elements; antennae large, 
branched, with 12-15 swimming setae; freshwater and marine, 
with radiation into endemic species in the Caspian Sea. 

Order Haplopoda 

Contains only | genus, Leptodora, a plankton feeder; carapace 
reduced to a dorsal brood pouch; large antennae with more 
than 20 swimming setae; 6 pairs of grasping trunk limbs; head 
elongated with small, complex eye; transparent except for eye; 
young develop into miniatures of adult during summer, but 
overwintering resting eggs give rise to nauplius larvae; found 
in the fresh waters of the Holarctic region. 

Order Notostraca 

Large domed carapace covers part of trunk of up to 44 seg- 
ments; telson with paired, threadlike rami; up to 71 pairs of 
trunk limbs; elongated first trunk limb functioning as tactile 
organ; antennae reduced or absent; paired, compound eyes 
without stalks; eggs, carried in pouches, hatch as nauplius 
larvae; worldwide except Antarctica; in fresh water, rarely in 
brackish water, most frequently in temporary pools. 

tOrder Kazacharthra 

Early Jurassic; large carapace covers part of trunk; last 32- 
40 segments lack limbs; 6 pairs of large trunk limbs project 
beyond carapace; trunk ends in a large flat telson with a pair 
of long rami; overall length up to 10 cm. 

Critical appraisal. Some authorities classify the Spini- 
caudata and Laevicaudata as suborders of a single order, 

the Conchostraca. Many would also group the Ctenopoda, 
Anomopoda, Onychopoda, and Haplopoda in another 
single order, the Cladocera. Some would go further and 
put the Cladocera and Conchostraca together as the 
Diplostraca. Other alternatives, which have not found 

general acceptance, are the inclusion of the Cephalocarida 
within the Branchiopoda, and the use of the groups Sar- 
sostraca and Calmanostraca, the latter including all the 
orders except the Anostraca and Lipostraca. (J.Gre.) 

Cirripedes (barnacles) 

GENERAL FEATURES 

Diversity and distribution. Barnacles and their allies, 

the parasitic orders Ascothoracica and Rhizocephala, are 
sedentary marine crustaceans. Barnacles usually have a 
calcareous shell made up of a number of articulated plates 
(Figure 7). The subclass Cirripedia is divided into two su- 
perorders, Acrothoracica and Thoracica. Members of the 
Acrothoracica are known as burrowing barnacles because 
they burrow into calcareous substrates (e.g., limestone, 
corals, and mollusk shells). The acrothoracicans are rec- 
ognized as fossils primarily by their burrows, and, while 
their record extends back into the Devonian period, they 
are particularly well represented in the Cretaceous period, 
when they burrowed into a greater variety of shell-bearing 
invertebrates than do their modern representatives. 
The principal superorder, however, is the Thoracica. It 

comprises the orders Pedunculata and Sessilia and includes 
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the goose and acorn barnacles. Thoracicans range from 
one millimetre (0.04 inch) to more than 10 centimetres 
(four inches) in diameter and from less than one to more 
than 500 grams (0.04 to 17.6 ounces). 
The three suborders of the order Sessilia (sessile bar- 

nacles) contain two types of barnacles: symmetrical and 
asymmetrical. The two symmetrical sessile barnacles are 
the extinct suborder Brachylepadomorpha (Brachylepas) 
and the suborder Balanomorpha, or acorn barnacles (e.g., 
Balanus, Semibalanus, and Chthamalus). An acorn barna- 
cle is a conical, sessile animal whose soft body is contained 
within a cavity protected by an outer wall. This wall com- 
prises an even number of calcareous plates cemented to 
the substratum. An opening at the top can be closed by 
two pairs of plates (an operculum) through which feath- 
ery, jointed legs (cirri) can be extended into the water to 
capture small drifting plants and animals (plankton). 
The balanomorphs are now the dominant shallow-water 

barnacles. Species are found in almost all habitats, from 
equatorial to polar regions, from estuarine waters and the 
highest intertidal zones to depths of 2,000 metres (6,560 

feet) or more. Several groups of commensal balanomorphs 
have formed symbiotic associations with a variety of hosts, 
but only a few are known to have become fully parasitic. 
The most primitive living genera, such as Chionelasmus 
and Catophragmus, appeared in the late Mesozoic era 
(245 to 66.4 million years ago) and early Tertiary period 
(66.4 to 1.6 million years ago). Modern representatives 
are distributed throughout the world in refugial situations, 
such as abyssal hydrothermal springs. 
The third suborder of sessile barnacles, the Verrucomor- 

pha, or wart barnacles, differs from the first two suborders 
in having the plates of the wall and operculum asymmet- 
rically arranged. With the exception of a primitive genus, 
Neoverruca, found to be associated with abyssal hydrother- 
mal springs at 3,600 metres in the western Pacific, the 
simple, asymmetrical shell wall and operculum of verruco- 
morphs are remarkably similar. While the verrucomorphs 
apparently radiated in relatively shallow-water seas of the 
Cretaceous period, their modern representatives primarily 
inhabit the deep sea, where they range to depths of more 
than 4,000 metres. 

Members of the second thoracican order, Pedunculata, 

are similar to the sessile barnacles in having the principal 
part of the body contained within a protective covering, or 
wall. They differ from acorn barnacles in that the plates 
do not form a separate wall and operculum and in having 
the wall and the cirri it contains elevated above the sub- 
stratum by a peduncle. The peduncle contains the ovaries 
and some musculature; it may or may not be armoured 

by calcareous plates, as in Pollicipes and Lepas, respec- 
tively. Goose barnacles are probably the most commonly 
observed pedunculate cirripedes. 
Pedunculate barnacles occupy a wide variety of sub- 

strates. At least half the living species are symbiotic to 
some degree, and a few have become fully parasitic. In 
general, however, pedunculate barnacles have not formed 
as intricate symbiotic relationships as have a variety of 
balanomorphs. The pedunculate barnacles are fairly well 
represented in the fossil record, especially in the Mesozoic, 
but the earliest records date back to the Cambrian period 
(570 to 505 million years ago) and the Silurian period 
(438 to 408 million years ago). 
There are two parasitic groups: the order Rhizocephala, 

found primarily on decapod crustaceans, and the order As- 
cothoracica, found on echinoderms and cnidarian corals. 
While they are not included in the Cirripedia in the clas- 
sification used in this article, they have been so included 
and therefore will be considered here. 
Importance to humans. There are about a dozen impor- 

tant species of sessile and pedunculate barnacles that foul 
ships and submerged portions of marine installations, such 
as pier pilings, oil platforms, floats, buoys, and mooring 
cables. This causes drag and increased weight and may also 
increase corrosion of metals, even stainless steel. Antifoul- 
ing paints contain toxins (usually heavy metals) and are 
designed to slough off with age. Low- and high-frequency 
sound waves may effectively inhibit settling. Ships and 
shore installations that circulate seawater for various pur- 
poses may have problems with lines clogged by fouling 
organisms. Various methods of prevention or removal, 
such as back-flushing with heated water or flushing with 
chemicals or fresh water, have been used with success. 
Barnacles are used as food in some countries. In Por- 
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tugal and Spain a local intertidal pedunculate barnacle, 
Pollicipes pollicipes, is served in gourmet restaurants and 
occasionally becomes locally depleted. Two related species 
in the eastern Pacific, P. polymerus and P. elegans, from 
the northeastern and tropical eastern Pacific, respectively, 
are often imported as substitutes. Indians of the Ameri- 
can Pacific Northwest consume the large sessile barnacle 
Balanus nubilus, and the inhabitants of Chile eat yet an- 
other large balanid species. In Japan barnacles are used 
as fertilizer. 
The cement by which barnacles attach themselves to the 

substratum sets under water and even sticks to plastics 
with low surface tensions. It has been investigated be- 
cause of its unusual properties and possible use in dental 
applications. 
In the western British Isles during the Middle Ages a 

prevalent myth involving barnacles purported to explain 
the annual appearance of certain geese in the fall. Because 
these geese were arriving from their summer breeding 
grounds north of the Arctic Circle, they were not ob- 
served to breed locally. At the same time, fall gales often 

blew ashore driftwood fouled by the pedunculate barnacle 
Lepas. The barnacle myth correlated these occurrences; 
namely, according to the myth, the barnacles, which ap- 
peared to grow out of wood steeped in seawater, were 
actually developing geese, and, indeed, goose feathers (the 
barnacles’ cirri) could be seen within. Further, since these 
geese were believed to have come from shellfish rather than 
flesh, they could be eaten on fasting days. The Swedish 
botanist Carolus Linnaeus was aware of the myth, for he 
named the genus Lepas (“Shellfish”) and the local species 
L. anatifera and L. anserifera (“duck-bearing” and “goose- 
bearing,” respectively), and these pedunculate barnacles 
continue to be called goose barnacles. 

NATURAL HISTORY 

Reproduction and life cycles. Barnacles generally have 
both male and female reproductive systems in the same 
individual (hermaphroditism), either or both of which can 
be active at one time. Although some species are known to 
self-fertilize if no partners are present, most shallow-water 
species cross-fertilize. In species in which populations are 
sparsely distributed, a hermaphrodite may be accompa- 
nied by one or more small “complemental” males, or 

the larger individual may develop into a female whereby 
a smaller individual attaching to it becomes a “dwarf” 
male. When the male occupies a fairly exposed position 
on its partner, it resembles the juvenile and is capable of 
feeding. When, through coevolution, males have come to 
be protected by the partner in one way or another, the 
dwarf male is variously reduced, some to the extent of 

being little more than a sac containing the testes. 
Adjacent individuals in normally hermaphroditic popu- 

nauplius larvae 
expelled through 
aperture 

fertilized eggs 
retained in 

Mit Sy) ventral view 
greatly enlarged 

first metamorphosis 

bivalved 
cyprid larva cyprid selects, and 

i of the barnacle attaches to, 
substrate and 
undergoes 
second metamorphosis 

lateral view 

greatly enlarged 

Figure 8: Life cycle of a typical acorn barnacle. 
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lations do not simultaneously cross-fertilize; rather, they 
alternate male and female roles over time. The individual 
acting as a female lays eggs inside the mantle cavity shortly 
after molting (Figure 8). Secretions associated with egg 
laying include a pheromone to which adjacent individuals 
respond by extending the probosciform penis toward the 
source. Barnacles acting as males are able to inject sper- 
matozoa into the mantle cavity of an individual as far as 
seven shell diameters away. Hundreds of eggs contained 
in this mantle cavity are fertilized at one time; usually 
several batches are laid each year by adults that may live 
as long as 30 years. The eggs undergo spiral cleavage, and 
the developing embryos are retained until the first larval 
stage, called the nauplius. In some species, however, the 
naupliar stages are passed in the egg, and a cyprid larva is 
released into the plankton. 
The nauplius larva of crustaceans (Figure 8) has three 

pairs of cephalic limbs, all of which aid in swimming 
while the second two are further involved in feeding. 
Cirripede and rhizocephalan nauplii differ from those of 
other crustaceans, including the Ascothoracica, in having 
conspicuous horns on either side near the front on the 
head. These horns have perforated tips and are provided 
with large secretory cells, but their function has yet to be 
determined. 
Shortly after they hatch from the egg membranes and 

are expelled from the mantle cavity, the weak-swimming 
nauplii molt and begin to feed; the diet, primarily phyto- 
plankton, depends upon the species. The nauplii continue 
to grow and molt for about two weeks, after which the 
sixth stage is reached. At this point a profound metamor- 
phosis takes place, resulting in a nonfeeding, relatively 
strong-swimming cyprid larva (Figure 8). The cyprid must 
find a suitable surface upon which to settle in a relatively 
short time, or it will die. Substrate selection is based on 
light and chemical and tactile stimuli; it is likely that 
pheromones play a role when sexual selection is involved. 
The cyprid swims with six pairs of thoracic limbs (the 

cirri of the adult). Gregarious forms are attracted by tactile 
stimuli to established members or to their remains, while 
commensal and parasitic species, many of which are host- 
specific, also use chemical stimuli to detect a suitable host. 
When ready to attach, the cyprid explores using its first 
antennae, the ends of which stick to the substratum by a 
temporary cement. When an appropriate place is found, 
similar glands secrete a permanent cement. The cyprid 
then undergoes metamorphosis into a juvenile barnacle. 
Metamorphosis of a cyprid is complicated, some parts 

being temporarily or permanently lost, others modified 
and rotated, and still others appearing anew. The first 
juveniles of pedunculate barnacles are pedunculate, but 
pedunculate stages have been virtually eliminated from 
the development of modern sessile barnacles. 
The rhizocephalans have an unusual life cycle. A cyprid 

destined to become a female seeks out a host, such asa 

crab, and attaches where the cuticle is thin, usually on a 
gill or at the base of a seta. The cyprid metamorphoses, 
and all body parts, except certain cells and organ rudi- 
ments of the head, are discarded. When this process is 
completed, a hollow, ventral stylet is, depending upon the 
species, forced either directly into the host or into the host 
after passing through one of the cyprid’s first antennae. 
Once in the host’s body, the cells and organ rudiments 
migrate into a central position beneath the gut, where they 
then send out rootlike absorption processes to all parts 
of the crab’s body. The presence of the parasite not only 
castrates the host but it also feminizes a male host during 
subsequent molts both in morphology and behaviour. 
Once the parasite has established itself internally, a hol- 

low, mushroomlike reproductive body develops and per- 
forates the ventral cuticle of the host between the thorax 
and the abdomen. There it enlarges to fill the space where 
the crab normally broods its eggs, and there the crab cares 
for the parasite as if it were its own eggs. 
If a rhizocephalon cyprid destined to be a male finds the 

freshly erupted female, it attaches near the brood chamber 
and undergoes a similar metamorphosis into a minute cell 
mass surrounded by a thin cuticle. The cell mass migrates 
into the female’s brood chamber, where it finds a special 
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pocket, or male-cell receptacle. It discards the cuticle as it 
enters the receptacle and differentiates into spermatozoa. 
Fertilization occurs when the eggs are laid, and the de- 
veloping larvae are retained in the cavity until hatching. 
When the rhizocephalan is ready to release the larvae, the 
crab starts a ventilating motion with its abdomen, just as 
it would if it were releasing its own larvae, dispersing the 
parasite’s larvae into the prevailing currents. 
Larval dispersal. Larval dispersal depends upon the 

time spent and the behaviour of the various stages, as well 
as on favourable currents while in the plankton, prior to 
cyprid settlement. Larvae do not remain in the plankton 
for more than a few weeks, and larval dispersal is generally 
limited to less than 1,000 kilometres (620 miles). Species, 

however, are found on oceanic islands isolated by much 
greater distances, in part because some benthic barnacles 
occasionally attach to larger animals such as fish and 

whales as well as to floating objects such as wood, kelp, 
and pumice. 
Still other barnacle species develop a symbiotic relation- 

ship with an organism, such as a whale, turtle, sea snake, 
or jellyfish (ectocommensal), and their distributions tend 
to approximate those of their hosts. In some instances, 
however, the distribution of the barnacle is only a small 
portion of that enjoyed by its host, indicating that other 
factors limit its range. 
In the open ocean the larvae of the pedunculate barnacle 

Lepas seek out objects generally large enough to support 
the weight of the numerous adults (e.g., driftwood). There 
is One species, however, that selects small objects (e.g., 
feathers, bits of tar). After metamorphosis the cement 

glands of this species secrete a multichambered gas-filled 
float of its own. Floating objects attract other planktonic 
organisms, such as copepods and small fish, on which the 
barnacles feed. 

FORM AND FUNCTION 

External features. It has been said that a barnacle is a 
shrimplike crustacean that attaches by the top of its head 
and then kicks food into its mouth with its feet. This likely 
tongue-in-cheek definition actually distinguishes barnacles 
from their allies and gives a fair idea of how the animal 
operates. Furthermore, a sedentary way of life requires 
protection from many biological and physical situations 
that can readily be avoided by their motile, free-living 
counterparts. 
A thin, chitinous cuticle covers the appendage-bearing 

portion of the body, including the cirri, mouthparts, and 
lining of the mantle cavity. This portion of the exoskele- 
ton is molted periodically, the process being controlled 
by hormones. 
Internal features. Tissues and musculature. The tissues 

and organs of the barnacle are bathed by blood, which 
sometimes contains dissolved hemoglobin. In contrast to 
most crustaceans, however, the blood circulates in a gen- 

erally closed system. Blood pressure extends and distends 
the stalk in pedunculate barnacles; the relatively long cirri, 
which are curled while at rest; the trunk of the body that 
supports the cirri; and the probosciform penis. The prin- 
ciple pair of plates covering over the mantle opening is 
provided with a transverse adductor muscle and discrete 
retractor muscles. 

The nervous system. The nervous system, ladderlike in 

some primitive pedunculate barnacles, is condensed in 
scalpellomorphans and sessile barnacles into a single mass. 
The second antennae are present in nauplii but lost in 
cyprids. The first antennae are used by the cyprid in set- 
tling, but become buried in the permanent cement follow- 
ing attachment. The lateral, compound eyes of the cyprid 
are shed with metamorphosis. The nauplius median eye 
is generally retained in the adult as a photoreceptor. In 
sessile barnacles the bilateral parts of the median eye sepa- 
rate and migrate laterally to thin places under the anterior 
pair of opercular plates, where they function better in the 
shadow reflex. This reflex results in the rapid withdrawal 
of the cirri, which are otherwise vulnerable to predation, 
especially by fish. 

The digestive system. Food gathered by the posterior 
cirri is collected and passed to the mouthparts by anterior 

cirri modified to act as maxillipeds. As it is pushed under 
an upper lip and into the mouth, the food is masticated 
by the two pairs of spiny maxillae and then by toothed 
mandibles. Salivary glands generally empty on the second 
maxillae and provide secretions that stick the food parti- 
cles together and transport them to the mouth. 
As in most crustaceans, a short foregut leads to a spa- 

cious midgut, or stomach, usually provided with a pair 
of digestive pouches, or ceca. The midgut is followed by 
a relatively long hindgut that passes the length of the 
trunk to the anus located between the last pair of cirri. 
The acrothoracicans have a gastric mill, derived from the 
chitinous lining of the foregut and renewed after being 
discarded during molting. 
The excretory system. Maxillary glands are well-devel- 

oped in adults, where they open just behind the base 
of the second pair of maxillae. Barnacles are also able 
to sequester heavy metals and brominated compounds as 
nodules in the wall of the midgut. 
The circulatory system. As noted above, the circulatory 

system is a modification of the relatively simple, open 
system seen in crustaceans. In barnacles, pumping has 
largely been assumed by the somatic musculature, and 
in mature and advanced forms a nearly closed system of 
walled vessels has developed. Gas exchange can take place 
across any of the thin cuticular surfaces of the body, and 
many small barnacles lack discrete respiratory organs. 
The cirri form excellent respiratory structures when the 

animals are feeding, and water can be circulated in and 
out of the mantle cavity by pumping movements of the 
body when the cirri are withdrawn and the aperture to 
the exterior is not completely closed. Some pedunculate 
barnacles have straplike organs, called filamentary ap- 
pendages, extending from the body wall. On the other 
hand, most sessile barnacles have a pair of broad, often 
wrinkled extensions of the mantle wall, called branchiae. 

These and filamentary appendages are considered respira- 
tory organs. 
The reproductive system. Ovaries are located in the 

stalk of pedunculate barnacles and its homologue or in 
the basal lining of the mantle cavity in sessile barnacles. 
Paired oviducts pass posteriorly to thesbases of the first 
cirri (the most anterior position for genital openings in 
any crustacean), where each is joined by an oviductal 
gland before emptying into the mantle cavity. The oviduc- 
tal gland secretes a tacky elastic substance that mixes with 
eggs as they are laid and holds them in one or two discrete 
masses called ovigerous lamellae. 
Testes are situated in the trunk. Paired sperm ducts pass 

posteriorly below and to the sides of the gut before each 
expands into a seminal vesicle. An ejaculatory duct enters 
the base of the probosciform penis, situated between the 
last pair of legs, and runs its length. The penis may be 
clothed with fine setae, randomly distributed or arranged 
in discrete rows, or modified into simple or complex 
spines and hooks. 
The nondistensible penis in ascothoracicans is a less- 

extensive modification of the seventh pair of trunk limbs 
seen in more primitive crustaceans. It is used to inject 
spermatozoa into special chitinous seminal receptacles in 
the bases of the trunk limbs of the female, where they 
are stored until the eggs are laid. The probosciform pe- 
nis of acrothoracicans and ordinary barnacles injects the 
spermatozoa into the mantle cavity of the female, or a 
hermaphrodite acting as a female, at the time the eggs 
are being laid. 

Hormones. Although sites of neurosecretory and glan- 
dular hormone production have not been identified in 
barnacles, molting and metamorphosis are controlled by 
hormones. Two insect molting hormones have been iden- 
tified in the barnacle. 

EVOLUTION AND PALEONTOLOGY 

The Cirripedia belong to the class Maxillopoda, an an- 
cient radiation of relatively small, primarily marine crus- 
taceans presently known by 11 subclasses, five of which 
(Branchiura, Facetotecta, Tantulocarida, Ascothoracica, 

and Rhizocephala) are wholly parasitic. Of the six non- 
parasitic subclasses the Ostenocarida and Skaracarida are 
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extinct (Cambrian), and the Mystacocarida are generally 
restricted to a narrow band of the marine interstitial en- 
vironment. On the other hand, of the primarily nonpar- 
asitic groups, the Ostracoda and Cirripedia, ranging from 
the Cambrian period, and the Copepoda are diverse and 
occupy a wide variety of aquatic habitats. Of the nonpar- 
asitic groups, only the mystacocarids and cirripedes are 
exclusively marine. 
Because of marked similarities in their nauplius and 

cypnid larval forms, it has generally been considered that 
the Cirripedia gave rise to the highly modified parasitic 
Rhizocephala. This view has been appealing because two 

parasitic pedunculate barnacles draw nutrients from their 
hosts by a root system, which, if not homologous with that 
of the Rhizocephala, at least indicates how the rhizocepha- 
lans could have evolved from a parasitic barnacle. The 
mode of host penetration by a stylet near the area of the 
cyprid mouth and the composition of the injected mate- 
rial, however, indicate that the Rhizocephala evolved from 

a biting rather than a filter-feeding ancestor and therefore 
more likely represent a sister group than a derivative of 
the Cirripedia. 

At times the parasitic Ascothoracica also have been in- 
cluded in the Cirripedia because of a similar body plan. 
They have, however, a nonprobosciform median penis 
and seminal receptacles, as well as trunk limbs used solely 
for swimming, that show no indication of ever having 
been involved in filter feeding. Furthermore, their nau- 
plius larvae lack frontolateral horns, and their cypridlike 
larvae (often more than one stage) not only are capable of 
feeding with biting mouthparts but also possess distinctive 
prehensile first antennae that lack cement glands. Thus, 
the Ascothoracica are no longer included in the Cirripedia. 
They share, however, a common nonparasitic ancestor 

with the parasitic Rhizocephala and Cirripedia, on one 
hand, and the Facetotecta, on the other. A category that 

had fallen into disuse, the Thecostraca, is therefore now 
being used to accommodate these subclasses. 
A comparable nonparasitic ancestor was apparently 

shared by the Tantulocarida since a median nonprobosci- 
form penis occurs on the same segment as in ascotho- 
racids. While the posterior portion of the trunk in the 
Branchiura is too reduced to be instructive along these 
lines, the Ostracoda and the extinct Ostenocarida have a 
pair of penes and a pair of unmodified legs in the same 
position, respectively, and therefore are apparently nearer 
the stem of this Cambrian radiation. The Copepoda, Mys- 
tacocarida, and extinct Skaracarida, while lacking male 
genitalia and other features, such as a carapace and lateral 
eye, apparently also stem from near the base of this radi- 
ation in. the Cambrian period. 
Few Paleozoic barnacles are known. The acrothoraci- 

cans, or rather characteristic burrows made by them, 
appear in the Devonian period, but what they were like 
before they acquired the ability to burrow is unknown. 
The lightly armoured pedunculate barnacles Priscanser- 
marinus and Cyprilepas appear earlier, in the Cambrian 
and Silurian periods, respectively, and what could pass 
for contemporary pedunculate barnacles, Praelepas and 
Illilepas, appear in the Carboniferous period. The first 
resembles heteralepadomorphs (genera without a trace of 
calcareous or primordial chitinous plates), and, other than 
being uncalcified, the last two resemble lepadomorphans 
Lepas and Ibla, respectively. 
Heavy calcareous (calcitic) armament first appears in the 

Scalpellomorpha in the early Mesozoic era (245 to 66.4 
million years ago), and by the close of the early Mesozoic 
the three sessile groups—Brachylepadomorpha, Verruco- 
morpha, and Balanomorpha—appear in order. The most 
primitive sessile group, the Brachylepadomorpha, died out 
by the Miocene epoch (23.7 to 5.3 million years ago), and 
the asymmetrical sessile Verrucomorpha became pretty 
much restricted to the deep sea by that time. The Bal- 
anomorpha radiated up through the Tertiary, and it is 
largely on the basis of their remains that Charles Darwin 
noted that the present epoch could go down in the fossil 
record as the age of barnacles. It is evident, however, that 
there was a greater diversity of shallow-water barnacles in 
the Miocene than there is today. 
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CLASSIFICATION 

Annotated classification. 

SUBCLASS (ORDER) CIRRIPEDIA 

Maxillopodans; distinguished from nonparasitic crustaceans in 
being sedentary as adults; feeding by cirri; attached in burrows 
in limestone, corals, and shells or on a variety of substrata; 
usually provided with permanent, commonly calcareous arma- 
ment; female genital apertures open on first trunk segment; 
male genital aperture opens on a probosciform median penis on 
the sixth trunk segment; parasitic isopods (malacostracans); dif- 
ferentiation of the carapace, skeletal armature, and appendages 
taxonomically significant; approximately 1,000 species known. 

Superorder Acrothoracica (burrowing barnacles) 
Devonian to present; globular in shape; generally without con- 

spicuous calcareous exoskeleton; posterior cirri concentrated at 
end of trunk; widely distributed in coralline seas, most primi- 
tive members in deep sea; approximately | mm in length. 

Superorder Thoracica (barnacles) 

Cambrian to present; conspicuous calcareous exoskeleton; pos- 
terior cirri evenly distributed along trunk; inhabit virtually all 
marine environments, several primitive members in the deep 
sea; 1 mm to 2 cm in length, some larger. 

Order Pedunculata (stalked or pedunculate barnacles) 

Cambrian to present; body generally divided into capitulum 
and peduncle; capitular armament not differentiated into wall 
and operculum; includes 6 suborders, 2 extinct (Cyprilepado- 
morpha and Praelepadomorpha) and 4 extant (Heteralepado- 
morpha, Iblomorpha, Lepadomorpha, and Scalpellomorpha), 
the 3 best-known characterized below. 

Suborder Iblomorpha. Carboniferous? to present; spindle- 
shaped capitulum/peduncle clothed with stiff chitinous bristles, 
supporting 2 pairs of sometimes slightly calcified plates; cara- 
pace adductor in primitive position, located posterior rather 
than anterior to esophagus; marine; 2 mm to 2 cm in length. 

Suborder Lepadomorpha (goose barnacles and allies). Trias- 
sic?, Middle Eocene to present; capitulum typically with 5 cal- 
careous plates; peduncle without calcareous armament; 3 mm 
to 75 cm in length. 

Suborder Scalpellomorpha (leaf barnacles and allies). Triassic 
to present; capitulum supporting 6 or more calcareous plates; 
peduncle usually armoured with calcareous scales or spicules; 
2 mm to 10 cm in length. 

Order Sessilia (operculate or sessile barnacles) 

Late Jurassic?, Cretaceous to present; capitulum relatively 
rigid; cemented directly to the substratum; supporting an oper- 
culum of 2 or 3 movable plates, or 2 to 3 pairs of mov- 

able plates; transient peduncle, disappearing early in ontogeny, 
forms the floor of capitulum in adults. 

Suborder Brachylepadomorpha. Late Jurassic?, Triassic to 
Miocene; principal capitular plates and undedicated lateral 
plates; usually supporting 3 pairs of opercular plates; elevated 
above substratum by several basal whorls of imbricating plates; 
1 to 2 cm in height. 

Suborder Verrucomorpha (wart or asymmetrical sessile barna- 
cles). Cretaceous to present; 2 or 3 plates on the right or 
left side form movable operculum; of those of the opposite 
side, 1 lost and 2 immoyably incorporated into wall; primitive 
species with basal whorls of imbricating plates elevating the 
wall above the substratum; all basal imbricating plates lost in 
higher forms, the highest being reduced to a 2-plated opercu- 
lum and a 4-plated wall cemented to the substratum; 2 mm to 
2 cm in height. 

Suborder Balanomorpha (acorn barnacles). Late Cretaceous 
to present; operculum of 2 pairs of plates supported by a 
rigid wall, including up to 3 pairs of dedicated lateral plates; 
principal wall cemented directly to the substratum, even when 
surrounded by basal whorls of imbricating plates; 2 mm to 10 
cm in height and diameter, may reach 23 cm in height. 

Critical appraisal. Some authorities, such as the author 
of the overview section above, rank the cirripedes as an 
order. The Rhizocephala, although closely related by lar- 
val similarities (including nauplii with frontolateral horns 
and a cyprid with prehensile first antennae provided with 
cement glands), are not included in the Cirripedia by some 
researchers. Also no longer included in the Cirripedia are 
the Ascothoracica, which have nauplii that lack horns, 

cypridlike larvae whose first antennae, while prehensile, 
lack cement glands, and males that have a nonprobosci- . 
form median penis. 
Evidence from relatively recently discovered fossil and 

living taxa indicates that the Maxillopoda quite possibly 
include two natural lineages stemming from a common 
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ancestor in the Cambrian. If the definition of the The- 
costraca, which presently includes the Facetotecta, As- 

cothoracica, Rhizocephala, and Cirripedia, were expanded 
to include all the maxillopodan subclasses also having 

a carapace and lateral eyes (Tantulocarida, Ostracoda, 
Branchiura, and Ostenocarida), and if the Copepodoida 
(originally equivalent to the Maxillopoda) were restricted 
to include the maxillopodan subclasses without a cara- 
pace and lateral eyes (Copepoda, Mystacocarida, and 
Skaracarida), it would likely better reflect the relationships 
within the class. (W.A.N.) 

Malacostracans (lobsters, shrimps, crabs, 
scuds, and pill bugs) 

Malacostracans are the most numerous and most success- 

ful of the four major classes of Crustacea. Their members 
constitute more than two-thirds of all living crustacean 
species. They exhibit the greatest range of size (less than 
one millimetre, or 0.04 inch, to a limb spread of more 

than three metres, or 10 feet) and the greatest diversity of 
body form. Malacostracans are abundant in all permanent 
waters of the world: in the seas from the tropics to the 
poles and from the tidal zone to the abyss; in surface and 
subterranean fresh waters of all continents except Antarc- 
tica (where they once existed); and terrestrially on all con- 
tinental landmasses and all tropical and temperate islands. 
The success of malacostracans can be attributed pri- 

marily to their increased body size and to the evolution 
of more functional body regions and more sophisticated 
food-gathering appendages than possessed either by their 
Paleozoic ancestors (570 to 245 million years ago) or by 
the next largest living crustacean class, the Maxillopoda. 
This evolutionary thrust has been marked by the devel- 
opment of ambulatory legs and specializations for benthic 
life and by the brooding of eggs and suppression of free- 
living larval development. Especially significant has been 
a shift of food-gathering limbs from head to thorax and of 
swimming appendages and respiratory organs from head 
to thorax and finally to the abdomen. This rearward shift 
freed the antennae for the development of specialized or- 
ganelles sensitive to odours, sounds, vibrations, and phys- 
ical contact and added more appendages (maxillipeds) to 
the mouthpart field. Such changes have enabled malacos- 
tracans to utilize efficiently the new food resources that 
have accompanied the evolution and proliferation of vas- 
cular plants from the late Paleozoic to the present. 

GENERAL FEATURES 

Size range and diversity of structure. Malacostracans 
are typically large in size. Thus, some decapod crabs have 
leg spans of more than three metres, and others weigh 
more than 10 kilograms (22 pounds). Some free-living 
members of the orders Amphipoda, Isopoda, and Stom- 
atopoda are lobster-sized (25-30 centimetres [0.8 to one 
inch]); most, however, are medium (one to three centime- 
tres) in size. Paleozoic and primitive extant taxa seldom 
exceed 10 centimetres in body length, and the adult stages 
of some parasitic and subterranean groups are very small 
(less than one millimetre). 

From J. Klévekorn, ‘Das Organsystem der Blutbewegung bei Gammarus,” 
Zeitschrift fur Wissenschaftliche Zoologie, Bd. 146 (1935) 
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Figure 9: Anatomy of a gammaridean amphipod. 

Malacostracans have a fixed body plan of head, thorax, 
and abdomen (Figure 9). In the adult the head consists of 

five segments, the thorax of eight, and the abdomen typi- 
cally of six (or rarely seven) unfused segments. The head 
supports paired compound eyes, two pairs of antennae, 
and three pairs of short, chewing mouthparts, each consist- 
ing of two branches. The eyes are usually pigmented and 
borne on movable stalks, but they are sessile on the sides 
of the head in isopods, amphipods, and the superorder 
Hemicaridea. The first antennae (antennules) usually have 
two branches (three in the subclass Hoplocarida). The 

outer branch of the second antennae (antennal squame), 
which is usually flat and bladelike for elevation and 
swimming balance, has two segments in stomatopods and 
some mysids and one segment in syncarids and eucarids; 
it may be small or lost entirely in amphipods, isopods, 
and other bottom-dwelling or subterranean taxa. The first 
and second maxillae are short, with variable numbers of 
inner biting plates (endites) and often with outer lobes 

(epipodites), but the palps are short or lacking. 
From the hindmost (maxillary) segment projects a head 

shield, or carapace, which in primitive forms is large and 
covers the thorax, leg bases, and gill chamber. It may be 
fused to the dorsum of the thorax, as in the superorder 
Eucarida, but it is variously reduced and fused only to the 
anterior thoracic segments in the superorder Hemicaridea 
and the order Mysidacea or lost altogether in the orders 
Isopoda and Amphipoda and the superorder Syncarida. 
The thoracic legs are typically biramous and eight in 

number. In free-swimming taxa the legs are more or less 
alike, and both branches are slender. In bottom-dwelling 
taxa the inner branch has become a stiff walking limb, and 
the slender multisegmented outer branch is variously re- 
duced (in hemicarideans) or lost altogether (in amphipods 

and isopods). In advanced, especially bottom-dwelling, 
malacostracans, one or more legs are pincerlike. 
The abdomen bears on each but the last segment a 

pair of ventral, or ventrolateral, biramous limbs called 
paraeopods, or pleopods, which are primarily used in 
swimming. In the males of all eucaridans, hoplocarids, 

isopods, some hemicarids and syncarids, and rarely some 
amphipods, the anterior one or two*pairs may be spe- 
cially modified for sperm transfer. In males of most 
mysidaceans, the fourth and fifth pleopods (and the first 
and second uropods of some amphipods) may be modi- 
fied as claspers for holding the female during copulation. 
The last abdominal segment (of all but the leptostracans) 
bears a pair of biramous uropods and a median plate, or 
telson. The uropods are usually setose and paddle-shaped 
in swimming taxa and form a broad tail fan with the 
telson for rapid propulsion. In benthic and subterranean 
taxa the uropods are often slender, elongate, and tactile 
in function. The telson is bilobed in juvenile syncarids, 
larval eucaridans, some mysids, and most amphipods but 
platelike in all other malacostracans. 

Distribution and abundance. The class Malacostraca 
contains more than 22,000 living species and represents 
about two-thirds of all known crustaceans. It is the sin- 
gle largest group not only of marine arthropods but also 
of all fully aquatic arthropod taxa, including the insects 
and arachnids. Within the Malacostraca, Decapoda is the 

largest order, with about 9,000 described species, followed 
by the orders Amphipoda (6,200 species) and Isopoda 
(4,600 species). The other major orders have fewer than 
1,000 species each. 

Most malacostracans are marine. Among the decapods 
the ancient palinurans, their modern brachyuran (10-legged 
crab) derivatives, and the dendrobrachiate and stenopodid 

shrimps dominate in tropical and temperate marine shal- 
lows. The decapod caridean shrimps, astacidean lobsters 
and crayfish, and anomalans (hermits and eight-legged 
crabs), however, are dominant in cold-water and polar 
regions, in the deep sea, and in continental fresh waters. 

The amphipods and isopods are also abundant along cold- 
water marine shores and in the abyss and have widely pen- 
etrated fresh waters. They are also widespread in under- 
ground waters and terrestrial environments. Stomatopods 
are largely confined to tropical marine shallows; tanaids 
and cumaceans are found mainly in the colder deeps; 
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and mysids, though mainly marine, are also abundant in 
relicts of northern glacial lakes. 
Importance to ecology and to humans. Malacostracans, 

being large crustaceans, are often predators and scavengers 
and thus are found at or near the top of the aquatic food 
pyramid. They are important ecologically in ridding the 
sea bottom and seashores of decaying animal and plant 
matter and in serving as middle-level converters of or- 
ganic food energy to animal protein in a form suitable for 
fish, sea birds, marine mammals, and ultimately humans. 
The decapods and the order Euphausiacea (krill) are the 
only malacostracan groups of major economic value to 
humans. 

NATURAL HISTORY 

Reproduction and life cycles. The life cycle of malacos- 
tracans typically involves an egg stage; a series of free- 
swimming, plankton-feeding larval stages; a series of im- 
mature (subadult) growth stages; and finally a sexually ma- 
ture (reproductive) adult stage. Hermaphroditic adults are 
present in a few isopods. In the primitive swarming type 
of reproduction the male seeks out the female in the open 
water, usually in synchrony with lunar periodicity, cycles 
of temperature, or food availability. Mating (copulation) 
is very brief, often completed in a few seconds and usually 
following the reproductive molt of the female, when her 
exoskeleton is still soft. The eggs are fertilized as they are 
extruded from the oviductal opening on the sternum of 
the sixth thoracic segment. The anterior pleopods of the 
male are typically not modified for the transfer of sperm 
from the genital opening(s) on the eighth thoracic segment 
(e.g., in amphipods and primitive decapods). Such males 
usually do not feed, do not reproduce again, and do not 
live long after mating. Fertilized eggs may be shed freely 
in the sea, where they hatch, usually into nauplius larvae. 
In marine groups that brood the eggs by attaching them 
to the pleopods, the eggs hatch as late-stage larvae, which 
are often carnivorous (e.g., zoeae and phyllosoma larvae 
of decapods, antizoeae and pseudozoeae of stomatopods). 
These larvae eventually drop to the bottom and pass 
through one or more stages prior to attaining the imma- 
ture stage. Where eggs develop within a thoracic brood 
pouch, the larval stages are suppressed. The eggs hatch 
as well-developed embryos (in the order Leptostraca) or 
as immature forms of the adult (e.g., Isopoda, juveniles 
of the orders Mysidacea and Amphipoda), but parental 
brooding may be continued for a further few molts. In the 
deep sea and in fresh waters, whether eggs are laid freely 
(superorder Syncarida) or brooded on pleopods (decapods) 
or in a thoracic pouch (isopods and amphipods), the eggs 
hatch as juveniles or immature adult forms. 
In the more-advanced, especially bottom-dwelling, mala- 

costracans or in those with specialized habits, mating usu- 
ally takes place on or in the bottom. Males may attend, 
guard, or carry the female for some time (preamplexus) 
prior to copulation (amplexus), and mating may be pro- 
longed for several hours; the male usually continues to 
feed, molt, and mate further (in isopods, creeping de- 
capods, and benthic amphipods). Where the female exo- 
skeleton variously hardens prior to mating, the oviductal 
opening is often complex, and sperm transfer is assisted 
by correspondingly modified first and second pleopods of 
the male (“internal” fertilization of stomatopods, isopods, 
and the superorder Eucarida). Newly hatched late larvae 
or juveniles may be initially guarded or carried by the fe- 
male (in stomatopods and some amphipods and isopods). 
Locomotion. Malacostracans are primarily swimmers 

and secondarily walkers, clingers, and burrowers. Swim- 
ming is accomplished primitively by coordinated, syn- 
chronous beating of the setae on the outer branches 
of biramous head appendages in early larval stages and 
thoracic appendages in later larval stages and the adult 
stages of the order Leptostraca, the order Mysidacea, and 
the superorders Syncarida and Eucarida. The swimming 
action characteristic of adult malacostracans is provided 
by abdominal pleopods. Typically, each of the first five 
abdominal segments bears, on the ventral (lower) surface, 
a pair of pedunculate, biramous pleopods. In order to 
beat in unison, each pair is usually hooked together by 
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spines on the inner margin of the peduncle (retinacula) or 
the inner ramus (“clothespin spines”). The amphipods are 
unique in having only three pairs of pleopods, the last two 
pairs being modified as stiff, thrusting uropods. In prim- 
itive forms the pleopod rami are slender and segmented 
(annulate), as in amphipods and procarididean decapods, 
all of which are primarily swimmers as adults; however, 
in all the other malacostracan groups, most of which are 
crawlers and burrowers, the rami are broad, flaplike, and 
unsegmented. The pleopods are typically reduced, or even 

lost, in many burrowers. The swimming crabs use paddle- 
like fifth thoracic legs for propulsion. Abrupt swimming 
propulsion is provided by the tail fan. In amphipods the 
tail fan (consisting of three pairs of uropods and telson) 
provides a sudden forward thrust. In eucaridans (espe- 
cially decapods) the tail fan (paired uropods and telson) 
provides a characteristic “tail-flip” or sudden backward 
escape reaction. 

In most benthic malacostracans the hind five to seven 
pairs of thoracic legs have become essentially uniramous— 
the inner branch is thickened and stiffened and adapted 
for walking or crawling. In amphipods the first four pairs 
are pointed forward and the last three backward, an 

adaptation for perching, clinging, climbing in “inchworm” 
fashion, or jumping. 
In burrowing malacostracans, especially decapods and 

stomatopods, the distal segments of some legs attain a 
semichelate, subchelate, or true chelate (pincerlike) form 
that facilitates both digging and removal of the soft sub- 
stratum. In many amphipod burrowers the claws are often 
reduced, but the adjacent segments are much broadened, 
strongly spined, and powerfully muscled. Rapid leg move- 
ments, often aided by the fanning action of setose antennae 
and the hydraulic tunneling motion of powerful pleopods, 
enable these torpedo-shaped crustaceans to swim through 
loose sandy substrata, feeding as they go. 
Food and feeding. Malacostracans consume virtually 

every available kind of organic matter, plant or animal, 
living or dead. The small- to medium-sized groups primar- 
ily consume detritus and plankton, and some are parasites 
of other aquatic organisms. The larger-sized groups are 
mainly carnivores and scavengers, preying on a wide range 
of small invertebrates and fishes or devouring the carcasses 
of whales, seals, fishes, and large invertebrates. Burrowing 
and small groundwater malacostracans are filter feeders, 
consuming microorganisms and bacteria from the sedi- 
ments. Terrestrial isopods and amphipods consume forest 
leaf litter and algae at the tide lines. 
Malacostracans capture or obtain their food primarily by 

using their thoracic legs. In early free-swimming larvae 
and the adults of some filter-feeding or deposit-feeding 
amphipods, isopods, and hemicarideans and in large car- 
nivorous palinuran decapods, food may be gathered (occa- 
sionally killed) by means of the antennae and other head 
appendages. In carnivorous, or raptorial, species one or 

more of the thoracic legs are enlarged, and the tips are pin- 
cerlike, allowing the animal to capture, kill, and initially 
shred its prey (Figure 10). In lobsters and crayfish the first 
walking leg (fourth thoracic) is fully cheliform, and either 
the left or right claw is massive, with pavementlike teeth, 
for crushing hard-shelled prey such as snails and clams. In 
“spearer”-type stomatopods the raptorial claw is toothed 
and spiny for stabbing soft-bodied prey. “Smashers” have 
a swollen, hammerlike claw for crushing hard-bodied prey. 
Malacostracans (except for leptostracans) typically have 

one to three pairs of thoracic limbs modified as accessory 
mouthparts. These maxillipeds (or “jaw legs”) pass food 
to the masticatory, or chewing, mouthparts of the head 
proper. The thoracic segment of the first pair of maxil- 
lipeds is usually fused to the head, forming a cephalon 
(Figure 9). In stomatopods the first five pairs are called 
maxillipeds, but only the first pair is functionally so and its 
body segment is not fused to the head. In amphipods the 
first two pairs of thoracic legs may also function as food- 
pushing limbs, but their segments are typically free. In 
decapods the first two or three pairs serve as maxillipeds, 
and their segments are fused within the cephalothorax. 
The mouthparts generally reflect feeding habits. In flesh 

eaters and scavengers the mandibular incisors are typically 
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Figure 10: Raptorial appendages. 

(A) Spearer of the species Harpiosquilla harpax has two 
modes of striking. (Top) In capturing prey, it uses a spearing 
strike; (bottom) in combat with another stomatopod, spearers 

usually hit with the dactyls closed. (B) Smasher of the species 
Gonodactylus chiragra uses its raptorial appendages both 
in combat with other stomatopods and in attacking prey. 
If the prey is soft-bodied, the smasher will change from a 
smashing strike to a stabbing one. It also sometimes stabs in 
intense combat. 

Adapted from R.L. Caldwell and H. Dingle, ‘‘Stomatopods,” copyright © 1975 Scientific 
American, Inc., all rights reserved 

large and the plates and palps of the maxillae and max- 
illipeds are armed with strong spines and cutting edges, 
whereas the molar is small or lacking. In those species that 
consume all organic material and in those that consume 
only plants, the molar is usually strong, with an inner 
grinding surface. In filter feeders the plates of the maxil- 
lules, the maxillae, or both may be enlarged and equipped 
with a large number of fine-filtering (plumose) setae. Ac- 
cessory (baler) plates, for directing feeding currents, are 
often well-developed (e.g., in cumaceans and haustoriid 
amphipods). 
Although malacostracans are typically free-living, sev- 

eral taxa, especially among the amphipods, decapods, and 
isopods, have formed symbiotic, commensal, and even 
fully parasitic relationships with other invertebrates, fishes, 
marine mammals, and reptiles. Many decapods, especially 
porcellanid and xanthid crabs, live permanently in cav- 
ities among sponges, corals, and bryozoans. Leucothoid, 
sebid, and some lysianassid amphipods live within the 
respiratory and feeding cavities of sponges, tunicates, and 
anemones. Lafystiid and some lysianassid amphipods, as 
well as aegid, cymathoid, and immature gnathiid isopods, 
are external parasites of fish. Cyamid amphipods occur on 
whales and some hyalid amphipods in the buccal cavities 
of marine turtles. Epicaridean isopods are fully parasitic 
on other crustaceans, especially decapods. The body of the 
host may be much deformed and the body of the parasitic 
female very much transformed, quite unlike the small, 
symmetrically segmented, and otherwise normal male. 

FORM AND FUNCTION 

External features. The chitinous exoskeleton, or cuticle, 
covering the body and limbs of malacostracans is divided 
into segments interconnected by strong, flexible mem- 
branes, allowing for articulation at the joints. The cuticle 
is usually soft and thin in small, wormlike, generally sub- 
terranean species, in parasitic species, or in the respiratory 
surfaces of free-living species, where gas exchange with the 
environment is vital. In large, heavy, mostly carnivorous 
forms, the cuticle is highly mineralized or impregnated 
with calcium salts. Such an exoskeleton provides consid- 
erable mechanical leverage and protection to the owner. 
Malacostracans, like all arthropods, increase in size by 

molting. This process may take place very rapidly or re- 
quire several days for completion (in some hard-shelled 
bottom dwellers). The animals remain in sheltered loca- 
tions until the exoskeleton is hardened. 
Internal features. The nervous system and sensory or- 

gans. The malacostracan central nervous system consists, 

in primitive forms, of a ventral nerve cord and ganglia 
within each body segment. The supraesophageal ganglion 
innervates the eyes, antennules, and antennae, and the 
subesophageal ganglion innervates the mouthparts of the 
head region. In amphipods and anomuran decapods the 
ganglia of abdominal segments are variously fused. In 
brachyuran decapods the abdominal and thoracic ganglia 
are fused into a single central thoracic ganglionic centre. 
Nearly all surface-dwelling members have pigmented 

eyes, but these are usually reduced or totally lost in un- 
derground and deep-sea species. The eyes of crustaceans 
are compound and may be composed of thousands of in- 
dividual facets, or ommatidia. The compound eye of most 
malacostracans and their advanced larval stages is located 
on a movable stalk. The overall image is formed by com- 
bining the images from many individual ommatidia. Such 
eyes are called appositional, or mosaic. The compound 
eye is especially sensitive to movement and has a wide 
field of vision, often more than 180°, and is of enormous 
advantage to large, predatory malacostracans. 
The eyes of smaller, mainly benthic, nonpredatory 

malacostracans, such as amphipods, hemicarideans, and 
isopods, are located on small lobes or flat on the sides 

of the head. Except in predatory or nocturnal amphipods, 
the eyes are small and consist of relatively few facets. 
Light that may strike a large patch of facets is concen- 
trated on one ommatidium. Such eyes provide poor visual 
acuity. Compound eyes can discriminate colour, initiat- 
ing changes within skin cells to match the colour of the 
substratum. 
Olfactory hairs, or esthetascs, are used to locate food and 

recognize other crustaceans and their sexual states. Tactile 
setae occur generally over the external surfaces and ap- 
pendages, especially of the antennae, food-gathering limbs, 
and mouthparts. Tactile hairs are present in the statocysts 
(organelles of balance) located, for example, in the first 
peduncular segment of the antennules in amphipods and 
the superorder Eucarida. 
Some decapods and amphipods are sensitive to pressure 

change. Minute pit sensory organs of the general body 
surface are suspected receptors. Many decapods and am- 
phipods produce sound by striking (percussion) or rasping 
(stridulating) or by internal mechanisms. Organs of sound 
reception include, in brachyurans, the chordotonal organs 
on the hinges of walking legs. Highly specialized sound 
and vibration receptors include the antennal calceoli of 
amphipods, the individual microstructure of which con- 
sists of receiving elements arranged serially and attached 
to the antennal segment by a slender stalk. In more- 
advanced groups the basal elements are expanded into a 

cuplike receptacle, and the stalk is distally expanded into 
a bulla, or resonator. The mechanism of transmission to 
the brain is unknown since nerve connections have not 
been discovered. In highly advanced predatory amphipods 
two types of calceoli are found: one type is used to detect 
mates (found in males only), and the other is used to 
detect prey (found in both sexes). 
Digestion and nutrition. The digestive tract of malacos- 

tracans consists of an esophagus; a two-chambered foregut; 
a midgut with outpocketings called digestive glands, or 
hepatopancreas; and a hindgut, or rectum. The large an- 
terior foregut, or cardiac stomach, occupies much of the 
posterior aspect of the head and the anterior thoracic body 
cavity. A constriction separates it from the smaller, more 
ventral, pyloric stomach that lies in the posterior part of 
the thorax. Lining the inside of the greatly folded and 
muscular stomach walls, especially the pyloric portion, 
are groups or rows of stiff bristles, teeth, and filtering 
setae known as the gastric mill. The mill is strongly 
and complexly developed in large decapods, which ingest 
food quickly and in coarse chunks. The filtering setae are 
prominent in malacostracans that ingest fine materials or 
masticate their food throughly with the mouthparts. The 
macerated and partly digested food works its way through 
the filtering system of the pyloric stomach into the ceca, 
or pouches, of the hepatopancreas. There enzyme produc- 
tion and the storage and absorption of food takes place. 
The digestive secretions depend on the species and diet 
and include cellulase and chitinase. In stomatopods the 
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cardiac stomach is large enough to hold the remains of 
large prey; it opens directly from the mouth without an in- 
tervening esophagus. The midgut, or main intestine, may 
either extend throughout the abdomen, as in lobsters, or 
be very short, as in crabs. Fecal material is voided through 
the anus from the short rectum. 
Excretion. Malacostracans excrete waste fluids mainly 

through the ducts of the nephridial glands, which are pre- 
sent in the body segments of the second antennae and the 
maxillae. The ducts open on the basal segments of those 
head appendages. Antennal nephridial glands are present 
in the adult stages of eucaridans, mysidaceans, and am- 
phipods and in the larval stages of stomatopods and hemi- 
carideans. The antennal glands of amphipods are enlarged 
in freshwater forms but are small in terrestrial species. 
Maxillary nephridial glands are typical of adult stom- 
atopods, syncaridans, hemicaridans, and isopods. Adult 
leptostracans have both types of glands. Nephrocytes are 
present at the bases of thoracic legs and elsewhere in the 
body of mainly primitive groups. Bathynellaceans have a 
unique uropodal gland. The sternal gills of amphipods are 
osmoregulators. 

Respiration. Most large malacostracans respire through 
gills, which develop as vascularized outgrowths of the first 
segment of the thoracic legs (epipodal gills). The gills of 
decapods are in a branchial chamber beneath the cara- 
pace, and oxygenated water is funneled through them. 
The lining of the chamber itself may be soft and vascu- 
larized for respiration, as in mysids, thermosbaenaceans, 
hemicarideans, and peneid shrimps. Land crabs have 
larger and more vascularized branchial chambers than do 
aquatic crabs. 
The epipodal gills in syncarids and euphausiids are un- 

protected, since a carapace is either lacking or does not 
cover the leg bases. In amphipods the gills are usually 
simple sacs or plates, which in the course of evolution 
have migrated to the inner side of the legs. The gills are 
fanned and oxygenated by the pleopods in the ventral 
tunnel formed by the coxal plates. In stomatopods and 
isopods gill-like outgrowths of the pleopods or invaginated 
pseudotracheae (in terrestrial isopods) are the main organs 
of respiration. 
Gas moves across the respiratory surface by diffusion 

rather than by active transport. Since the chitinous ma- 
terial of the body wall is relatively impermeable, special 
mechanisms have evolved to boost oxygen uptake. These 
include increased surface area (dendritic, foliate, pleated, 
or “double” gills), rich vascularization of respiratory sur- 
faces, ventilating mechanisms (current-directing exopods 
and baler plates of the maxillae and maxillipeds), and 
presence in the blood of special respiratory pigments such 
as hemocyanin. 
Blood vascular system. Malacostracans have a more 

complex open circulatory system than do other crus- 
taceans. The single-chambered heart is enclosed in a peri- 
cardial sinus and is located dorsally, above the gut. It is 
elongate and tubular with several ostia for return flow in 
primitive forms (orders Leptostraca and Stomatopoda and 
the superorder Syncarida), but it is short and boxlike with 
one to two ostia and located in the thorax in advanced 
forms (decapods). The blood, or hemolymph, is pumped 
to the head through an aorta and to the gills and lo- 
comotor appendages through lateral and ventral arteries. 
Veins are lacking, and the blood returns to the heart via a 
series of sinuses. 
Endocrine system and hormones. The major neuroen- 

docrine control centre of malacostracans is the X-organ- 
sinus-gland complex, which lies in the eyestalk or in an 
equivalent part of the head in which the eyes are sessile. 
This complex regulates maturation, dispersal of pigments 
and colour change, and some metabolic processes. The 
female’s ovaries, the male’s reproductive glands, the peri- 
cardial organs, and the maxillary Y-organs of decapods 
also produce hormones that function in the molt and 
reproductive cycles. 
Defense and aggression. Malacostracans must defend 

and fight for food, shelter, space, or mates. Hermit crabs 
fight over shells to occupy, stomatopods and alpheid 
shrimps fight over shelters, and terrestrial crabs and tube- 
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building amphipods contest burrows and domiciles. Males 
may enlarge and embellish some of their appendages at 
maturity in order to enhance status and indicate sexual 
intent. Fights to determine status range from highly ritual- 
ized displays to death struggles. In decapods the most ag- 
gressive fighters are aquatic species, which are well armed, 
meet infrequently, and compete only occasionally over 
patchy, ephemeral resources. Terrestrial species, which are 
more prone to injury, more social, and less limited by 
availability of resources, exhibit more complex, formalized 
interactions. Male fiddler crabs attract females by waving 
the enlarged claw and sending sound signals. The signals 
establish the identity and intent of the sender. Male ghost 
crabs build, sand pyramids to attract females. Numerous 
shrimps and some amphipods snap the movable finger 
of the enlarged claw against the hand as part of threat 
displays and courtship signals. Many stomatopods have a 
colour-coded, species-specific eyespot on the claws, which 
is displayed during posturing. More aggressive species have 
brighter eyespots. Stomatopods that fight with the same 
or closely related species reduce the force of their blows or 
engage in ritualized combat. Relatively docile species are 
more aggressive when facing more bellicose neighbours. 
An elaborate set of courtship signals is needed by the male 
stomatopod to prevent the female from attacking him. 

EVOLUTION AND PALEONTOLOGY 

The fossil record of the Malacostraca extends from the 
early Paleozoic era (Early Ordovician epoch, 505 to 478 
million years ago) to the present (Figure 11). The early 
phyllocarids (order Archaeostraca) had a body form which 
resembled the aquatic branchiocarid arthropods that were 
diverse in Cambrian seas, 570 to 505 million years ago. 
Those primitive forms (e.g., Canadaspida) were not di- 
rectly ancestral, however, since they lacked gnathobasic 
(chewing) head appendages (e.g., mandibles, maxillae) and 
other major characteristics of the true Crustacea. Mala- 
costracans share a number of advanced characteristics 
with the enigmatic class Remipedia, including biramous 
antennules, a first trunk segment fused to the head, limbs 

modified as maxillipeds, and paired swimming appendages 
on all trunk segments posterior to the genital openings. 
The first eucaridan malacostracans appeared in the mid- 

dle Paleozoic (Late Devonian epoch, 374 to 360 million 
years ago). These were burrowing, lobsterlike, proto- 
glyphaeids with primitive, somewhat pincerlike walking 
legs and a tail fan with uropods. During the late Paleozoic 
(Early Carboniferous epoch through Permian period, 360 
to 245 million years ago) malacostracans evolved rapidly, 
apparently in step with the proliferation of coastal vascu- 
lar plants that formed a major new aquatic food resource. 
At least 16 new orders arose during that time, some 
members of moderate size, with both subcheliform and 
true pincerlike walking legs (e.g., Hoplocarida, Astacidea). 
In other, mostly smaller, bottom dwellers in brackish to 
fresh lagoons and estuaries (e.g., Hemicaridea, Syncarida, 
Mysidacea, Isopoda) the carapace and thoracic respiratory 
chamber were reduced or lost altogether, the eggs devel- 
oped directly, within a thoracic brood pouch, and respi- 
ration and swimming propulsion became increasingly ab- 
dominal. At least eight primitive and unspecialized orders 
died out by the close of the Permian (e.g., aeschronectid 
stomatopods, Pygocephalomorpha, Belotelsonidea). Dur- 
ing the Mesozoic heyday of the malacostrans, 245 to 66 
million years ago, however, an equal number of new or- 
ders arose. With the evolution of the anomurans and true 
crabs during this era, the decapods diversified and grew to 
large sizes. All major amphipod suborders and infraorders 
are believed to have evolved by the Jurassic and Creta- 
ceous periods. The isopods had diversified into their nine 
existing suborders, including those fully parasitic on other 
crustaceans and fishes. All major continental fresh wa- 
ters had been widely penetrated via estuaries and coastal 
groundwaters. Moist lands, then becoming forested with 
angiosperms, were being occupied by terrestrial isopods 
and amphipods. 
With the subsequent cooling of coastal seas in the Ter- 

tiary period, several malacostracan groups (e.g., asellote 
isopods, lysianassid amphipods, and anomuran decapods) 
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Figure 11: Phylogenetic tree of the Malacostraca. 

proliferated in cold-water regions and in the deep sea. The 
amphipods became associated with mammals and tor- 
toises, which first moved into their ancestral shallows, and 

coevolved with them to their specialized status as epipar- 
asites of whales and marine turtles. Several malacostracan 
groups that had proliferated in the warm shallows of late 
Paleozoic and Mesozoic seas either disappeared or were re- 
duced to a few relict species in deep or anoxic marine habi- 
tats (e.g., Lophogastrida, glyphaeid decapods, Leptostraca, 
Mictacea) or in continental groundwaters (e.g., Syncar- 
ida, Spelaeogriphacea, Thermosbaenacea). The isopods, 
decapods, and amphipods now make up 90 percent of all 
living malacostracans, with new species still in the process 
of evolution. 

CLASSIFICATION 

Diagnostic classification. _Malacostracan characters used 
in diagnosis and classification include type of eye (stalked 
or sessile), type of antennule (one-, two-, or three-branched, 
with or without sensory structures), type of antenna (with 
or without accessory branch, sensory structures), mouth- 
part structure (including presence or absence of palps, 
plates, and spines that reflect feeding preferences), cara- 
pace (presence or absence, type), anterior segments (degree 
of fusion with head), anterior limb pairs (degree of mod- 
ification as maxillipeds, gnathopods), posterior limb pairs 
(whether single- or double-branched, simple or pincerlike, 
bearing gills or not), male and female sex ducts (type and 
position of openings), segmentation (degree of fusion of 
segments), pleopods (whether annulate or flaplike, sexu- 
ally modified or not, gill-bearing or not), uropods (present 
or not, single- or double-branched), and telson (bilobate 
or platelike, with or without furcae). 
Schram (1986) has revised much of the earlier classifica- 

tions of Calman and others and is generally followed here. 
A dagger (+) indicates extinct groups. 
Annotated classification. 

CLASS MALACOSTRACA 

Double- or triple-branched antennules; single-branched ambu- 
latory (walking) limbs often equipped with pincers; thoracic and 
abdominal respiration; terminal body segment with uropods; 
carapace, variously reduced or lacking, does not cover thoracic 
limbs; larval development usually of an advanced free-swim- 
ming type (e.g., zoea) or often completed within the egg, in 
which case the first stage is an immature form of the adult; 
nauplius larva, when present, an advanced maxillopodan type 
lacking primitive frontal filaments but possessing specialized 
median eye. 

Subclass Phyllocarida 
Carapace large, appearing bivalved; thoracic legs with leaflike 

outer branch; abdomen 7-segmented, lacking uropods; anterior 
segments with pleopods (swimming legs). 

+Order Archaeostraca. Early Ordovician to Permian; carapace 
bivalved and hinged; both antennae with two branches; 6 
families. 

tOrder Hoplostraca. Late Carboniferous; carapace short; an- 
tennae 2 one-branched, raptorial in form; | family. 

Order Leptostraca (visored shrimp). Permian to Holocene; 
carapace large, not hinged; antennae 2 one-branched, slen- 
der; terminal abdominal segment with pair of large paddlelike 
branches; eggs brooded under carapace; marine; on muddy bot- 
toms low in oxygen; intertidal to the deeps; about 15 species 
in 3 families. 

Subclass Hoplocarida 
Late Devonian to Holocene; carapace large, not bivalved; 

rostrum hinged; antennules 3-branched; forward thoracic legs 
subchelate (clawlike); hind thoracic legs ambulatory (walking) 
or burrowing; abdomen large; pleopods bearing gills; terminal 
segment with large tail fan; 3 orders. 

tOrder Aeschronectida. Carboniferous; carapace covers entire 
thorax; thoracic legs without pincers; terminal body segment 
elongate; 3 families. 

tOrder Palaeostomatopoda. Late Devonian to Early Carbonif- 
erous; carapace covers thorax; anterior thoracic legs with claws; 

terminal body segment normal; 1 family. 

Order Stomatopoda (mantis shrimps). Early Carboniferous, 
Mesozoic to Holocene; carapace short, exposing thoracic seg- 
ments 5-8; first 5 pairs of legs clawlike, hind 3 stiltlike; termi- 
nal body segment normal; telson unbranched, simple; live in 
burrows or dens from which they dart forth to smash or spear 
prey with large clawlike second legs; mainly in tropical marine 
shallows; 4 superfamilies and 15 families. 

Subclass Eumalacostraca 
Late Devonian to Holocene; carapace (when present) not 

bivalved; rostrum fixed; first antenna 2-branched; thoracic 
legs with slender, many-segmented outer branch and stout, 
7-segmented inner branch, often pincerlike, used in walking or 
food-gathering; 6 (rarely 7) abdominal segments, with pleopods 
and terminal uropods. 

Superorder Syncarida 

Late Devonian to Holocene; carapace lacking; thorax and ab- 
domen weakly separated; thoracic legs biramous, bearing gills 
but without pincer claws; abdomen 6-segmented. 

tOrder Palaeocaridacea. Carboniferous to Permian; first tho- 
racic segment not fused to head; abdominal pleopods 
2-branched, flaplike; 4 families. 

Order Anaspidacea (torrent shrimps). Triassic to Holocene; 
first thoracic segment fused to head; pleopods 1-branched, slen- 
der, multisegmented; fresh waters of Australia, New Zealand, 
and South America; 2 suborders and 4 families. 

Order Bathynellacea. Permian to Holocene; body minute; 
wormlike; blind; thorax of 8 segments; legs short, weak; ab- 
domen nearly lacking pleopods; in groundwaters of all conti- 
nents except Antarctica; 2 families. 
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Superorder Eucarida 

Carapace fused to thorax; thoracic legs usually with gills at 
bases; eggs usually hatch as free-swimming larvae. 

tOrder Belotelsonidea. Carboniferous; carapace large; thoracic 
legs 1-branched, simple, without pincers; pleopods flaplike; tel- 
son with furcae; | family. 

Order Euphausiacea (krill). Carboniferous? to Holocene; cara- 
pace not covering leg bases; 8 thoracic legs biramous, unspe- 
cialized, bearing tuffy gills; telson with furcae; long series of 
larval stages; marine, pelagic; 2 families. 

Order Amphionidacea. Holocene; carapace large; thoracic legs 
1-branched; in female, first pleopod expanded under carapace 
to enclose a brood pouch; deep-swimming, tropical marine. 

Order Decapoda (shrimps, lobsters, hermit crabs, crabs). Cara- 
pace large, enclosing thorax and gill chamber; inner branch of 
thoracic legs strong, often pincerlike; first 2-3 pairs smaller, 
modified as accessory feeding limbs (maxillipeds); uropods and 
telson usually forming broad tail fan; marine, some freshwater, 
a few terrestrial; about 9,000 species. 

Superorder Pancarida 

Order Thermosbaenacea (hot-springs shrimps). Holocene; 
minute; blind; wormlike; carapace short, forming dorsal brood 
pounch in female; thoracic legs weak, mostly 2-branched; lack- 
ing gills; pleopods weak or lacking; subterranean; about 15 
species in 5 families. 

Superorder Peracarida 

Carapace shortened, attached anteriorly to thorax, or lacking; 
eggs develop in ventral thoracic brood pouch and hatch as 
miniature adults. 

tOrder Pygocephalomorpha. Carboniferous to Permian; cara- 
pace large, unridged, covering thorax; ventral plates of tho- 
rax widening behind; walking legs 6-segmented; abdomen 
6-segmented; coastal marine; 4 families. 

Order Lophogastrida. Late Carboniferous to Holocene; cara- 
pace large, ridged, covering thorax; ventral plates of thorax 
evenly widened; thoracic legs 7-segmented, weakly modified for 
grasping prey; abdomen basically 7-segmented; pleopods slen- 
der, branches segmented; deep-sea, free swimming; 3 families. 

Order Mysidacea. Jurassic to Holocene; carapace short, expos- 
ing hind segments; thoracic legs simple, 7-segmented; abdomen 
6-segmented; pleopods usually reduced in female, hind pairs 
modified as claspers in male; brood plates on posterior legs 
only; marine, freshwater: about 800 species in 4 families. 

Order Amphipoda (well shrimps, night shrimps). Eocene to 
Holocene; carapace lacking; eyes flat on head, not stalked; 7 
pairs of 1-branched thoracic legs, each covered basally by a 
coxal plate; last 5 or 6 pairs bearing gill on inner side; first 2 
pairs usually subcheliform (pincerlike); abdomen 6-segmented, 
with 3 forward pairs of slender, segmented swimmerets and 3 
hind pairs of stiff uropods; telson basically bilobed; thoracic 
brood pouch; eggs hatch as miniature adults; marine, freshwa- 
ter, one family terrestrial; about 6,200 described species in 4 
suborders, 31 superfamilies, and 137 families. 

Order Cumacea (tadpole shrimps). Carboniferous to Holo- 
cene; head and thorax short, deep; carapace enclosing func- 
tional respiratory chamber; abdomen slender; pleopods lacking 
in female; marine, burrowing in sediments; about 800 species 
in 9 families. 

Order Mictacea. Holocene; body elongate; carapace lacking; 
respiratory chamber vestigial; pleopods very reduced; marine; 
2 families. 

Order Spelaeogriphacea. Early Carboniferous to Holocene; 
body elongate; carapace short; thoracic legs slender, 2—4 with 
small outer branch; uropods broad; marine and freshwater; 2 
families. 

Order Tanaidacea (tanaid shrimps). Early Carboniferous to 
Holocene; body small, cylindrical; eyes on small lobes; cara- 
pace short; second thoracic legs large and pincerlike in male; 
5 pairs of pleopods; marine, brackish, rarely freshwater; about 
350 species in 4 suborders and 21 families. 

Order Isopoda (pill bugs, sow bugs, sea slaters). Body flat- 
tened dorsoventrally or cylindrical (greatly modified in para- 
sitic members); carapace and respiratory chamber lacking; eyes 
sessile; 7 pairs of uniramous thoracic legs (some may be pin- 
cerlike), lacking gills; leg segment 3 elongate; pleopods broad, 
often with gills; marine, freshwater, and terrestrial; about 4,500 
species in 9 suborders and 100 families. 

Critical appraisal. Schram (1986) has divided the Crus- 
tacea into four main classes: Remipedia, Malacostraca, 
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Phyllopoda, and Maxillopoda. The Malacostraca are 

grouped with the last two (higher) crustacean classes in 
having a clearly demarcated head, thorax, and abdomen, 
the thorax usually with eight or fewer segments; it is dis- 
tinct from them but more like the Remipedia in having 
paired appendages on all body segments. 
The relationships of various groups within malacostracan 

subclasses are constantly undergoing revision in the light 
of new faunal discoveries and new taxonomic method- 
ology. Schram has revised much of the earlier format 
(of Calman and others). He eliminated the Calmanian 
concept of “Peracarida,” since it unites groups that are 
superficially similar rather than naturally closely related, 
a move with which the classification used here agrees. 
His format elevates to superorder the Mysidacea (con- 

taining orders Mysida, Lophogastrida, and Pygocephalo- 
morpha), the Amphipoda, and the Isopoda and creates a 

new superorder Hemicaridea (containing orders Cumacea, 
Spelaeogriphacea, and Tanaidacea, to which this classifi- 
cation also adds the Mictacea). Thus, Schram’s elevation 
of Hoplocarida to subclass level is accepted here, but not 
his reduction of superorder Syncarida to an order. The 
classification of the Amphipoda is updated from that of 
Schram. The mainly fossil subclass Phyllocarida (with two 
noncrustacean groups removed) is here retained in the 
Malacostraca (after Dahl). (E.L.B./K.E.C.) 
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ASCII 

Cryptology 
ryptology (from the Greek kryptos, “hidden,” and 
lédgos, “word”) is the science of secure (generally 

secret) communications. This security obtains from 
legitimate users, the transmitter and the receiver, being 
able to transform information into a cipher by virtue of a 
key—i.e., a piece of information known only to them. Al- 
though the cipher is inscrutable and often unforgeable to 
anyone without this secret key, the authorized receiver can 
either decrypt the cipher to recover the hidden informa- 
tion or verify that it was sent in all likelihood by someone 
possessing the key. Cryptography (from the Greek kryptos 
and grdphein, “to write”) is the study of the principles 
and techniques by which information can be concealed in 
ciphers and later revealed by legitimate users employing 
the secret key, but in which it is either impossible or 
computationally infeasible for an unauthorized person to 
do so. Cryptanalysis (from the Greek kryptds and ana- 
l¥ein, “to loosen” or “to untie”) is the science (and art) of 
recovering information from ciphers without knowledge 
of the key. Cryptology is often—and mistakenly—con- 
sidered a synonym for cryptography and occasionally for 
cryptanalysis, as in the popular solution of cryptograms or 
ciphers, but specialists in the field have for years adopted 
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GENERAL CONSIDERATIONS 

Because much of the terminology of cryptology dates to 
a time when written messages were the only things being 
secured, the source information, even if it is an appar- 
ently incomprehensible binary stream of Is and Os, as in 
computer output, is referred to as the plaintext. As noted 
above, the secret information known only to the legiti- 
mate communicants is the key and the transformation 
of the plaintext under the control of the key into cipher 
(also called ciphertext or, in older sources, cryptogram) 
is referred to as encryption or encipherment. The inverse 
operation, by which a legitimate receiver recovers the 
concealed information from the cipher using the key, is 
known as decryption or decipherment. 
The fundamentals of codes, ciphers, and authentication. 

The most frequently confused, and misused, terms in the 
lexicon of cryptology are code and cipher. Even experts 
occasionally employ these terms as though they were 
synonymous. 
A code is simply an unvarying rule for replacing a piece 

of information (e.g., letter, word, or phrase) with another 
object, but not necessarily of the same sort. Probably 
the most widely known code in use today is the Ameri- 
can Standard Code for Information Interchange (ASCII). 
Employed in all personal computers and terminals, it rep- 
resents 128 characters (and operations such as back space 
and carriage return) in the form of seven-bit binary num- 
bers—i.e., as a string of seven 1s and Os. In ASCII a lower- 
case a is always 1100001, an uppercase A always 1000001, 
and so on. In the first quarter of this century, before the 
telegraph was supplanted by radio communications, elab- 
orate commercial codes that encoded complete phrases 
into single words (five-letter groups) were developed, so 

the convention that cryptology is the more inclusive term 
encompassing both cryptography and cryptanalysis. 
Cryptography was concerned initially with providing se- 

crecy for written messages. Its principles apply equally 
well, however, to securing data flow between computers, to 
digitized speech, and to encrypting facsimile and television 
signals. Most communications satellites, for example, rou- 
tinely encrypt the data flow to and from ground stations 
to provide both privacy and security for their subscribers. 
Because of this broadened interpretation of cryptography, 
the field of cryptanalysis has also been enlarged to include 
the recovery of information from ciphers concealing any 
form of data. 
This article discusses the basic elements of cryptology, 

delineating the principal systems and techniques of cryp- 
tography as well as the general types and procedures of 
cryptanalysis. It also provides a concise historical survey of 
the development of cryptosystems and cryptodevices. For 
additional information on the encoding and encryption of 
facsimile and television signals and of computer data, see 
TELECOMMUNICATIONS SYSTEMS and INFORMATION PRO- 
CESSING AND INFORMATION SYSTEMS. 
The article is divided into the following sections: 
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that telegraphers became conversant with such “words” 
as BYOXO (Are you trying to crawl out of it?), LIOUY 
(Why do you not answer my question(s]?), AYYLU (not 
clearly coded, repeat more clearly), or AZQUL (recheck 
coding and verify). Acronyms are also widely known and 
used codes, as, for example, RSVP and WASP. Occasion- 
ally a code word achieves an independent existence (and 
meaning) while the original equivalent phrase is forgotten 
or at least no longer has the precise meaning attributed to 
the code word—e.g., SNAFU. 
Ciphers, as in the case of codes, also replace a piece of 

information (an element of the plaintext that may consist 
of a letter or word or string of symbols) with another 
object. The difference is that the replacement is made 
according to a rule defined by a secret key known only 
to the transmitter and legitimate receiver(s) in the expec- 
tation that an outsider, ignorant of the key, will not be 
able to invert the replacement to decrypt the cipher. In 
the past, the blurring of the distinction between codes 
and ciphers was relatively unimportant. In contemporary 
communications, however, information is frequently both 
encoded and encrypted so that it is important to under- 
stand the difference. A satellite communications link, for 
example, may encode information in ASCII characters if 
it is textual, or pulse-code modulate and digitize it in 
binary-coded decimal form if it is an analog signal such 
as speech. It then encrypts the resulting coded data into 
ciphers by using the Data Encryption Standard (DES; see 
below). Finally, the cipher stream itself is encoded again, 
using error-correcting codes for transmission from the 
ground station to the orbiting satellite. These operations 
are undone, in reverse order, by the intended receiver to 
recover the original information. 

Difference 
between 
ciphers 
and 
codes 



In the simplest possible example of a true cipher, A 
wishes to send one of two equally likely messages to B, 
say, to buy or sell a particular stock. The communication 

must take place over a party line on which eavesdroppers 
are listening. It is vital to A’s and B’s interests that others 
not be privy to the content of their communication. In 
order to foil the eavesdroppers, A and B agree in advance 
as to whether A will tell the truth or lie in what he says 
to B. Because this decision on their part needs to be un- 
predictable, they decide by flipping a coin. If heads comes 
up, A will say “buy” when he wants B to buy and “sell” 
when he wants B to sell. If tails comes up, however, he 

will say “buy” when he wants B to sell, and so forth. 

plaintext 

Buy Sell 

H Buy Sell 
key 

ad Sell Buy 

Using this encryption/decryption protocol, it should be 
obvious that the eavesdropper will know no more about 
the actual (concealed) instruction A sent to B as a result 
of listening to their telephone communication than he 
would if he did not listen at all. Such a cryptosystem is 
defined as perfect. The key in this simple example is the 
knowledge (shared by A and B) of whether A is telling the 
truth or not. Encryption in this case is the act by A of 
either lying or not lying as determined by the key, while 
decryption is the interpretation by B of what A actually 
meant, not necessarily of what he said. 
This example can be extended to illustrate the second 

function of cryptography: providing a means for B to as- 
sure himself that an instruction actually came from A and 
not from someone impersonating A and that it correctly 
informs him of A’s intentions—i.e., a means of authenti- 
cating the message. If an eavesdropper, C, for cryptanalyst, 
pretends to be B and listens to A’s instructions, he could— 
even though he cannot interpret the cipher to learn A’s 
intentions—cause B to act contrary to A’s intention by 
passing along to B the opposite of what A said. Similarly, 
C could simply impersonate A and tell B to buy or sell; 
however, he would not know which action B would take as 
a result, since he does not know whether A planned to lie 
or tell the truth. In either event, C would be certain of de- 
ceiving B into doing something that A had not requested. 
To protect against this sort of deception by outsiders, 

A and B could use the following encryption/decryption 
protocol. They secretly flip a coin twice to choose one of 
four equally likely keys, labeled HH, HT, TH, and TT, 
with both of them knowing which key has been chosen: 

plaintext 

Buy Sell 

HH | Buy-Buy Sell-Buy 

HT | Buy-Sell Buy-Buy 
key 

TH | Sell-Buy Sell-Sell 

TT | Sell-Sell Buy-Sell 

In this case the ciphers will consist of A’s giving two in- 
structions to B, such as Buy-Sell or Sell-Sell, which B can 
easily interpret to recover A’s intended message because 
he knows the key (row) A used to encrypt the message. 
However, an outsider attempting to impersonate A will, 
with probability '/2, choose a pair of messages that do 
not occur in the row corresponding to the key A and B 
are using; hence, the attempted deception will be detected 
by B, with probability '/2, and the fraudulent message 
ignored. If C waits and eavesdrops when A communicates 
a cipher to B, no matter which cipher is used, he will be 
faced with a choice between two equally likely keys that 
A and B could be using and with a different cipher that 
he would have to substitute to have it be accepted by B in 
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either case. Consequently, C’s chances of deceiving B are 
still '/2; namely, eavesdropping on A and B’s conversation 
has not improved C’s chances of deceiving B. 
Clearly in either example, secrecy or authentication with 

secrecy, the same key cannot be reused. If C learned the 
cipher by eavesdropping and observed B’s response to the 

cipher, he could deduce the key and thereafter imper- 
sonate A with certainty of success. If, however, A and B 
had chosen as many random keys as they had messages 
to exchange, the security of the information would have 
remained the same for all exchanges. When used in this 
manner, these examples illustrate the vital concept of a 
onetime key, which is the basis for the only cryptosystems 
that can be mathematically proved to be cryptosecure 
(see below). The hot line that links the White House and 
the Kremlin depends on a onetime key to achieve its 
cryptosecurity. 
Applications of cryptology in private and commercial 

life. Although people may doubt that they have any per- 
sonal involvement with cryptology, most adults depend on 
it to protect their interests or rights in several areas. For 
example, the personal identity number (PIN) that must be 
entered into an automated teller machine (ATM), along 
with a bankcard to corroborate that the card is being used 
by an authorized bearer, may either be stored in the bank’s 
computers in an encrypted form (as a cipher) or be en- 
crypted on the card itself. The transformation used in this 
type of cryptography is called one-way; i.e., it is easy to 
compute a cipher given the bank’s key and the customer’s 
PIN but computationally infeasible to compute the plain- 
text PIN from the cipher, even though the key is known. 
This is to protect the cardholder from being impersonated 
by someone who has access to the bank’s computer files. 
Similarly, the communications between the ATM and the 
bank’s central computer are encrypted to prevent a would- 
be thief from tapping into the phone lines and recording 
the signals sent to the ATM to authorize the dispensing 
of cash in response to a legitimate user request and then 
later feeding the same signals to the ATM repeatedly to 
deceive it into dispensing money illegitimately. 
Another example is the means used to prevent forgers 

from counterfeiting winning lottery tickets. Unlike cur- 
rency, which typically involves state-of-the-art engraving 
as well as specially compounded inks and watermarked 
or tagged papers that make counterfeiting difficult, lottery 
tickets are simply printed on pasteboard much like the 
admission tickets used by movie theatres and hence are 
easily counterfeited if one knows what to print on the 
ticket. Each ticket, however, has two numbers printed 
on it—one being the identifying number that will be an- 
nounced when a winner is selected and the other being an 
encrypted version of this number. Thus, when the win- 
ning number is made known, the would-be counterfeiter 
is unable to print an acceptable forgery unless he also has 
successfully cryptanalyzed the lottery’s cryptosystem. 
The two preceding examples involve only the use of the 

authentication feature of a cryptosystem, although secrecy 
is incidental to the communications between the ATM 
and the bank’s central computer. A novel application that 
involves all aspects of cryptography are “smart” credit 
cards, which have a microprocessor built into the card 
itself. Smart credit cards first saw general use in France 
in 1984 and promise to supplant in large part the simple 
plastic cards currently being used. Cryptology is essential 
to the functioning of these cards in several ways. The 
user must corroborate his identity to the card each time a 
transaction is made in much the same way that a PIN is 
used with an ATM. The card and the card reader execute 
a sequence of encrypted sign-/countersign-like exchanges 
to verify that each is dealing with a legitimate counterpart. 
Once this has been established, the transaction itself is 
carried out in encrypted form to prevent anyone, includ- 
ing the cardholder or the merchant whose card reader is 
involved, from eavesdropping on the exchange and then 
later impersonating either party to defraud the system. 
This elaborate protocol is carried out in such a way that 
it is transparent to the user, except for the necessity of 
entering a PIN to initiate the transaction. 
There are many other novel areas in which cryptography 
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plays a role in everyday life. In electronic mail, which has 

had a pilot test in the United States and was already in 
operation in France by 1984, the only way to provide an 

“envelope” for the messages is by some form of encryp- 
tion. Increasingly, the data bases in which personal tax, 
income, credit-rating information, and other related data 
are compiled have become shared resources, remotely ac- 
cessible to read from or to write into, so that cryptographic 
protection is vital for safeguarding the rights of the indi- 
vidual. Recognizing the threat to national security posed 
by breaches in computer-system security and attempts to 
eavesdrop on telecommunications, the U.S. government 
has taken steps to counteract the problem. Executive ap- 
proval in 1984 of National Security Directive 145 led 
to the establishment of the National Telecommunications 
and Information Systems Security Committee, whose ob- 
jective is to provide telephone and computer security for 
the federal government and its contractors. Clearly, infor- 
mation security—and this generally means cryptographi- 
cally protected information—is one of the major problems 
faced by postindustrial society, and as such touches almost 
every aspect of private and commercial life. 

CRYPTOGRAPHY 

Cryptographic systems are generically classified (1) by the 
mathematical operations through which the plaintext in- 
formation is concealed using the encryption key—namely, 
transposition, substitution, or product ciphers in which 
two such operations are cascaded; (2) according to whether 

the transmitter and receiver use the same key (symmetric 
cryptosystem) or different keys (asymmetric [two-key or 
public-key] cryptosystem); and (3) by whether they pro- 
duce block or stream ciphers. 
The easiest way to describe the techniques on which 

cryptography depends is to first examine some simple 
cipher systems and abstract from these examples features 
that apply to more complex systems. There are two basic 
kinds of mathematical operations used in cipher systems: 
transpositions and substitutions. Transpositions rearrange 
the symbols in the plaintext without changing the symbols 
themselves. Substitutions replace plaintext elements (sym- 
bols, pairs of symbols, etc.) with other symbols or groups 
of symbols without changing the sequence in which they 
occur. 
Transposition ciphers. In manual systems transposi- 

tions are generally carried out with the aid of an easily 
remembered mnemonic. For example, a popular school- 
boy cipher is the “rail fence” in which the plaintext is 
staggered between rows and the rows are then read se- 
quentially to give the cipher. In a depth two rail fence 
(two rows) the message WE ARE DISCOVERED SAVE 
YOURSELF becomes 

or 

W AsEd GV) RUDVASE © RIE HiEIRSDIS\ OW E'S) VayaU/ Silos 

Simple frequency counts on the ciphertext would reveal 
to the cryptanalyst that letters occur with precisely the 
same frequency in the cipher and in the plaintext and, 
hence, that a simple transposition or rearrangement of the 
letters is involved. 

The rail fence is the simplest example of a class of trans- 
position ciphers known as route ciphers, which enjoyed 
considerable popularity in the early history of cryptology. 
In general, the elements of the plaintext (usually single 
letters) are written in a prearranged order (route) into a 
geometric array (matrix) agreed upon in advance by the 
transmitter and receiver—typically a rectangle—and then 
read off by following another prescribed route through the 
matrix to produce the cipher. The depth two rail fence is 
a two-row by n-column matrix in which the plaintext is 
entered sequentially by columns; the encryption route is 
to read the top row first and then the lower: 

WANEILGG: Me ne, 
EsR“@DyS -Oom 29) 

Clearly both the matrix and the route can be much more 
complex than those in this example. One form of transpo- 
sition (permutation) that has been widely used depends on 
an easily remembered key word for identifying the order 
(route) in which the columns of a rectangular matnx are 
to be read. For example, using the key word AUTHOR 
and ordering the columns by the lexicographic order of 
the letters in the key word 

/ Noga Weg te 
[> Or 

1 ell O Belk: 
2) 54 

yields the cipher 

WIREEROSUAEV ARBDEVS CA @GDOL ESE Your 

A significant improvement in cryptosecurity can be 
achieved by reencrypting the cipher obtained from one 
transposition with another transposition. Because the re- 
sult (product) of two transpositions is also a transposition, 

the effect of multiple transpositions is to define a complex 
route in the matrix, which in itself would be difficult to 
describe by any simply remembered mnemonic device. 
In decrypting a route cipher, the receiver enters the ci- 

phertext symbols into the agreed-upon matrix according 
to the encryption route and then reads the plaintext ac- 
cording to the original order of entry. The matrix may 
take the form of a rectangle, trapezoid, hexagon, triangle, 

or other geometric figure; however, transposition systems 
in which the keys consist solely in keeping the matrices, 
starting points, and routes secret are not often employed 
because of limited security and because manual systems 
have largely been replaced by automated cipher systems. 
In the same class also fall systems that make use of per- 
forated cardboard matrices called grilles; descriptions of 
such systems can be found in most of the older books 
on cryptography. In contemporary cryptography transpo- 
sitions serve principally as one of several encryption steps 
in forming a compound or product cipher. 
Substitution ciphers. In substitution ciphers, units of 

the plaintext (generally single letters or pairs of letters) are 
replaced with other symbols or groups of symbols, which 
need not be the same as those used in the plaintext. In Sir 
Arthur Conan Doyle’s “Adventure of the Dancing Men,” 
Sherlock Holmes solved a monoalphabetic substitution ci- 
pher in which the ciphertext symbols were stick figures of 
a human in various dancelike poses. 
The simplest of all substitution ciphers are those in 

which the cipher alphabet is merely a cyclical shift of the 
plaintext alphabet. Of these, the best known is the Caesar 
cipher, used by Julius Caesar, in which A is encrypted 
as D, B as E, and so forth. As many a schoolchild has 
discovered to his sorrow, cyclical-shift substitution ciphers 
are not secure. As is pointed out in the section on crypt- 
analysis (see below), neither is any other monoalphabetic 
substitution cipher in which a given plaintext symbol is al- 
ways encrypted into the same ciphertext symbol. Because 
of the redundancy of the English language, only about 25 
symbols of ciphertext suffice to permit the cryptanalysis of 
monoalphabetic substitution ciphers. The explanation for 
this weakness is that the frequency distributions of sym- 
bols in the plaintext and in the ciphertext are identical, 
only the symbols having been relabeled. In fact, any given 
structure or pattern in the plaintext is always preserved 
intact in the ciphertext, so that the cryptanalyst’s task is 
an easy one. 
There are two main approaches that have been employed 

with substitution ciphers to lessen the extent to which 
structure in the plaintext—primarily single-letter frequen- 
cies—survives in the ciphertext. One approach, which cul- 
minates in the algebraic cryptosystems of Lester S. Hill, is 
to encrypt elements of plaintext consisting of two or more 
symbols; e.g., digraphs and trigraphs. The other is to use 
several cipher alphabets. When this approach of polyal- 
phabetic substitution is carried to its limit, it results in 

Caesar 
cipher 



Playfair 
cipher 

onetime keys, or pads, which are the only cryptosystems 
that can be proved to be cryptosecure. 
In manual cryptosystems for encrypting units of plain- 

text made up of more than a single letter, only digraphs 
were ever used. By treating digraphs in the plaintext as 
units rather than as single letters, the extent to which the 
raw frequency distribution survives the encryption pro- 
cess can be lessened but not eliminated, as letter pairs 
are themselves highly correlated. The best known digraph 
substitution cipher is the Playfair invented by Sir Charles 
Wheatstone but championed at the British Foreign Office 
by Lyon Playfair, the first Baron Playfair of St. Andrews, 
whose name the cipher bears. Below is an example of a 
Playfair cipher, solved by Lord Peter Wimsey in Dorothy 
L. Sayers’ Have His Carcase. Here, the mnemonic aid 
used to carry out the encryption is a 5 X 5-square matrix 
containing the letters of the alphabet (I and J are treated 
as the same letter). A key word, MONARCHY in this 
example, is filled in first, and the remaining unused letters 
of the alphabet are entered in their lexicographic order: 

Plaintext digraphs are encrypted with the matrix by first 
locating the two plaintext letters in the matrix. They are 
(1) in different rows and columns; (2) in the same row; 
(3) in the same column; or (4) alike. The corresponding 
encryption (replacement) rules are the following: 

1. If the pair of letters are in different rows and columns, 
each is replaced by the letter that is in the same row 
but in the other column; 7.e., to encrypt WE, W is 

replaced by U and E by G. 
2. A and R are in the same row. A is encrypted as R 

and R (reading the row cyclically) as M. 
3. I and S are in the same column. | is encrypted as S 

and S as X. 
4. If a double letter occurs, a spurious symbol, say Q, 

is introduced so that the MM in SUMMER would 
encrypt into NL for MQ and CL for ME. 

5. An X is appended to the end of the plaintext if 
necessary to cause the plaintext to have an even 
number of letters. 

Encrypting the familiar plaintext example using Sayer’s 
Playfair array yields: 

Plaintext: WE ARE DISCOVERED SAVE YOURSELFX 
Cipher: UG RMK CSXHMUFMKB TOXG CMVATLUIV 

Figure 1 plots the frequency distribution for the roughly 
70,300 alphabetic characters in the present article and, 
hence, the frequency distribution for any simple substitu- 
tion cipher of this text and the frequency distribution that 
results when the text is encrypted using the Playfair key 
of the example above. If the frequency distribution infor- 
mation were totally concealed in the encryption process, 
the ciphertext plot of letter frequencies would be flat. The 
deviation from this ideal is a measure of the tendency 
of some letter pairs to occur more frequently than others 
and of the Playfair’s row and column correlation of sym- 
bols in the ciphertext—the essential structure exploited by 
a cryptanalyst in solving a Playfair cipher. The loss of 
a significant part of the plaintext frequency distribution, 
however, makes a Playfair cipher much harder to crypt- 
analyze than a monoalphabetic cipher. 
The other approach to concealing plaintext structure in 

the ciphertext involves using several different monoalpha- 
betic substitution ciphers rather than just one; the key 
specifies which particular substitution is to be employed 
for encrypting each plaintext symbol. The resulting ci- 
phers, known generically as polyalphabetics, have a long 
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Figure 1: Relative frequency of occurrence of letters in this 
section and hence in any simple substitution cipher of the text 
and in a Playfair cipher. 

history of usage. The systems differ mainly in the way in 
which the key is used to choose among the collection of 
monoalphabetic substitution rules. 
The best known polyalphabetics are the simple Vigenére 

ciphers, named for the 16th-century French cryptographer 
Blaise de Vigenére. For many years this type of cipher was 
thought to be impregnable and was known as /e chiffre in- 
déchiffrable. The procedure for encrypting and decrypting 
Vigenére ciphers is illustrated in Figure 2. 

In the simplest systems of the Vigenére type, the key is a 
word or phrase that is repeated as many times as required 
to encipher a message. If the key is DECEPTIVE and the 
message is WE ARE DISCOVERED SAVE YOURSELF, 
then the resulting cipher would be 

Vigenére 
cipher 

Message: WE ARE DISCOVERED SAVE YOURSELF 
Key: DE CE Palisa e DE CD Pima yb Deere b Plt Vie 
Cipher: ZI CVT WQNGRZGVTW AVZH CQYGLMGIJ. 

The cryptanalysis, by Friedrich W. Kasiski, of repeated- 
key Vigenére ciphers is based on the fact that identical 
pairings of message and key symbols generate the same 
cipher symbols. Cryptanalysts look for precisely such rep- 
etitions. In the example given above, the group VIW ap- 
pears twice, separated by six letters, suggesting that the key 
(7.e., word) length is either three or nine. Consequently, 
the cryptanalyst would separate the cipher symbols into 
three and nine monoalphabets and attempt to solve each 

ABCDEFGHIJKLMNOPQRSTUVWXYZ 

NOPQRSTUVWXYZ 

—-IQTNMONOWDWPN<KSSCHHDOVOZEr Ac C—-TOMMIVODPNXXSSCHHDOVOZSHA AC -IONMVNODrEN<xSSCcuHMDOVOZEr FAC-—-EBONMOODEN<XSS]CaHanDOVOZE SrAcCzLIONMVOGEPN<xsSsSca4mHDOVO ZEr-AXAC—-IOMMOOWPN<xSQc4HnwOoHv OZZrAcC—-TONMOOWDPN<xSaciu#“DBO VOZZEAC—-LONMOODPN<xSS]CAa#mD OVOZEZrAC-LIOAMMVOWDFEN<xsSQcAtn DOVOZ=Z=r-AcC—-TOMAMOOODrPN<xsS<EH ADOVOZEr-AC-LONMOODrPN<xsS<C AMNDOWOZEH-ACHIOTMMOODPN<xS< CHMNDOVOZZSrAGC—-LONMIVODIN<XKE N<xxSS2cHonDOvOeZeZr-xAc-TOAMVGOWY N<x<S=<CGa3aMDOVOZEZrAC-LIOMMOIOO>YS PN<xSBsgC HMNDOWOZSr-AC-LTOMMVOD DPrPN<xXSSCHMDHVOZESrAcC—-TOAMOO ODPNXxXSSCHaHnBOvOZSsr-AcC-IO WMS OCODP>PN<x=S=S]ciAaMmDOVOZEZErPAC-LOnMM MOODBN<xSSQEcHnvOVvOZEerAc—-TON TMMOUOBPN<xKxSSennDoOVvOZTerxAc—-IO OrMVGOrN<«xS<CanDOVOZErAc-T TOMMBOWDrPN<xS<ecawwDOvdszerxAc — <CAMDOVOZSrAcC-LTONMMVOOWDPNxXx S<CAaM®DOVOZZFAC-TONMIVOWPN~< KXS<CHODOVOZEZrAC-IONMIVOWSN <xS<GoHia%MHDOVOZSr-Ac-LTOMAMOIOD>S 

cipher VVVRBACP 

key COVERCOVER 

plaintext THA 

Figure 2: The Vigenére table. 
In encrypting plaintext, the cipher 
letter is found at the intersection 
of the column headed by the plaintext 
letter and the row indexed by the key 
letter. To decrypt ciphertext, the 
plaintext letter is found at the head of the 

column determined by the intersection 
of the diagonal containing the cipher 
letter and the row containing the key 
letter. 
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of these as a simple substitution cipher. With sufficient 
ciphertext, it would be easy to solve for the unknown key 
word. Figure 3 shows the extent to which the raw fre- 
quency of occurrence pattern is obscured by encrypting the 
text of this article using the repeating key DECEPTIVE. 
The periodicity of a repeating key exploited by Kasiski 

can be eliminated by means of the running-key Vigenére 
cipher. Such a cipher is produced when a nonrepeating 
text is used for the key. Vigenére actually proposed con- 
catenating the plaintext itself to follow a secret key word 
in order to provide a running key in what is known as 
an autokey. 

random polyalphabetic cipher 
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Figure 3: Relative frequency of occurrence of letters in a 
repeated-key Vigenére cipher—the key word is DECEPTIVE— 
and in a random polyalphabetic cipher. 

Even though running-key or autokey ciphers eliminate 
periodicity, it is still possible to cryptanalyze them by 
means of two methods. In one, the cryptanalyst proceeds 
under the assumption that both the ciphertext and the key 
share the same frequency distribution of symbols and ap- 
plies statistical analysis. For example, E enciphered by E 
would occur in English text with a frequency of ~ 0.0169, 
and T by T would occur only half as often. The crypt- 
analyst would, of course, need a much larger segment 
of ciphertext to solve a running-key Vigenére cipher, but 
the basic principle is essentially the same as before—i.e., 
the recurrence of like events yields identical effects in the 
ciphertext. The second method of solving running-key ci- 
phers is commonly known as the probable-word method. 
In this approach, words that are thought most likely to oc- 
cur in the text are subtracted from the cipher. This process 
is continued until fragments of meaningful key have been 
obtained. These fragments can then be expanded with 
either of the two techniques described above. If provided 
with enough ciphertext, the cryptanalyst can ultimately 
decrypt the cipher. What is important to bear in mind 
here is that the redundancy of the English language is high 
enough that the amount of information conveyed by ev- 
ery ciphertext component is greater than the rate at which 
equivocation (i.e., the uncertainty about the plaintext that 
the cryptanalyst must resolve to cryptanalyze the cipher) 
is introduced by the running key. 
In 1918 Gilbert S. Vernam, an engineer for the American 

Telephone & Telegraph Company (AT&T), introduced the 
most important of key variants to the Vigenére system. At 
that time all messages transmitted over AT&T’s teleprinter 
system were encoded in the Baudot Code, a binary code 
in which a combination of marks and spaces represents 
a letter, number, or other symbol. Vernam suggested a 

means of introducing equivocation at the same rate at 
which it was reduced by redundancy among symbols of 
the message, thereby safeguarding communications against 
cryptanalytic attack. He saw that periodicity (as well as 
frequency information and intersymbol correlation), on 
which earlier methods of decryption of different Vigenére 
systems had relied, could be eliminated if a random series 
of marks and spaces were added to the message being 
transmitted using a rule that the sum of a pair of like 
symbols was a mark and that the sum of a pair of unlike 
symbols was a space (logical sum). The validity of Ver- 

nam’s idea was confirmed some 30 years later by another 
AT&T researcher, Claude Shannon, the father of modern 
information theory. 
There was one serious flaw in Vernam’s system, however. 

The system required one symbol of key for each message 
symbol, which meant that communicants would have to 
exchange impractically large amounts of the key in ad- 
vance. The key itself consisted of a punched paper tape 
that could be read automatically while symbols were typed 
at the teletypewriter keyboard and encrypted for trans- 
mission. This operation was performed in reverse using a 
copy of the paper tape at the receiving teletypewriter to 
decrypt the cipher. Vernam initially believed that a short 
random key could safely be reused many times, but this 
resulted in a periodicity of the key vulnerable to attack by 
methods of the type devised by Kasiski. Vernam offered 
an alternative solution: a key generated by forming the 
logical sum of two shorter key tapes of m and n binary 
digits, or bits, where m and n share no common factor 

other than 1. A bit stream so computed does not repeat 
until mn bits of key have been produced. This version 
of the Vernam system was adopted and employed by the 
U.S. Army until Maj. Joseph O. Mauborgne of the Army 
Signal Corps demonstrated that a cipher constructed from 
a key produced by linearly combining two or more short 
tapes could be decrypted by methods of the sort employed 
to cryptanalyze running-key ciphers. Mauborgne’s work 
led to the realization that neither the repeating single-key 
nor the two-tape Vernam—Vigenére system was cryptose- 
cure. Of far greater consequence to modern cryptology— 
in fact, an idea that remains its cornerstone—was the con- 
clusion drawn by Mauborgne and William F. Friedman 
that the only type of cryptosystem that is unconditionally 
secure is a random onetime key. In such a stream cipher, 
the key is incoherent—i.e., the uncertainty that the crypt- 
analyst has about each successive key symbol must be no 
less than the average information content of a message 
symbol. The dotted curve in Figure 3 indicates that the 
raw frequency of occurrence pattern is lost when the draft 
text of this article is encrypted with a random onetime 
key. The same would be true if digraph or trigraph fre- 
quencies were plotted for a sufficiently long ciphertext. 
In other words, the system is unconditionally secure, not 
because of any failure on the part of the cryptanalyst to 
find the nght cryptanalytic technique but rather because 
he is faced with an irresolvable number of choices for the 
key or plaintext message. 
Product ciphers. In the discussion of transposition ci- 

phers it was pointed out that by cascading (forming the 
product of) two or more simple transpositions, one could 
realize an equivalent transposition much harder to spec- 
ify than the factor transpositions. In the days of manual 
cryptography this was a useful device for the cryptogra- 
pher and, in fact, double transposition ciphers on key- 
word-based rectangular matrices were widely used. There 
was also some use of a class of product ciphers known 
as fractionation systems, wherein a substitution was first 
made from symbols in the plaintext to multiple symbols 
(usually pairs, in which case the cipher is called a biliteral 
cipher) in the ciphertext, which was then superencrypted 
by a transposition. One of the most famous field ciphers 
of all time was a fractionation system, the ADFGVX ci- 
pher employed by the German Army during World War 
I. This system used a 6 X 6 matrix to substitution-encrypt 
the 26 letters and 10 digits into pairs of the symbols A, 
D, F, G, V, and X. The resulting biliteral cipher was then 
written into a rectangular array and route encrypted by 
reading the columns in the order indicated by a key word 
as illustrated in Figure 4. 
In spite of the great French cryptanalyst Georges J. 

Painvin’s success in cryptanalyzing critical ADFGVX ci- 
phers in 1918, with devastating effect for the German 
army in the battle for Paris, the U.S. cryptanalyst Stephen 
M. Matyas presented, as recently as 1984, new research 
on the cryptanalysis of ADFGVX ciphers. 
Of much greater significance in the history of cryptology 

is a class of cipher machines generically known as rotor 
systems. Pneumatic and optical systems have been built, 
but only the electrical variety has been of value. Typically, 
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intermediate ciphertext; WE At AOE Dike SOO ER Bib 
FD XA DG VX XA FX GF GD AA AD VF XA VX XA FX 

aww oe Mase Uh so ue ke F 
GD DG VF XA_ GG AD GX VX GD XA FF AV 

AUTHOR 

165234 

FDXADG transposition matrix 
VXXAFX 

GFGDAA 
ADVFXA 

VXXAFX 

GDDGVF 
XAGGAD ciphertext: FVGAV GXGXA ADFAG GXFODF 
GXVXGD AXFVA GAGXA AXFDD VXXGV 
XAFFAV XDGVF DXFDX DAXA 

Figure 4: German ADFGVX cipher. 

these electrical cipher machines employ wired rotors as a 
means of generating a multiplicity of substitutions. Such 
a rotor generally consists of a small disk. On each of the 
two sides of the rotor are 26 electrical contacts arranged 
in a circle near its edge. (The normal A-Z alphabet se- 
quence is often engraved on the periphery of the rotor, 
providing a convenient means of aligning it at specific 
positions against a benchmark.) The contacts on one side 
of the rotor are connected by wires in mixed order to the 
contacts on the opposite side. In this way, an arbitrary 
set of one-to-one connections (i.e., simple monoalphabetic 
substitutions) is realized between the two opposite sides 
of the rotor. A set of these rotors is usually arranged in a 
stack called a basket; the rotation of each of the rotors in 
the stack causes the next one to rotate. In some systems, 
each rotor advances one step in a regular sequence much 
as the wheels in an odometer advance '/10 of a revolution 
for every full revolution of its driving wheel. In operation, 
the rotors in the stack provide an electrical path from 
contact to contact through all of the rotors. In a straight- 
through rotor system (Figure 5), closing the key contact 
on a typewriter-like keyboard sends a current to one of the 
contacts on the end rotor. The current then passes through 
the maze of interconnections defined by the remaining 
rotors in the stack and their relative rotational positions 
to a point on the output end plate, where it is connected 
to either a printer or an indicator, thereby producing the 
cipher equivalent of a plaintext letter. 
During World War II an important variation was intro- 

duced: the output end plate was a reflector to which 13 
pairs of electrical contacts on the end rotor were con- 
nected. In this type of arrangement, an electrical current 
flows through the rotor stack and is then turned back to 
pass through it a second time. The output is taken from 
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Figure 5: Three-rotor machine with wiring represented by 
numbered contacts. (A) Position as enciphering is begun. (B) 
Position after fast rotor has moved one position. 
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a contact in the same set to which the input was made. 
Accordingly, if A encrypted to W, then conversely W en- 
crypted to A, for a particular set of rotors and positions. 
The advantage of this scheme is that when a pair of 
rotor machines is set to the same starting configuration, 
plaintext input to one machine generates ciphertext, which 
when input to the other reproduces the plaintext. The re- 
flector also ensures that the ciphertext symbol is different 
from the plaintext symbol. The German Enigma cipher 
machine of World War II made use of this innovation. 
Another type of rotor machine is much more like the 
Vernam encryption system (see above). Such devices are 

pin-and-lug machines, and they typically consist of a col- 
lection of rotors having a prime number of labeled posi- 
tions on each rotor. At each position a small pin can be 
set to an active or inactive position. In operation, all of the 
rotors advance one position at each step. Therefore, if the 
active pin settings are chosen appropriately, the machine 
will not recycle to its initial pin configuration until it has 
been advanced a number of steps equal to the product of 
the number of positions in each one of the rotors. Figure 6 

Figure 6: Hagelin design M-209 U.S. cipher machine 
used for tactical communications during World War Il. 

shows a machine of this type, the Hagelin M-209 (named 
for the Swedish engineer Boris Hagelin), which was used 
extensively by the U.S. military for tactical field commu- 
nications during World War II. In the M-209 the rotors 
have 26, 25, 23, 21, 19, and 17 positions, respectively, so 
that the key period length is 101,405,850. The relation- 
ship to the Vernam encryption system is not only through 
the way in which a lengthy binary sequence of active pin 
settings in the rotors is achieved by forming the product 
of six much shorter ones but also in the way a symbol of 
plaintext is encrypted using the resulting key stream. Just 
behind the rotors is a squirrel cage consisting of 27 bars on 
each of which is a pair of movable lugs. Either or both of 
the lugs can be set in a position to be engaged and moved 
to the left on each step by a diverter actuated by the 
presence of an active pin on the corresponding rotor. The 
result is an effective gear wheel in which the number of 
teeth is determined by both the active pin settings and the 
movable lug settings. The number of teeth set determines 
the cyclical shift between one direct alphabet (plaintext) 
ABC... and a reverse standard alphabet ZYX ... Thus 
if no tooth were present, A would encrypt to Z, B to Y, 
and so forth, while one tooth present would cause A to 
encrypt to Y, B to Z, etc. This is strictly a Vernam-type 
encryption—i.e., encryption by subtraction modulo 26 of 
the key symbol from the plaintext symbol. To decrypt, 
the ciphertext is processed with the same pin settings that 
were used to encrypt it but with the cyclical shift set to 
occur in the opposite direction. 
The significance of the above historical remarks about 
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product ciphers and related matters is that they point the 
way to the most widely adopted and used cipher in the his- 

tory of cryptography—the Data Encryption Standard 

(DES). 
The Data Encryption Standard. The rapid development 

of electronic data processing during the 1960s led to the 
creation of large computer data bases that were routinely 
communicated or made remotely accessible via resource- 

sharing networks. Public and private sectors alike soon 
recognized the need to safeguard both the privacy and 
the integrity of the stored data. In the United States, for 
example, the Privacy Act of 1974 and subsequent statutes 
imposed legal requirements on government agencies and 
certain government contractors to ensure the confidential- 
ity of records in their possession, and, as banking became 
more automated and electronic fund transfers mounted 
into billions of dollars, the potential lability from infor- 
mation misuse in commercial situations created an urgent 
need for some way of providing information security. As a 
result, the National Bureau of Standards—after a lengthy 
evaluation in consultation with the National Security 
Agency, the cryptologic service of the U.S. government— 
announced in July 1977 that a Data Encryption Stan- 
dard was to be implemented in special-purpose electronic 
devices and to be used in unclassified U.S. government 
applications for the protection of binary-coded data during 
transmission and storage in a computer system or net- 
work. As a consequence of the certification of the DES by 
the Bureau of Standards and its continuing support of the 
cipher in the certification of large-scale integrated (LSI) 
and very large-scale integrated (VLSI) electronic chips, the 
DES has become a de facto standard for business and 
commercial data security as well. 
The DES is a product block cipher in which 16 iterations, 

or rounds, of the substitution and transposition (permuta- 
tion) process are cascaded. The block size is 64 bits, so that 
a 64-bit block of data (plaintext) can be encrypted into a 
64-bit cipher at any one time. (A 64-bit block cipher can 
be decrypted by the DES as well.) The key, which controls 
the transformation, also consists of 64 bits. Only 56 of 

these, however, are at the user’s disposal; the remaining 
eight bits are employed for checking parity (the state of 
being odd or even used as a basis for detecting errors in 
binary-coded data). Figure 7 is a functional schematic of 
the sequence of events that occurs in the DES encryption 
(or decryption) transformation. Subsets of the key bits are 
designated K,, K, etc., with the subscript indicating the 
number of the round. The cipher function (substitution 
and transposition) that is used with the key bits in each 
round is labeled f At each intermediate stage of the trans- 
formation process, the cipher output from the preceding 
stage is partitioned into the 32 leftmost bits, L,, and the 
32 nghtmost bits, R;. R; is transposed to become the left- 
hand part of the next higher intermediate cipher, L;,,. 
The right-hand half of the next cipher, R,,,, however, is a 
complex function of the key and of the entire preceding 
intermediate cipher. The essential feature to the security 
of the DES is that f involves a very special nonlinear 
substitution—i.e., A) + {B) # f(A + B)—specified by the 
Bureau of Standards in tabulated functions known as S 
boxes. This operation results in a 32-bit number, which 
is logically added to R,; to produce the left-hand half of 
the new intermediate cipher. This process is repeated, 16 
times in all. To decrypt a cipher, the process is carried out 
in reverse order, with the 16th round being first. The DES 
process lends itself well to integrated-chip implementation. 
By 1984 the Bureau of Standards had certified over 35 
LSI- and VLSI-chip implementations of the DES, most 
on single 40-pin chips, some of which operate at speeds of 
several million bits per second. 
The use of the DES algorithm has been made manda- 

tory for all financial transactions of the U.S. government 
involving electronic fund transfer, including of course 
those conducted by member banks of the Federal Reserve 
System. Such transactions must be authenticated in con- 
formance with the American National Standards Standard 
X9.9, which is written around the DES algorithm. 
In a sense the DES is the logical culmination of a long 

history of development of single-key cryptographic algo- 
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Figure 7: Flow diagram for the Data Encryption Standard 
operation. 

From Data Encryption Standard, FIPS Publ. no. 46, National Bureau of Standards, 1977 

rithms, and it is this aspect that has been emphasized in 
the discussion thus far. In another sense, however, the DES 

is quite different from anything that preceded it. Cryp- 
tology has traditionally been a secretive science, so much 
so that it is only in the last few years that the principles 
on which the cryptanalysis of the Japanese and German 
cipher machines of World War II were based have been 
declassified and released. What is different about the DES 
is that it is a totally public cryptographic algorithm. Every 
detail of its operations—enough to permit anyone who 
wishes to to program it on a microcomputer—is available 
in published form in Federal Information Processing Stan- 
dards Publication 46. The paradoxical result is that what 
is generally conceded to be one of the best cryptographic 
systems in the history of cryptology is also the least secret. 
Key distribution problem. A driving force in the prac- 

tical use of cryptography is the key distribution problem 
inherent in single-key cryptosystems. This problem can 
best be described by means of a simple analogue to en- 
cryption/decryption. A and B are to be physically apart 
and will be able to communicate only by way of inter- 
mediaries who will pass along messages, which they may 
either read or alter. In order to communicate in secret, A 
and B obtain a strongbox with a double-acting dead bolt 
on it, so that a key must be used to lock or unlock the box. 

Locking a message in the box is analogous to encryption 
and unlocking to decryption. The locked box, containing 
a secret message, is the analogue of a cipher. If A and B 
each have a copy of the key and no one else does, then 
whenever either of them receives a locked box containing 
a message that person can be confident the message actu- 
ally came from the other party because only one or the 
other of them could have locked the box (authentication). 
By the same token, the sender of the message can be 
certain that only the intended recipient can open the box 
(secrecy). This, of course, requires that A and B either 
meet in person at the time the system is set up to share 
the secret key or exchange the key via a trusted courier, 
which is how actual cryptographic keys have traditionally 
been disseminated. A and B must thereafter protect the 
key in their possession, because if C, the cryptanalyst, can 



gain access to either’s key to make a copy he could then 
lock messages in the box to impersonate A or B or else 
open the box sent by either party and read the enclosed 
message. If A or B allows his key to be compromised, 
however, neither authentication nor secrecy can be relied 
on thereafter. 
Consider a system with only 1,000 subscribers, any two 

of whom may wish to communicate in secret or be able 
to verify the source of a message. In this case, A would 
need to exchange secret keys with 999 other subscribers 
and would have to protect all 999 keys in his possession 
in precisely the same way he did the single key he shared 
with B before. One of these keys would still be shared with 
B, but B would also need to have 998 other keys to enable 

him to communicate securely with persons other than A. 
In short, 499,500 different keys are needed if every pair 
of subscribers among 1,000 is to be able to communicate 
securely. Each subscriber would have to exchange secret 
keys with every one of the 999 other subscribers and then 
protect the integrity of the 999 keys that he is responsible 
for. The key distribution problem is that the number of 
keys required increases proportionate to half the square of 
the number of users. Furthermore, since the same key is 
held by both users of any one of the secure data links, say 
between A and B, A must trust B to protect his key so 
that A’s messages to B are secret and the messages (locked 
boxes) A receives—purportedly sent by B—are necessar- 
ily from B (authentic). In most military and diplomatic 
communications this latter condition of mutual trust is 
satisfied; e.g., one embassy, A, can rely on another em- 
bassy, B, to protect the cryptographic keys entrusted to 
its care. In other words, A is not concerned that B may 
send messages to him and later disavow them as forgeries 
created by A, nor claim to have received messages from 
A that he fraudulently created himself. In commercial 
and business applications, however, these are precisely the 
major concerns of the users—namely, the customer does 
not want to give the merchant the ability to create un- 
detectable forgeries in his stead, nor would the merchant 
accept a system in which the customer could disavow a 
legitimate draft. 
The key distribution problem of single-key cryptography 

is that the number of secret keys needed increases propor- 
tionate to the square of the number of users of the system 
and that each user must be responsible for the protection 
of as many keys as there are users (less one). The related 
problem arising from the symmetry of the cryptographic 
system is that each user must trust the other users to 
protect their copies of the keys that he depends on. This 
is a characteristic of single-key cryptographic systems and 
not itself part of the key distribution problem. 
Two-key cryptography. Continuing with the locked 

strongbox analogy of the preceding section, assume that 
the double-acting dead bolt can only be locked with a key 
that will not unlock it once it has been locked. Assume, 

too, that it can be unlocked with another key that cannot 

lock the box. Most importantly, assume that neither of the 
keys can be re-created from the other. Now consider the 
1,000-user system discussed earlier. A makes 999 copies 
of a locking key to a strongbox for which he keeps and 
protects the only copy of the unlocking key. He could then 
distribute the locking keys publicly by passing them out 
to everyone. Anyone wishing to send A a secret message 
would be able to lock it in a strongbox with confidence 
that only A could open the box. In this scheme, for the 
1,000-user example, each user would need to have access 
to 1,000 keys, one of which is his personal decryption 
(unlocking) key that he must protect (in his own interest) 
and 999 of which are the other users’ publicly exposed 
locking keys that he can use but need not protect. The 
total number of keys is only 2,000, in contrast to the 
499,500 keys required for the single-key cryptosystem, 
with everyone having a single secret key and with 1,000 
public keys in all. A system of this sort, variously called a 
two-key, public-key, or asymmetric cryptosystem, largely 
solves the key distribution problem. 
There is, however, an obvious flaw in such a system. 
When A receives a locked box and opens it with his 
private unlocking key, he can be certain that only he and 
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the person locking the box are privy to the contents. Yet, 
he cannot be sure who sent him the locked box, since 

any user could have locked it by using A’s public locking 
key. The system has preserved secrecy at the expense of 

forfeiting any capability of authentication. If, on the other 
hand, A made public the unlocking (decryption) key and 
kept secret the locking key, any of the users could open a 
box that A locked, with confidence that only A could have 
locked it. A would have no way of restricting who opens 
the box, however. In this case, the ability to authenticate 
messages has been preserved at the expense of completely 

giving up secrecy or privacy. The analogy can be profitably 
extended one step further. If each user had distinct private 
locking and unlocking keys with publicly exposed match- 
ing keys, then A could first lock a message intended for B 
in a box using A’s private locking key and then lock that 
box inside another box using B’s public locking key. Now 
only B could open the outer box, thus ensuring secrecy. 
Because the inner box could only have been locked by A, 
B would be confident of the authenticity of the message. It 
is this protocol involving iterated encryptions with public 
and private keys that makes public-key cryptography so 
attractive for commercial and private applications. 
In single-key cryptosystems, the secret encryption and 

decryption keys K,; and K, used by the transmitter and re- 
ceiver, respectively, were either the same or could be easily 
computed from a knowledge of the other key. In two-key 
cryptography this is not true. Whereas single-key cryp- 
tosystems have been in use for centuries, two-key cryptog- 
raphy is a recent development. In 1976, Whitfield Difhe 
and Martin E. Hellman proposed a conceptual scheme for 
this kind of cryptosystem, which they called a public-key 
cryptosystem, because users could avoid the key distribu- 
tion problem by simply publishing their encryption keys 
in a public directory. This was the first discussion of two- 
key cryptography in the open literature. However, Adm. 
Bobby Inman, while director of the U.S. National Security 
Agency, pointed out that two-key cryptography had been 
discovered at the agency a decade earlier. 
For two-key cryptography to be possible, cryptosystems 

must be devised with the following properties: 
1. It must be easy for the cryptographer to calculate a 

matched pair of keys K, and Ky but computation- 
ally infeasible (virtually impossible) for a cryptana- 
lyst to recover either key no matter how much text 
is available. 

2. The encryption and decryption operations should be 
(computationally) easy for legitimate users to carry 
out. 

3. At least one of the keys must be computationally in- 
feasible for the cryptanalyst to recover even when he 
knows the other key and arbitrarily many matching 
plaintext and ciphertext pairs. 

No cryptosystem so far devised has satisfied all of these 
conditions, at least not in a provable way. As a conse- 
quence, cryptographers have devised cryptographic func- 
tions of this sort by starting with a “hard” mathematical 
problem, such as the knapsack problem or factoring a 
product of large prime integers, and attempting to make 
the cryptanalysis of the scheme be equivalent to solving 
the hard problem. If this can be done, the cryptosecurity 
of the scheme is at least as good as the underlying mathe- 
matical problem is hard to solve. 
Ralph C. Merkle and Martin E. Hellman have put forth 

one of the best known proposals for a public-key cryp- 
tosystem. They suggest using the knapsack, or subset-sum, 
problem as the basis for the system. This problem entails 
determining whether a number can be realized as the sum 
of some subset of a given collection of weights and, even 
more importantly, which subset has the desired sum. For 

example, using the ten weights 14, 28, 56, 82, 90, 132, 
197, 284, 341, 455, the figure 515 is realizable in three 
different ways as a sum while 516 cannot be realized at all. 
Merkle and Hellman proposed starting with a collection 
of weights in which each was greater than the sum of all 
smaller weights. In this case, it is easy to decide whether a 
given number SS can be represented as a sum of a subset of 
a set of n weights. S is first compared to the largest weight 
in the set, and if S is larger the weight is in the subset. 
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If S is smaller, the weight is not in the subset. On each 
successive step, S less the sum of the weights that have 
been kept in the subset is compared to the next weight in 

order of size. The weight is kept in the subset if and only 
if it is no larger than the difference of S and the sum of 
the weights already retained. Clearly this finds the subset 
that sums to S, if any, in only 7 comparisons. 
The cryptographer uses a secret (invertible) transforma- 

tion to turn such an easy knapsack into a hard one. The 
legitimate users, however, knowing the secret transforma- 
tion, could easily invert the hard knapsack back to the 
easy knapsack. In the Merkle—Hellman scheme, ciphers 
were to be sums of subsets chosen from the hard knap- 

sack. Decryption was equivalent to finding the identity of 
the weights used in forming the sum, which was thought 
to be a very hard problem if one only knew the hard 
knapsack, but was an easy problem for anyone knowing 
the secret transformation because then the problem could 
be solved using the easy knapsack. Unfortunately for the 
cryptographer, knapsack-based cryptosystems have been 
shown not to be secure. 
Other proposals for basing the cryptosecurity of two- 

key cryptoalgorithms on the difficulty of taking discrete 
logarithms or of inverting large linear codes, etc., also 
have been shown to be cryptanalytically weak—at least 
for those cases most attractive to cryptography. 
As a result, the main contenders for two-key cryptosys- 

tems in the mid-1980s were those whose cryptosecurity 
derives from the difficulty of factoring large composite 
integers. The best known of these is the Rivest-Shamir-— 
Adleman (RSA) cryptoalgorithm. In this system a user 
chooses a pair of prime numbers p and g so large that 
factoring the product n = pq is beyond all projected com- 
puting capabilities. Testing for primality is easy while 
factoring is very difficult, so that this is easy to do. As of 
1984, the consensus was that p and q need to be about 
75 decimal digits in size, and so n is roughly a 150-digit 
number. Since the largest hard numbers that can currently 
be factored are 80 digits or less in size and the difficulty of 
factoring grows exponentially with the size of the number, 
150 digits appear cryptosecure for the foreseeable future. 
Having chosen p and q and hence the modulus n= pq, 
the user selects an arbitrary integer K, less than n and 
relatively prime to p— 1 and q— t—~i.e., so that 1 is the 
only factor in common between K, and (p— 1)(q— 1). 
This ensures that there is another number Kp, so that the 
product K; X Ky will leave a remainder of 1 when divided 
by the least common multiple of (p — 1) and (¢— 1). Kp 
can be easily calculated using the Euclidean algorithm if 
one knows p and q. If one does not know p and 4g, it is 
equally as difficult to find K, as it is to factor n, which is 
the basis for the cryptosecurity of the RSA algorithm. K, 
and K,, when chosen in this way, exhibit the following re- 
markable behaviour. If 7 is any number less than n, then 

(mod n) (1) 
and 

Kp 
G —s 7 e(mod'n) (2) 

where the mathematical notation is a shorthand for the 
statement that c is the remainder (cipher) left when m is 
raised to the K, power and divided by the modulus n, 
and conversely that m is the remainder obtained when c 
is raised to the K, power and divided by n. This is true 
for any m less than n where m is the encoded—not en- 
crypted—message. K; is the encryption key and K,, is the 
decryption key. There are some constraints on the choice 
of p and q and of K, to maximize cryptosecurity, but 
these are unimportant to understanding the RSA two-key 
cryptosystem. For example, if p=5 and g=11 so that 
the n= 55, then the least common multiple of p—1and 
q—1 is 20=2? - 5. In this case, any key K, not divisible 
by 2 or 5 will have a matching key Kp. In particular, 
let Ke=7 for which Kp =3. If m=2, then 27= 128, 
which leaves the remainder (cipher) 18 when divided by 
55. Similarly, when the cipher, 18, is raised to the power 
Ky, 18? = 5,832, which leaves the remainder (plaintext) 2 

when divided by 55. Similar behaviour would have been 
observed for any other choice of a number less than 55 or 
for any other pair of matched exponents (keys), such as 
Ky=Kp=11. 
To implement a secrecy channel using the RSA cryp- 

tosystem, user A would publish K, and n in the public 
directory but keep secret K, and p and q (he need not 
record nor remember p and q). Anyone wishing to send a 
private message to A would encode it into numbers less 
than n and calculate c using formula (1). A can calculate 
m using formula (2), but the presumption—and evidence 
thus far—is that for almost all ciphers no one else can 
find m, given c, unless he can also factor n. 
Similarly, to implement an authentication channel, A 

would publish K, and n and keep K, (and p and q) secret. 

To sign a message, A simply appends some agreed-upon 
numbers to the encoded message and then encrypts the 
resulting number using the secret K, to obtain c. Anyone 
can decrypt c using the public K, and must conclude, if 
the agreed-upon numbers are appended, that A originated 
the cipher, since only he knew K, and hence could have 
calculated a cipher that would decrypt to a message with 
these properties. 
Thus far, all proposed two-key cryptosystems exact a 

high price for this separation of the privacy or secrecy 
channel from the authentication or signature channel. 
The greatly increased amount of computation involved 
in the encryption/decryption process significantly cuts the 
channel capacity (bits per second of message informa- 
tion communicated). While there exist several single-chip 

implementations of the DES single-key algorithm that 
process information at several million bits per second, the 
throughput of a comparably secure RSA chip—one using 
roughly a 150-digit modulus—is only a few thousand bits 
per second. As a result, the main application of two-key 
cryptography is in hybrid systems. In such a system a two- 
key algorithm is used necessarily at low speed to avoid 
the key-distribution problem by exchanging a randomly 
generated session key to be used with a single-key algo- 
rithm at high speed for communication. At the end of the 
session, this key is discarded and others are generated as 
the need arises. <* 
Block and stream ciphers. In general, cipher systems 

transform fixed-size pieces of plaintext into ciphertext. In 
the older manual systems these pieces were usually single 
letters or characters or occasionally, as in the Playfair 
cipher, digraphs, since this was as large a unit as could 
feasibly be encrypted and decrypted by hand. Systems 
that operated on trigrams or larger groups of letters were 
proposed and understood to be potentially securer, but 
they were never implemented because of the difficulty in 
manual encryption and/or decryption. In modern single- 
key cryptography, using the DES, for example, the units 
of information are often as large as 64 bits or about 
13'/2 alphabetic characters, whereas two-key cryptography 
based on the RSA algorithm appears to have settled on 
512 bits, or about 109 alphabetic characters, as the unit 
of encryption. 
A block cipher breaks the plaintext into blocks of the 

same size for encryption using a common key: the block 
size for a Playfair cipher is two letters and for the DES 
used in electronic codebook mode, 64 bits of binary- 
encoded plaintext. While a block could consist of a single 
symbol, normally it is larger. 
A stream cipher also breaks the plaintext into units, nor- 

mally a single character, and then encrypts the 7 unit of 
the plaintext with the i” unit of a key stream. Vernam 
encryption with a onetime key is an example of such a 
system, as are rotor cipher machines and the DES used 
in the output feedback mode to generate a key stream. 
Stream ciphers depend on the receiver’s using precisely 
the same part of the key stream to decrypt the cipher that 
was employed to encrypt the plaintext. They thus require 
that the transmitter’s and receiver’s key-stream generators 
be synchronized. This means either that they must be 
synchronized initially and stay in sync thereafter or that if 
synchronization is lost the cipher will be decrypted into a 
garbled form until it can be reestablished. This latter prop- 
erty of self-synchronizing cipher systems results in what is 
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quency 

known as error propagation, an important parameter in 
any stream-cipher system. 

CRYPTANALYSIS 

History abounds with examples of the seriousness of the 
cryptographer’s failure and the cryptanalyst’s success. In 
World War II the Battle of Midway, which marked the 
turning point of the naval war in the Pacific, was won by 
the United States largely because cryptanalysis had pro- 
vided Adm. Chester W. Nimitz with information about 
the Japanese diversionary attack on the Aleutian Islands 
and of the Japanese order of attack for Midway. Another 
famous example of the consequences of a cryptanalytic 
success was the British cryptanalysis during World War I 
of a telegram from the German foreign minister, Arthur 
Zimmermann, to the German minister in Mexico City, 

Heinrich von Eckardt, laying out a plan to reward Mex- 
ico for entering the war as an ally of Germany. This 
breakthrough caused Pres. Woodrow Wilson of the United 
States to reverse his earlier opposition to U.S. entry into 
the war on the side of the Allies, thereby causing that 
momentous action much sooner than it would have oc- 

curred otherwise. 
Basic aspects. While cryptography is clearly a science 

with well-established analytical and synthetic principles, 
cryptanalysis is as much an art as it is a science. The rea- 
son is that success in cryptanalyzing a cipher is as often as 
not a product of flashes of inspiration, gamelike intuition, 
and, most importantly, recognition by the cryptanalyst of 
pattern or structure, at almost the subliminal level, in the 
cipher. The great U.S. cryptanalyst Herbert O. Yardley 
described the crucial step in breaking the Japanese ciphers 
soon after World War I: “Finally one night I awakened 
at midnight, for I had retired early, and out of the dark- 
ness came the conviction that a certain series of two- 
letter codewords absolutely must equal AIRURANDO 
(Ireland). The other words danced before me in rapid 
succession: DOKURITSU (independence), DOITSU (Ger- 
many), OWARI (stop).” It is easy to state and demonstrate 
the principles on which the scientific part of cryptanalysis 
depends but nearly impossible to convey an appreciation 
of the art with which the principles are applied. 
Cryptanalysis of single-key cryptosystems depends on one 

simple fact—namely, that traces of structure or pattern in 
the plaintext may survive encryption and be discernible 
in the ciphertext. Take for example the following: in a 
monoalphabetic substitution cipher in which each letter is 
simply replaced by another letter, the frequency distribu- 
tion with which letters occur in the plaintext alphabet and 
in the ciphertext alphabet is identical. The cryptanalyst can 
use this fact in two ways: first, to recognize that he is faced 
with a monoalphabetic substitution cipher and, second, to 
aid him in selecting the likeliest equivalences of letters to 
be tried. The Table shows the number of occurrences of 
each letter in the text of this article, which approximates 
the raw frequency distribution for most technical material. 
The following cipher is the encryption of the first sentence 
of this paragraph using a monoalphabetic substitution: 

UFMDHQAQTMGRG BX GRAZTW PWM 
UFMDHBGMGHWOG VWDWAVG BA BAW 
GRODTW XQUH AQOWTM HCQH HFQUWG 
BX GHFIUHIFW BF DQHHWFA RA HCW 
DTQRAHWLH OQM GIFJRJW WAUFMDHRBA 
QAV SW VRGUWFARSTW RA HCW 
URDCWFHWLH. 

W occurs 20 times in the cipher, H occurs 16, etc. Even 

the most unskilled cryptanalyst using the frequency data 
in the Table should have no difficulty in recovering the 
plaintext and all but four symbols of the key in this case. 
It is possible to conceal information about raw frequency 

of occurrence by providing multiple cipher symbols for 
each plaintext letter in proportion to the relative frequency 
of occurrence of the letter; 7.e., twice as many symbols 
for E as for S, etc. The collection of cipher symbols rep- 
resenting a given plaintext letter are called homophones. 
If the homophones are chosen randomly and with uni- 
form probability when used, the cipher symbols will all 
occur (on average) equally often in the ciphertext. No 

less a mathematician than Carl Friedrich Gauss believed 
that he had devised an unbreakable cipher by introducing 
homophones. Unfortunately for Gauss and other cryptog- 
raphers such is not the case, since there are many other 
persistent patterns in the plaintext that may partially or 
wholly survive encryption. Digraphs, for example, show a 
strong frequency distribution: TH occurring most often, 
about 20 times as frequently as HT, and so forth. With the 
use of tables of digraph frequencies that partially survive 
even homophonic substitution, it is still an easy matter 
to cryptanalyze a random substitution cipher, though the 
amount of ciphertext needed grows to a few hundred in- 
stead of a few tens of letters. 
If the cipher preserves the breaks between words as they 

existed in the plaintext, the frequency distribution for 
starting and ending letters and digrams in words that are 
all distinct and different from the raw frequency of letter 
distributions can be used to advantage. Patterns of letters 
in words such as XYXX where X is the same cipher 
symbol can only fit a small selection of words such as 
BIBB, EPEE, LOLL, LULL, and SASS. In the heyday 

of manual cryptanalysis, volumes of word patterns were 
compiled. These are only some of the most obvious and 
easily described patterns whose persistence may provide a 
clue to the cryptanalyst. In English there are useful cor- 
relations between symbols up to eight or nine positions 
displaced in a word and of course context dependencies 
over entire sentences, all of which are of potential use to 
the cryptanalyst. 
Types of cryptanalysis. There are three generic types 

of cryptanalysis characterized by what the cryptanalyst 
knows: (1) ciphertext only; (2) known ciphertext/plaintext 
pairs; and (3) chosen plaintext or chosen ciphertext. In the 
discussion of the preceding paragraphs, the cryptanalyst 
knew only the ciphertext and general structural informa- 
tion about the plaintext. Often the cryptanalyst either will 
know some of the plaintext or will be able to guess at, 

and exploit, a likely element of the text, such as a letter 
beginning with “Dear Sir” or a computer session starting 
with “LOG IN.” The last category represents the most 
favourable situation for the cryptanalyst in which he can 
cause either the transmitter to encrypt a plaintext of his 
choice or the receiver to decrypt a ciphertext that he 
chose. Of course, for single-key cryptography there is no 
distinction between chosen plaintext and chosen cipher- 
text, but in two-key cryptography it is possible for one of 
the encryption or decryption functions to be secure against 
chosen input while the other is vulnerable. 
Because of its reliance on “hard” mathematical problems 

as a basis for cryptoalgorithms and because one of the 
keys is publicly exposed, two-key cryptography has led to 
a new type of cryptanalysis that is virtually indistinguish- 
able from research in any other area of computational 

Homo- 

phones 
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mathematics. Unlike the ciphertext attacks or ciphertext/ 
plaintext pairs attacks in single-key cryptosystems, this 
sort of cryptanalysis is aimed at breaking the cryptosys- 
tem by analysis that can be carried out based only on 

a knowledge of the system itself. Obviously there is no 
counterpart to this kind of cryptanalytic attack in single- 
key systems. One of the most attractive schemes for ex- 
changing session keys in a hybrid cryptosystem depended 
on the ease with which a number (primitive root) could 

be raised to a power (in a finite field), as opposed to the 
difficulty of calculating the discrete logarithm. A special- 
purpose chip to implement this algorithm was produced 

by a U.S. company, and several others designed secure 
electronic mail and computer-networking schemes based 
on the algorithm. In 1983 Donald Coppersmith found a 
computationally feasible way to take discrete logarithms 
in precisely those finite fields that had been of greatest 
cryptographic interest and thereby gave to the cryptanalyst 
a tool with which to break those cryptosystems. Similarly, 
the RSA cryptoalgorithm is no securer than the modulus 
is difficult to factor, so that a breakthrough in factoring 
would also be a cryptanalytic breakthrough. In 1980 one 
could factor a difficult 50-digit number at an expense of 
1,000,000,000,000 elementary computer operations (add, 
subtract, shift, and so forth). By 1984 the state of the art 
in factoring algorithms had advanced to a point where a 
75-digit number could be factored in 1,000,000,000,000 

operations. If a mathematical advance made it feasible to 
factor 150 or more digit numbers in the same number of 
operations, this would make it possible for the cryptana- 
lyst to break several commercial RSA schemes. In other 
words, the security of two-key cryptography depends on 
well-defined mathematical questions in a way that single- 
key cryptography generally did not and conversely equates 
cryptanalysis to mathematical research in an atypical way. 

HISTORY 

Early cryptographic systems and applications. People 
have probably tried to conceal information in written form 
from the time that writing developed. Examples survive in 
stone inscriptions, cuneiform tablets, and papyruses show- 
ing that the ancient Egyptians, Hebrews, Babylonians, 
and Assyrians all devised protocryptographic systems both 
to deny information to the uninitiated and to enhance 
its significance when it was revealed. The first recorded 
use of cryptography for correspondence, however, was by 
the Spartans, who as early as 400 Bc employed a ci- 
pher device called the scytale for secret communications 
between military commanders. The scytale consisted of 
a tapered baton, around which was spirally wrapped a 
strip of parchment or leather on which the message was 
written. When unwrapped, the letters were scrambled in 
order and formed the cipher; however, when the strip was 
wrapped around another baton of identical proportions to 
the original, the plaintext reappeared. Thus, the Greeks 
were the inventors of the first transposition cipher. During 
the 4th century Bc Aeneas Tacticus wrote a work entitled 
On the Defense of Fortifications, one chapter of which was 
devoted to cryptography, making it the earliest treatise on 
the subject. Another Greek, Polybius, devised a means of 
encoding letters into pairs of symbols by a device called 
the Polybius checkerboard, which is a true biliteral substi- 
tution and presages many elements of later cryptographic 
systems. Similar examples of primitive substitution or 
transposition ciphers abound in the history of other civi- 
lizations. The Romans used monoalphabetic substitution 
with a simple cyclic displacement of the alphabet. Julius 
Caesar employed a shift of three positions so that plaintext 
A was encrypted as D, while Augustus Caesar used a shift 
of one position so that plaintext A was enciphered as B. 
The first people to clearly understand the principles of 

cryptography and to elucidate the beginnings of cryptana- 
lysis were the Arabs. They devised and used both substi- 
tution and transposition ciphers and discovered the use of 
both letter frequency distributions and probable plaintext 
in cryptanalysis. As a result, by about 1412, al-Kalka- 
shandi could include a respectable, if elementary, treat- 
ment of several cryptographic systems in his encyclopaedia 
Subh al-a‘sha and give explicit instructions on how to 

cryptanalyze ciphertext using letter frequency counts com- 
plete with lengthy examples to illustrate the technique. 
European cryptology dates from the Middle Ages, during 

which it was developed by the Papal States and the Italian 
city-states. The earliest ciphers involved only vowel sub- 
stitution (leaving consonants unchanged). The first Euro- 
pean manual on cryptography (c. 1379) was a compilation 
of ciphers by Gabriele de Lavinde of Parma, who served 
Pope Clement VII. This manual, now in the Vatican 
archives, contains a set of keys for 24 correspondents and 
embraces symbols for letters, nulls, and several two-char- 
acter code equivalents for words and names. The first brief 
code vocabularies, called nomenclators, were gradually ex- 
panded and became the mainstay for several centuries for 
diplomatic communications of nearly all European gov- 
ernments. In 1470 Leon Battista Alberti published Trattati 
in cifra, in which he described the first cipher disk; he 
prescribed that the setting of the disk should be changed 
after enciphering three or four words, thus conceiving of 
the notion of polyalphabeticity. Giambattista della Porta 
provided a modified form of square table and the earliest 
example of a digraphic cipher in De furtivis literarum no- 
tis (1563). The Traicté des chiffres published in 1586 by 
Blaise de Vigenére contains the square table commonly 
attributed to him (Figure 2) and descriptions of the first 
plaintext and ciphertext autokey systems. 
By 1860 large codes were in common use for diplomatic 

communications, and cipher systems had become a rarity 
for this application. Cipher systems prevailed, however, 
for military communications except for high-command 
communications because of the difficulty of protecting 
codebooks from capture or compromise in the field. In 
the early history of the United States, codes were widely 
used, as were book ciphers. During the Civil War the Fed- 
eral Army made extensive use of transposition ciphers, in 
which a key word indicated the order in which columns 
of the array were to be read and in which the elements 
were either plaintext words or code word replacements 
for plaintext. The Confederate Army primarily used the 
Vigenére cipher and on occasion monoalphabetic sub- 
stitution. While the Union cryptanalysts solved most of 
the intercepted Confederate ciphers, the Confederacy in 
desperation sometimes published Union ciphers in news- 
papers, appealing for help from readers in cryptanalyzing 
them. 

Developments during World Wars I and II. During the 
first two years of World War I, the belligerents employed 
cipher systems almost exclusively for tactical communi- 
cations; code systems were still used mainly for high- 
command and diplomatic communications. Figure 8, 
showing a U.S. Signal Corps cipher disk, points up the lack 
of sophistication in the field cipher systems. Nevertheless, 
some complicated cipher systems were used for high-level 
communications by the end of the war, the most famous 
of which was the German ADFGVX fractionation cipher. 
The communications needs of telegraphy and radio and 

the maturing of mechanical and electromechanical tech- 
nology came together in the 1920s to bring about a true 

Figure 8: United States Army cipher disk. 
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revolution in cryptodevices: the development of rotor ci- 
pher machines. Although the concept of the rotor had 
been anticipated in the older mechanical cipher disks, the 
credit goes to an American, Edward H. Hebern, for first 
recognizing that by hardwiring a monoalphabetic substi- 
tution in the connections from the contacts on one side of 
an electrical rotor to those on the other side and cascading 
a collection of such rotors, polyalphabetic substitutions 

of almost arbitrary complexity could be realized. Hebern 
also recognized that a permutation in which several letters 
were shifted by the same amount in the rotor connections, 
say A to D and B to E, was cryptographically weaker 
than one in which this partial periodicity was minimized 
and designed his rotors accordingly. Starting in 1921 and 
continuing through the next decade, Hebern constructed 
a series of steadily improving rotor machines that were 
evaluated by the U.S. Navy and undoubtedly led to the 
United States’ superior position in cryptology as compared 
to the Axis powers during World War II. The 1920s were 
marked by a series of challenges by inventors of cipher 
machines to national cryptologic services and by one ser- 
vice to another, resulting in a steady improvement both 
of cryptomachines and of cryptanalytic techniques for the 
analysis of machine ciphers. At almost the same time that 
Hebern was inventing the rotor cipher machine in the 
United States, European engineers, notably Hugo A. Koch 
of The Netherlands and Arthur Scherbius of Germany, 
independently discovered the rotor concept and designed 
machines that became the precursors of the best known 
cipher machine in history, the German Enigma used in 
World War II (Figure 9). By an indirect path of develop- 
ment, these machines were the stimulus for the TYPEX, 

the cipher machine employed by the British during World 
War II. Figure 10 shows a TYPEX with the cover opened 
to reveal the mechanism of a typical rotor machine. The 
M-134-C (SIGABA) cipher machine, introduced by the 
United States during World War IJ, is shown in Figure 11. 
The Japanese cipher machines of World War II have 

an interesting history linking them to both the Hebern 
machines and the Enigma. The Washington Conference 
on naval disarmament (1921-22) had as a primary objec- 
tive limiting the total tonnage of capital ships (battleships, 
cruisers, and aircraft carriers) by the major powers—the 
United States, Great Britain, Japan, France, and Italy. 
The most difficult problem was the way in which this 
tonnage was to be allocated among the five countries. The 
Japanese Foreign Office sent detailed cipher instructions 

Figure 9: German naval four-rotor Enigma 
cipher machine. 
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Figure 10: (Top) Rotors for (bottom) TYPEX cipher 

machine (shown with top open). 

From the collection of Louis Kruh 

to its ambassador in Washington, D.C., to negotiate for a 
10-to-7 U.S.-to-Japanese tonnage ratio, to fall back to 10 
to 6.5 if that failed, and only as a last resort to retreat 
to a lowest acceptable ratio of 10 to 6. In a flash of 
inspiration Herbert O. Yardley broke the Japanese ciphers 
(see above), enabling the U.S. representative, Secretary of 
State Charles Evans Hughes, to press for this lower limit. 
The Japanese reluctantly accepted the inferior position of 
10:10:6:3.3:3.3 (the United States, Britain, Japan, France, 
and Italy, respectively) laid out in the Five-Powers Treaty. 
Primarily because of a failure of their cryptography, they 
had settled for 100,000 tons of shipping less than they 
might otherwise have obtained, a difference of three cap- 
ital ships. When Yardley later revealed in 1928 and sub- 
sequently published in The American Black Chamber the 
details of the American successes in cryptanalyzing the 
Japanese ciphers, with the associated costs to Japan, the 
Japanese government set out to develop the best cryp- 
tomachines possible. With this end in mind, it purchased 
the rotor machines of Hebern and Hagelin and the com- 
mercial Enigmas, as well as several other contemporary 
machines, for study and analysis. In 1930 the Japanese 
Foreign Office put into service its first rotor machine, 
which was code-named RED by U.S. cryptanalysts. In 
1935-36 the U.S. Army Signal Intelligence Service (SIS) 
team of cryptanalysts, led by William F. Friedman, suc- 
ceeded in cryptanalyzing RED ciphers, drawing heavily 
on its previous experience in cryptanalyzing the machine 
ciphers produced by the Hebern rotor machines. 
It was an ironic twist of fate that the Hebern machines, 

which were never commercially successful, played such a 
pivotal role in the design of two widely used rotor ma- 
chines and in the evolution of the techniques that were 
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Figure 11: M-134-C (SIGABA) cipher machine used by the 
United States during World War II. 

vital to the cryptanalysis of the RED ciphers. In 1939 
the Japanese introduced a new cipher machine, code- 

named PURPLE by U.S. cryptanalysts, in which rotors 
were replaced by telephone stepping switches. Because the 
replacement of RED machines by PURPLE machines was 
gradual, providing an enormous number of cribs between 
the systems to aid cryptanalysts, and because the Japanese 
had taken a shortcut to avoid the key distribution prob- 
lem by generating keys systematically, U.S. cryptanalysts 
were able not only to cryptanalyze the RED ciphers but 
also to anticipate keys several days in advance. Figure 12 
shows one of the functionally equivalent PURPLE cipher 
machines constructed by Friedman and his SIS associates 
and used throughout the war to decrypt Japanese ciphers. 
Apparently no PURPLE machine survived the war. An- 
other Japanese cipher machine code-named JADE was 
essentially the same as the PURPLE (Figure 13). It dif- 

fered from the latter chiefly in that it typed Japanese kana 
characters directly. 

The greatest triumphs in the history of cryptanalysis 
were the Polish and British solution of the German 
Enigma ciphers and of two teleprinter ciphers, code- 
named ULTRA, and the American cryptanalysis of the 
Japanese RED, ORANGE, and PURPLE ciphers, code- 

named MAGIC. These developments played a major role 
in the Allies’ conduct of World War II. Of the two, 
the cryptanalysis of the Japanese ciphers is the more 
impressive technically, because it was a tour de force 
of cryptanalysis against ciphertext alone. In the case of 
the Enigma machines, the basic patents had been issued 
in the United States, commercial machines were widely 
available, and the rotor designs were known to Allied 

cryptanalysts from a German code clerk. Although such 
factors do not diminish the practical importance of the 
ULTRA intercepts, they did make the cryptanalysis easier. 
The impact of modern electronics. In the years imme- 

diately following World War II, the electronic technol- 
ogy that had been developed in support of radar and 
the recently discovered digital computer were adapted to 
cryptomachines. The first such devices were little more 
than rotor machines in which rotors had been replaced 
by electronically realized substitutions. The advantage of 
these electronic rotor machines was speed of operation; 
the disadvantages were the cryptanalytic weaknesses inher- 
ited from mechanical rotor machines and the principle of 
cyclically shifting simple substitutions for realizing more 
complex product substitutions. 

It was quickly recognized, however, that electronics made 
possible the practical realization of far more complex 
cryptographic functions than had previously been feasible. 
By the 1960s transistors permitted the implementation 
of complex transformations in special-purpose circuitry. 
There is a small amount of information in the open lit- 

Figure 13: Japanese JADE cipher machine, a member of 
the PURPLE family of cipher machines. 

erature about the electronic cipher machines used by the 
various national cryptologic services, but the most reliable 
indication of cryptographic developments in the period 
from the final generation of rotor machines—the KL-7 
developed by the United States for the North Atlantic 
Treaty Organization (NATO)—to the appearance of DES 
and public-key systems in1976 is to be found in commer- 
cial equipment. One class of electronic devices represen- 
tative of contemporary cryptomachine technology is the 
Fibonacci generator, named for the Fibonacci sequences 
of number theory. In the classical Fibonacci sequence of 
integers ..). 21, 1134 '89)5,3.92) 1) each succeeding left- 
most term is the sum of the two terms to its right; i.e., 
X; = X;-; + X;». By loose analogy, any sequence in which 
each term is the sum of a collection of earlier terms in 
fixed (relative) locations is called a Fibonacci sequence. 
For example, if x; = x, + x, + x;-;, the sequence . . . 68, 
37; 20; 11863: Deieamesiies: 
In an n-stage Fibonacci generator (Figure 14), the con- 

tents of the register are shifted right one position at each 
step—the bit at the extreme right is shifted out and lost— 
and the new left-hand bit is determined by the logical 
sum of bits occurring in prescribed locations in the shift 
register before the shift was made. For example, for n=5 
and x;= x;-; © xX4@ x;-5 one obtains the cycle 

0101110 190.00 114110047 O2:00.100001, 

which is a maximal-length sequence realizable with a five- 
stage generator. The relevance of Fibonacci generators to 
cryptography is seen if the sequence is read five bits at 
a time by successively shifting one bit position to give 
the scrambled ordering of the integers | through 31 (Fig- 
ure 15), which resembles the scrambled orderings seen 
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Figure 14: The n-stage Fibonacci generator. 

earlier in rotors. If nm =31, for instance, the sequence 
could extend for 2, 147, 483, 647 bits before repeating. 

If one recalls Claude Shannon’s dictum that an ideal 
cryptomachine should offer the possibility of encrypting 
any plaintext block into any ciphertext block, a maximal- 
length linear sequence certainly offers this possibility since 
every nonzero number occurs somewhere in the cycle. 
The cryptographic problem is that the combining opera- 

tion used to determine successive states in the sequence 
from earlier ones is linear and hence easily invertible, even 
though the sequence can be 2’—1 bits in length before 
repeating. Another problem is how the key is to be used. 
The obvious choice—namely, to simply use the key to 
determine the number of steps in the cycle from the plain- 
text -tuple to the ciphertext n-tuple—is cryptographically 
insecure because a known plaintext cryptanalysis would 
quickly reveal the key. A frequently reinvented solution 
to this problem has been to use the number found in 

selected locations of one maximal-length feedback shift 
register, in which the key is used as the initial register fill, 
to control the number of steps from the plaintext n-tuple 
to the ciphertext n-tuple in the cycle of another linear 
feedback shift register. In schemes of this sort the key 
register is generally stepped forward to hide the key itself 
before any encryption of plaintext is carried out and then 
advanced sufficiently many steps between encryptions to 
ensure diffusion of the keying variables. To encrypt an 
n-bit block of plaintext, the text is loaded into the main 
shift register and the machine stepped through a specified 
number of steps, normally a multiple of the number of 
bits in the key, sufficient to diffuse the information in the 
plaintext and in the key over all positions in the resulting 

Figure 15: A maximal-length sequence produced 
by a five-stage Fibonacci generator. 
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ciphertext. To decrypt ciphertext, it is necessary to have 

an inverse combiner function or for the original encryp- 

tion function to be involutory—i.e., for the encryption of 

the cipher to be the plaintext again. It is not difficult to 
design the feedback logic to make an involutory machine, 
which, when filled with a block of ciphertext and reen- 
crypted, will result in the register’s containing the original 
plaintext. Pictorially, the machine has simply retraced its 

steps in the cycle(s). Linearity in the logic, though, is a 

powerful aid to the cryptanalyst, especially if a matched 
plaintext/ciphertext attack is possible. 

With a slight modification, this approach constitutes the 

basis of several commercially available cryptographic de- 
vices that function in a manner quite similar to the pin- 
and-lug cipher machines previously described. One such 
cryptomachine has six maximal-length linear feedback 
shift registers in which the stepping is controlled by an- 
other shift register; the contents of the latter are used to 
address a (nonlinear) lookup table defined by keys sup- 
plied by the user. 
As a result, cryptographers have devised a number of non- 

linear feedback logics that possess such desirable properties 
as diffusion of information (to spread the effects of small 
changes in the text) and large-cycle structure (to prevent 
exhaustive search) but which are computationally infeasi- 

ble to invert working backward from the output sequence 

to the initial state(s), even with many pairs of matched 
plaintext/ciphertext. The nonlinear feedback logic, used to 
determine the next bit in the sequence, can be employed 
in much the same way as linear feedback logic. Nonlinear 
systems that also satisfy the necessary conditions for in- 
vertibility so as to enable the receiver to decrypt the cipher 
always break up into still very large subcycles. The com- 
plicating effect of the key on the ciphertext in nonlinear 
logics, however, greatly contributes to the difficulty faced 
by the cryptanalyst. It is generally accepted that no purely 

cryptanalytic breaks of the cryptoalgorithms developed by 
the national cryptologic services of the major powers have 
occurred in recent years, nor are they apt to occur, as a 
result of the advances in cryptology that have taken place 
since World War II. 
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The Concept and Components of Culture 

Homo sapiens, together with material objects used 
as an integral part of this behaviour; specifically, 

culture consists of language, ideas, beliefs, customs, codes, 
institutions, tools, techniques, works of art, rituals, cere- 
monies, and so on. The existence and use of culture de- 
pends upon an ability possessed by man alone. This ability 
has been called variously the capacity for rational or ab- 
stract thought, but a good case has been made for rational 

behaviour among subhuman animals, and the meaning of 
abstract is not sufficiently explicit or precise. The term 
symboling has been proposed as a more suitable name 
for man’s unique mental ability, consisting of assigning to 

CCiiom: may be defined as behaviour peculiar to things and events certain meanings that cannot be grasped 
with the senses alone. Articulate speech—language—is a 
good example. The meaning of the word dog is not in- 
herent in the sounds themselves; it is assigned, freely and 

arbitrarily, to the sounds by human beings. Holy water, 
“biting one’s thumb” at someone (Romeo and Juliet, Act 
I, scene 1), or fetishes are other examples. Symboling is a 
kind of behaviour objectively definable and should not be 
confused with symbolizing, which has an entirely differ- 
ent meaning. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, sections 512 and 513. 
This article is divided into the following sections: 
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The concept of culture 

VARIOUS DEFINITIONS OF CULTURE 

What has been termed the classic definition of culture was 
provided by the 19th-century English anthropologist Ed- 
ward Burnett Tylor in the first paragraph of his Primitive 
Culture (1871): 

Culture... is that complex whole which includes knowledge, 
belief, art, morals, law, custom, and any other capabilities and 
habits acquired by man as a member of society. 

In Anthropology (1881) Tylor made it clear that culture, 
so defined, is possessed by man alone. This conception 
of culture served anthropologists well for some 50 years. 
With the increasing maturity of anthropological science, 
further reflections upon the nature of their subject matter 
and concepts led to a multiplication and diversification 
of definitions of culture. In Culture: A Critical Review 
of Concepts and Definitions (1952), U.S. anthropologists 
A.L. Kroeber and Clyde Kluckhohn cited 164 definitions 
of culture, ranging from “learned behaviour” to “ideas in 
the mind,” “a logical construct,” “a statistical fiction,” “a 
psychic defense mechanism,” and so on. The definition— 
or the conception—of culture that is preferred by Kroeber 
and Kluckhohn and also by a great many other anthropol- 
ogists is that culture is an abstraction or, more specifically, 
“an abstraction from behaviour.” 
These conceptions have defects or shortcomings. The 

existence of behavioral traditions—that is, patterns of 
behaviour transmitted by social rather than by biologic 
hereditary means—has definitely been established for non- 
human animals. “Ideas in the mind” become significant in 
society only as expressed in language, acts, and objects. “A 
logical construct” or “a statistical fiction” is not specific 

enough to be useful. The conception of culture as an ab- 
straction led, first, to a questioning of the reality of culture 
(inasmuch as abstractions were regarded as imperceptible) 
and, second, to a denial of its existence; thus, the subject 
matter of nonbiological anthropology, “culture,” was de- 
fined out of existence, and without real, objective things 
and events in the external world there can be no science. 
Kroeber and Kluckhohn were led to their conclusion 

that culture is an abstraction by reasoning that if culture 
is behaviour it, ipso facto, becomes the subject matter of 
psychology; therefore, they concluded that culture “is an 
abstraction from concrete behavior but is not itself be- 
havior.” But what, one might ask, is an abstraction of a 
marriage ceremony or a pottery bowl, to use Kroeber and 
Kluckhohn’s examples? This question poses difficulties 
that were not adequately met by these authors. A solution 
was perhaps provided by Leslie A. White in the essay 
“The Concept of Culture” (1959). The issue is not really 
whether culture is real or an abstraction, he reasoned; the 
issue is the context of the scientific interpretation. 
When things and events are considered in the context 

of their relation to the human organism, they constitute 
behaviour; when they are considered not in terms of their 
relation to the human organism but in their relationship 
to one another, they become culture by definition. The 
mother-in-law taboo is a complex of concepts, attitudes, 
and acts. When one considers them in their relationship 
to the human organism—that is, as things that the organ- 
ism does—they become behaviour by definition. When, 
however, one considers the mother-in-law taboo in its 
relationship to the place of residence of a newly married 
couple, to the customary division of labour between the 
sexes, to their respective roles in the society’s mode of 

Importance 
of the 
context 
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subsistence and offense and defense, and these in turn 
to the technology of the society, the mother-in-law taboo 
becomes, again by definition, culture. This distinction is 
precisely the one that students of words have made for 
many years. When words are considered in their rela- 
tionship to the human organism—that is, as acts—they 
become behaviour. But when they are considered in terms 
of their relationship to one another—producing lexicon, 
grammar, syntax, and so forth—they become language, 
the subject matter not of psychology but of the science 
of linguistics. Culture, therefore, is the name given to a 
class of things and events dependent upon symboling (i.e., 
articulate speech) that are considered in a kind of extra- 
human context. 

Universalist approaches to culture and the human mind. 
Culture, as noted above, is due to an ability possessed 
by man alone. The question of whether the difference 
between the mind of man and that of the lower animals is 
one of kind or of degree has been debated for many years, 
and even today reputable scientists can be found on both 
sides of this issue. But no one who holds the view that the 
difference is one of degree has adduced any evidence to 
show that nonhuman animals are capable, to any degree 
whatever, of a kind of behaviour that all human beings 
exhibit. This kind of behaviour may be illustrated by 
the following examples: remembering the sabbath to keep 
it holy, classifying one’s relatives and distinguishing one 
class from another (such as uncles from cousins), defining 
and prohibiting incest, and so on. There is no reason or 
evidence that leads one to believe that any animal other 
than man can have or be brought to any appreciation or 
comprehension whatever of such meanings and acts. There 
is, as Tylor argued long ago, a “mental gulf that divides 
the lowest savage from the highest ape” (Anthropology). 
In line with the foregoing distinction, human behaviour 

is to be defined as behaviour consisting of, or depen- 
dent upon, symboling rather than upon anything else that 
Homo sapiens does; coughing, yawning, stretching, and 
the like are not human. 
Next to nothing is yet known about the neuroanatomy 

of symboling. Man is characterized by a very large brain, 
considered both absolutely and relatively, and it is rea- 
sonable—and even obligatory—to believe that the central 
nervous system, especially the forebrain, is the locus of 
the ability to symbol. But how it does this and with what 
specific mechanisms remain to be discovered. One is thus 
led to the conclusion that at some point in the evolution 
of primates a threshold was reached in some line, or lines, 

when the ability to symbol was realized and made explicit 
in overt behaviour. There is no intermediate stage, logical 
or neurological, between symboling and nonsymboling; an 
individual or a species is capable of symboling, or he or 
it is not. The life of Helen Keller makes this clear: when, 
through the aid of her teacher, Anne Sullivan, Keller was 
enabled to escape from the isolation to which her blind- 
ness and deafness had consigned her and to effect contact 
with the world of human meanings and values, the trans- 
formation was instantaneous. 
Evolution of “minding.” But even if almost nothing is 

known about the neuroanatomy of symboling, a great deal 
is known about the evolution of mind (or “minding,” if 
mind is considered as a process rather than a thing), in 
which one finds symboling as the characteristic of a par- 
ticular stage of development. The evolution of minding 
can be traced in the following sequence of stages. First 
is the simple reflexive stage, in which behaviour is deter- 
mined by the intrinsic properties of both the organism 
and the thing reacted to—for example, the contraction 
of the pupil of the eye under increased stimulation by 
light. Second is the conditioned reflex stage, in which the 
response is elicited not by properties intrinsic in the stim- 
ulus but by meanings that the stimulus has acquired for 
the responding organism through experience—for exam- 
ple, Pavlov’s dog’s salivary glands responding to the sound 
of a bell. Third is the instrumental stage, as exemplified 
by a chimpanzee knocking down a banana with a stick. 
Here the response is determined by the intrinsic properties 
of the things involved (banana, stick, chimpanzee’s neu- 
rosensory-muscular system); but a new element has been 
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introduced into behaviour, namely, the exercise of control 
by the reacting organism over things in the external world. 
And, finally, there is the symbol stage, in which the con- 
figuration of behaviour involves nonintrinsic meanings, as 
has already been suggested. 
These four stages exhibit a characteristic of the evolution 

of all living things: a movement in the direction of making 
life more secure and enduring. In the first stage the or- 
ganism distinguishes between the beneficial, the injurious, 
and the neutral, but it must come into direct contact with 
the object or event in question to do so. In the second 
stage the organism may react at a distance, as it were— 
that is, through an intermediate stimulus. The conditioned 
reflex brings signs into the life process; one thing or event 
may serve as an indication of something else—food, dan- 
ger, and so forth. And, since anything can serve as a sign 
of anything else (a green triangle can mean food, sex, or 
an electric shock to the laboratory rat), the reactions of 
the organism are emancipated from the limitations that 
stage one imposes upon living things, namely, the intrin- 
sic properties of things. The possibility of obtaining life- 
sustaining things and of avoiding life-destroying things is 
thus much enhanced, and the security and continuity of 
life are correspondingly increased. But in stage two the 
organism still plays a subordinate role to the external 
world; it does not and cannot determine the significance 
of the intermediary stimulus: the bark of a distant dog 
to the rabbit or the sound of the bell to Pavlov’s dog. 
This meaning is determined by things and events in the 
external world (or in the laboratory by the experimenter). 
In stages one and two, therefore, the organism is at the 
mercy of the external world in this respect. 
In the third stage the element of control over environ- 

ment is introduced. The ape who obtains food by means 
of a stick (tool) is not subordinate to his situation. He 
does not merely undergo a situation; he dominates it. 
His behaviour is not determined by the juxtaposition of 
things and events; on the contrary, the juxtaposition is 
determined by the ape. He is confronted with alternatives, 
and he makes choices. The configuration of behaviour in 
stage three is constructed within the dynamic organism of 
the ape and then imposed upon the external world. 
The evolution of minding is a cumulative process; the 

achievements of each stage are carried on into the suc- 
ceeding one or ones. The fourth stage reintroduces the 
factor of nonintrinsic meanings to the advances made in 
stages two and three. Stage four is the stage of symboling, 
of articulate speech. Thus, one observes two aspects of 
the evolution of minding, both of which contribute to the 
security and survivability of life: the emancipation of be- 
haviour from limitations imposed upon it by the external 
world and increased control over the environment. To be 
sure, neither emancipation nor control becomes complete, 
but quantitative increase is significant. 
Evolution of culture. The direction of biologic evolu- 

tion toward greater expansion and security of life can be 
seen from another point of view: the advance from in- 
stinctive behaviour (i.e., responses determined by intrinsic 
properties of the organism) to learned and freely variable 
behaviour, patterns of which may be acquired and trans- 
mitted from one individual and generation to another, 
and finally to a system of things and events, the essence of 
which is meanings that cannot be comprehended by the 
senses alone. This system is, of course, culture, and the 
species is the human species. Culture is a man-made envi- 
ronment, brought into existence by the ability to symbol. 
Once established, culture has a life of its own, so to speak; 

that is, it is a continuum of things and events in a cause 
and effect relationship; it flows down through time from 
one generation to another. Since its inception 1,000,000 
or more years ago, this culture—with its language, beliefs, 
tools, codes, and so on—has had an existence external to 

each individual born into it. The function of this exter- 
nal, man-made environment is to make life secure and 
enduring for the society of human beings living within the 
cultural system. Thus, culture may be seen as the most 
recent, the most highly developed means of promoting the 
security and continuity of life, in a series that began with 
the simple reflex. 
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Society preceded culture; society, conceived as the inter- 
action of living beings, is coextensive with life itself. Man’s 
immediate prehuman ancestors had societies, but they did 
not have culture. Studies of monkeys and apes have greatly 
enlarged scientific knowledge of their social life—and, by 
inference, the scientific conception of the earliest human 
societies. Data derived from paleontological sources and 
from accumulating studies of living, nonhuman primates 
are now fairly abundant, and hypotheses derived from 
these are numerous and varied in detail. A fair summary 
of them may be made as follows: The growth of the pri- 
mate brain was stimulated by life in the trees, specifically, 
by eye-hand coordinations involved in swinging from limb 
to limb and by manipulating food with the hands (as 
among the insectivorous lemurs). Descent to the ground, 
as a consequence of deforestation or increase in body size 
(which would tend to restrict arboreal locomotion and 
increase the difficulty of obtaining enough food to sup- 
ply increased need), and the assumption of erect posture 
were other significant steps in biologic evolution and the 
eventual emergence of culture. Some theories reject the 
arboreal stage in man’s evolutionary past, but this does not 
seriously affect the overall conception of his development. 
The Australopithecines of Africa, extinct manlike higher 

primates about which reliable knowledge is very consider- 
able today, exemplify the stage of erect posture in primate 
evolution. Erect posture freed the arms and hands from 
their earlier function of locomotion and made possible an 
extensive and versatile use of tools. Again, the eye-hand- 
object coordinations involved in tool using stimulated the 
growth of the brain, especially the forebrain. It is not pos- 
sible to determine on the basis of paleontological evidence 
the precise point at which the ability to symbol (specifi- 
cally, articulate speech) was realized, as expressed in overt 
behaviour. It is believed by some that man’s prehuman 
ancestors used tools habitually and that habit became 
custom through the transmission of tool using from one 
generation to another long before articulate speech came 
into being. In fact, some theorists hold, the customary use 
of tools became a powerful stimulus in the development of 
a brain that was capable of symboling or articulate speech. 
The introjection of symboling into primate social life was 

revolutionary. Everything was transformed, everything ac- 
quired new meaning; the symbol added a new dimension 
to primate—now human—existence. An ax was no longer 
merely a tool with which to chop; it could become a sym- 
bol of authority. Mating became marriage, and all social 
relationships between parents and children and brothers 
and sisters became moral obligations, duties, rights, and 
privileges. The world of nature, from the stones beside 
the path to the stars in their courses, became alive and 
conscious spirits. “And all that I beheld respired with in- 
ward meaning” (Wordsworth). The anthropoid had at last 
become a man. 
Relativist approaches to sociocultural systems. Thus 

far in this article, culture has been considered in general, 
as the possession of all mankind. Now it is appropriate 
to turn to particular cultures, or sociocultural systems. 
Human beings, like other animal species, live in soci- 
eties, and each society possesses culture. It has long been 
customary for ethnologists to speak of Seneca culture, 
Eskimo culture, North American Plains culture, and so 
on—that is, the culture of a particular society (Seneca) or 
an indefinite number of societies (Eskimo) or the cultures 
found in or characteristic of a topographic area (the North 
American Plains). There is no objection to this usage as 
a convenient means of reference: “Seneca culture” is the 
culture that the Seneca tribe possesses at a particular time. 
Similarly, Eskimo culture refers to a class of cultures, and 
Plains culture refers to a type of culture. What is needed 
is a term that defines culture precisely in its particular 
manifestations for the purpose of scientific study, and for 
this the term sociocultural system has been proposed. It 
is defined as the culture possessed by a distinguishable 
and autonomous group (society) of human beings, such as 
a tribe or a modern nation. Cultural elements may pass 
freely from one system to another (cultural diffusion), but 
the boundary provided by the distinction between one Sys- 
tem and another (Seneca, Cayuga; United States, Japan) 

makes it possible to study the system at any given time or 
over a period of time. 

Every human society, therefore, has its own sociocul- 
tural system: a particular and unique expression of human 
culture as a whole. Every sociocultural system possesses 
the components of human culture as a whole—namely, 
technological, sociological, and ideological elements. But 
sociocultural systems vary widely in their structure and or- 
ganization. These variations are attributable to differences 
among physical habitats and the resources that they offer 
or withhold for human use; to the range of possibilities 

inherent in various areas of activity, such as language 
or the manufacture and use of tools; and to the degree 
of development. The biologic factor of man may, for 
purposes of analysis and comparison of sociocultural sys- 
tems, be considered as a constant. Although the equality 
or inequality of races, or physical types, of mankind has 
not been established by science, all evidence and reason 
lead to the conclusion that, whatever differences of native 

endowment may exist, they are insignificant as compared 
with the overriding influence of the external tradition 
that is culture. 

CULTURE AND PERSONALITY 

Since the infant of the human species enters the world cul- 
tureless, his behaviour—his attitudes, values, ideals, and 
beliefs, as well as his overt motor activity—is powerfully 
influenced by the culture that surrounds him on all sides. 
It is almost impossible to exaggerate the power and influ- 
ence of culture upon the human animal. It is powerful 
enough to hold the sex urge in check and achieve premari- 
tal chastity and even voluntary vows of celibacy for life. It 
can cause a person to die of hunger, though nourishment 
is available, because some foods are branded unclean by 
the culture. And it can cause a person to disembowel or 
shoot himself to wipe out a stain of dishonour. Culture 
is stronger than life and stronger than death. Among sub- 
human animals, death is merely the cessation of the vital 

processes of metabolism, respiration, and so on. In the hu- 
man species, however, death is also a concept; only man 

knows death. But culture triumphs over death and offers 
man eternal life. Thus, culture may deny satisfactions on 
the one hand while it fulfills desires on the other. 
The predominant emphasis, perhaps, in studies of culture 

and personality has been the inquiry into the process by 
which the individual personality is formed as it develops 
under the influence of its cultural milieu. But the indi- 
vidual biologic organism is itself a significant determinant 
in the development of personality. The mature personal- 
ity is, therefore, a function of both biologic and cultural 
factors, and it is virtually impossible to distinguish these 
factors from each other and to evaluate the magnitude 
of each in particular cases. If the cultural factor were a 
constant, personality would vary with the variations of the 
neurosensory-glandular-muscular structure of the individ- 
ual. But there are no tests that can indicate, for example, 
precisely how much of the taxicab driver’s ability to make 
change is due to innate endowment and how much to 
cultural experience. Therefore, the student of culture and 
personality is driven to work with “modal personalities,” 
that is, the personality of the typical Crow Indian or the 
typical Frenchman insofar as this can be determined. But 
it is of interest, theoretically at least, to note that even 
if both factors, the biologic and the cultural, were con- 
stant—which they never are in actuality—variations of 
personality would still be possible. Within the confines of 
these two constants, individuals might undergo a number 
of profound experiences in different chronological permu- 
tations. For example, two young women might have the 
same experiences of (1) having a baby, (2) graduating from 
college, and (3) getting married. But the effect of sequence 
(1), (2), (3) upon personality development would be quite 
different than that of sequence (2), (3), (1). 

CULTURAL COMPARISONS 

Ethnocentrism. Ethnocentrism is the name given to a 
tendency to interpret or evaluate other cultures in terms 
of one’s own. This tendency has been, perhaps, more 
prevalent in modern nations than among preliterate tribes. 

The 

powerful 
influence 

of culture 



The 
question of 
subjective 
judgments 

The citizens of a large nation, especially in the past, have 
been less likely to observe people in another nation or 

culture than have been members of small tribes who are 
well acquainted with the ways of their culturally diverse 
neighbours. Thus, the American tourist could report that 
Londoners drive “on the wrong side of the street” or an 
Englishman might find some customs on the Continent 
“queer” or “boorish,” merely because they are different. 
Members of a Pueblo tribe in the American Southwest, 
on the other hand, might be well acquainted with cultural 
differences not only among other Pueblos but also in non- 
Pueblo tribes such as the Navajo and Apache. 
Ethnocentrism became prominent among many Euro- 

peans after the discovery of the Americas, the islands of 
the Pacific, and the Far East. Even anthropologists might 
characterize all preliterate peoples as being without reli- 
gion (as did Sir John Lubbock) or as having a “prelogical 
mentality” (as did Lucien Lévy-Bruhl) merely because 
their ways of thinking did not correspond with those of the 
culture of western Europe. Thus, inhabitants of non-West- 
ern cultures, particularly those lacking the art of writing, 
were widely described as being immoral, illogical, queer, 
or just perverse (“Ye Beastly Devices of ye Heathen”). 
Cultural relativism. Increased knowledge led to or fa- 

cilitated a deeper understanding and, with it, a finer appre- 
ciation of cultures quite different from one’s own. When 
it was understood that universal needs could be served 
with culturally diverse means, that worship might assume 
a variety of forms, that morality consists in conforming to 
ethical rules of conduct but does not inhere in the rules 
themselves, a new view emerged that each culture should 
be understood and appreciated in terms of itself. What 
is moral in one culture might be immoral or ethically 
neutral in another. For example, it was not immoral to 
kill a baby girl at birth or an aged grandparent who was 
nonproductive when it was impossible to obtain enough 
food for all; or wife lending among the Eskimo might be 
practiced as a gesture of hospitality, a way of cementing 
a friendship and promoting mutual aid in a harsh and 
dangerous environment, and thus may acquire the status 
of a high moral value. 
The view that elements of a culture are to be understood 

and judged in terms of their relationship to the culture 
as a whole—a doctrine known as cultural relativism— 
led to the conclusion that the cultures themselves could 
not be evaluated or graded as higher and lower, superior 
or inferior. If it was unwarranted to say that patriliny 
(descent through the male line) was superior or inferior to 
matriliny (descent through the female line), if it was un- 
justified or meaningless to say that monogamy was better 
or worse than polygamy, then it was equally unsound or 
meaningless to say that one culture was higher or superior 
to another. A large number of anthropologists subscribed 
to this view; they argued that such judgments were sub- 
jective and therefore unscientific. 
It is, of course, true that some values are imponderable 

and some criteria are subjective. Are people in modern 
Western culture happier than the Aborigines of Australia? 
Is it better to be a child than an adult, alive than dead? 
These certainly are not questions for science. But to say 
that the culture of the ancient Mayas was not superior 
to or more highly developed than the crude and simple 
culture of the Tasmanians or to say that the culture of 
England in 1966 was not higher than England’s culture 
in 1066 is to fly in the face of science as well as of 
common sense. 
Evaluative grading. Cultures have ponderable values as 

well as imponderable, and the imponderable ones can be 
measured with objective, meaningful yardsticks. A culture 
is a means to an end: the security and continuity of life. 
Some kinds of culture are better means of making life 
secure than others. Agriculture is a better means of pro- 
viding food than hunting and gathering. The productivity 
of human labour has been increased by machinery and by 
the utilization of the energy of nonhuman animals, wa- 
ter and wind power, and fossil fuels. Some cultures have 
more effective means of coping with disease than others, 
and this superiority is expressed mathematically in death 
rates. And there are many other ways in which meaningful 
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differences can be measured and evaluations made. Thus, 
the proposition that cultures have ponderable values that 
can be measured meaningfully by objective yardsticks and 
arranged in a series of stages, higher and lower, is substan- 
tiated. But, it should be noted, this is not equivalent to 
saying that man is happier or that the dignity of the indi- 
vidual (an imponderable) is greater in an industrialized or 

agricultural sociocultural system than in one supported by 
human labour alone and sustained wholly by wild foods. 
Actually, however, there is no necessary conflict between 

the doctrine of cultural relativism and the thesis that cul- 
tures can be objectively graded in a scientific manner. It is 
one thing to reject the statement that monogamy is better 
than polygamy and quite another to deny that one kind of 
sociocultural system contains a better means of providing 
food or combating disease than another. 

CULTURAL ADAPTATION AND CHANGE 

Ecological or environmental change. Every sociocultural 
system exists in a natural habitat, and, of course, this 
environment exerts an influence upon the cultural system. 
The cultures of some Eskimo groups present remarkable 
instances of adaptation to environmental conditions: tai- 
lored fur clothing, snow goggles, boats and harpoons for 
hunting sea mammals, and, in some instances, hemispher- 
ical snow houses, or igloos. Some sedentary, horticultural 
tribes of the upper Missouri River went out into the Great 
Plains and became nomadic hunters after the introduc- 
tion of the horse. The culture of the Navajos underwent 
profound change after they acquired herds of sheep and a 
market for their rugs was developed. The older theories of 
simple environmentalism, some of which maintained that 
even styles of myths and tales were determined by topog- 
raphy, climate, flora, and other factors, are no longer in 

vogue. The present view is that the environment permits, 
at times encourages, and also prohibits the acquisition or 
use of certain cultural traits but otherwise does not deter- 
mine culture change. The Fuegians living at the southern 
tip of South America, as viewed by Charles Darwin on 
his voyage on the Beagle, lived in a very cold, harsh 
environment but were virtually without both clothing and 
dwellings. 
Diffusion. “Culture is contagious,” as a prominent an- 

thropologist once remarked, meaning that customs, be- 
liefs, tools, techniques, folktales, ornaments, and so on 
may diffuse from one people or region to another. To 
be sure, a culture trait must offer some advantage, some 

utility or pleasure, to be sought and accepted by a people. 
(Some anthropologists have assumed that basic features 
of social structure, such as clan organization, may diffuse, 
but a sounder view holds that these features involving the 
organic structure of the society must be developed within 
societies themselves.) The degree of isolation of a socio- 
cultural system—brought about by physical barriers such 
as deserts, mountain ranges, and bodies of water—has, of 
course, an important bearing upon the ease or difficulty 
of diffusion. Within the limits of desirability on the one 
hand and the possibility of communication on the other, 
diffusion of culture has taken place everywhere and in 
all times. Archaeological evidence shows that amber from 
the Baltic region diffused to the Mediterranean coast; and, 
conversely, early coins from the Middle East found their 
way to northern Europe. In aboriginal North America, 
copper objects from northern Michigan have been found 
in mounds in Georgia; macaw feathers from Central 
America turn up in archaeological sites in northern Ari- 
zona. Some Indian tribes in northwestern regions of the 
United States had possessed horses, originally brought into 
the Southwest by Spanish explorers, years before they had 
ever even seen white men. The wide dispersion of tobacco, 
corn (maize), coffee, the sweet potato, and many other 
traits are conspicuous examples of cultural diffusion. 
Acculturation. Diffusion may take place between tribes 

or nations that are approximately equal in political and 
military power and of equivalent stages of cultural devel- 
opment, such as the spread of the sun dance among the 
Plains tribes of North America. But in other instances, it 
takes place between sociocultural systems differing widely 
in this respect. Conspicuous examples of this have been 
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instances of conquest and colonization of various regions 
by the nations of modern Europe. In these cases it is often 

said that the culture of the more highly developed nation 
is “imposed” upon the less developed peoples and cultures, 

and there is, of course, much truth in this; the acquisition 
of foreign culture by the subject people is called accultur- 
ation and is manifested by the indigenous populations of 
Latin America as well as of other regions. But even in 
cases of conquest, traits from the conquered peoples may 
diffuse to those of the more advanced cultures; examples 
might include, in addition to the cultivated plants cited 
above, individual words (coyote), musical themes, games, 

and art motifs. 
One of the major problems of ethnology during the latter 
half of the 19th and the early decades of the 20th centuries 
was the question “How are cultural similarities in non- 
contiguous regions to be explained?” Did the concepts of 
pyramid building, mummification, and sun worship orig- 
inate independently in ancient Egypt and in the Andean 
highlands and in Yucatan or did these traits originate in 
Egypt and diffuse from there to the Americas, as some 
anthropologists have believed? Some schools of ethnolog- 
ical theory have held to one view, some, to another. The 
19th-century classical evolutionists (which included Ed- 
ward Burnett Tylor and Lewis H. Morgan, among others) 
held that the mind of man is so constituted or endowed 
that he will develop cultures everywhere along the same 
lines. “Diffusionists’—those, such as Fritz Graebner and 

Elliot Smith, who offered grand theories about the diffu- 

sion of traits all over the world—maintained that man 
was inherently uninventive and that culture, once created, 
tended to spread everywhere. Each school tended to insist 
that its view was the correct one, and it would continue to 
hold that view unless definite proof of the contrary could 
be adduced. 
The tendency nowadays is not to side categorically with 

one school as against another but to decide each case on 
its own merits. The consensus with regard to pyramids is 
that they were developed independently in Egypt and the 
Americas because they differ markedly in structure and 
function: the Egyptian pyramids were built of stone blocks 
and contained tombs within their interiors. The American 
pyramids were constructed of earth, then faced with stone, 
and they served as the bases of temples. The verdict with 
regard to the bow and arrow is that it was invented only 
once and subsequently diffused to all regions where it has 
been found. The probable antiquity of the origin of fire 
making, however, and the various ways of generating it— 
by percussion, friction, compression (fire pistons)—indi- 
cate multiple origins. 
Evolution. Evolution of culture—that is, the develop- 

ment of forms through time—has taken place. No amount 
of diffusion of picture writing could of itself, for instance, 
produce the alphabetic system of writing; as Tylor dem- 
onstrated so well, the art of writing has developed through 
a series of stages, which began with picture writing, pro- 
gressed to hieroglyphic writing, and culminated in alpha- 
betic writing. In the realm of social organization there was 
a development from territorial groups composed of fam- 
ilies to segmented societies (clans and larger groupings). 
Sociocultural evolution, like biologic evolution, exhibits a 
progressive differentiation of structure and specialization 
of function. 
A misunderstanding has arisen with regard to the re- 

lationship between evolution and diffusion. It has been 
argued, for example, that the theory of cultural evolution 
was unsound because some peoples skipped a stage in a 
supposedly determined sequence; for example, some Af- 
rican tribes, as a consequence of diffusion, went from the 
Stone Age to the Iron Age without an intermediate age of 
copper and bronze. But the classical evolutionists did not 
maintain that peoples, or societies, had to pass through a 
fixed series of stages in the course of development, but 
that tools, techniques, institutions—in short, culture—had 
to pass through the stages. The sequence of stages of 
writing did not mean that a society could not acquire the 
alphabet without working its way through hieroglyphic 
writing; it was obvious that many peoples did skip directly 
to the alphabet. 

Approaches to the study of culture 

VIEWING CULTURE IN TERMS 

OF PATTERNS AND CONFIGURATIONS 

Cultural traits. The concept of culture embraces the 
culture of mankind as a whole. An understanding of 
human culture is facilitated, however, by analyzing “the 
complex whole” into component parts or categories. In 
somewhat the same sense that the atom has been regarded 
as the unit of matter, the cell as the unit of life, so the 

culture trait is generally regarded as the unit of culture. A 
trait may be an object (knife), a way of doing something 
(weaving), a belief (in spirits), or an attitude (the so-called 
horror of incest). But, within the category of culture, 
each trait is related to other traits. A distinguishable and 
relatively self-contained cluster of traits is conventionally 
called a culture complex. The association of traits in a 
complex may be of a functional and mechanical nature, 
such as horse, saddle, bridle, quirt, and the like, or it may 

lie in conceptional or emotional associations, such as the 
acts and attitudes involved in seclusion in a menstrual hut 
or retrieving a heart that has been stolen by witches. 
Cultural areas. The relationship between an actual cul- 

ture and its habitat is always an intimate one, and there- 
fore one finds a more or less close correlation between 
kind of habitat and type of culture. This results in the 
concept of culture area. This conception goes back at least 
as far as the early 19th century, but it was first brought 
into prominence by the U.S. anthropologist Clark Wissler 
in The American Indian (1917) and Man and Culture 
(1923). He divided the Indian cultures (as they were in 
the latter half of the 19th century) into geographic cultural 
regions: the Caribou area of northern Canada; the North- 
west coast, characterized by the use of salmon and cedar; 

the Great Plains, where tribes hunted bison with the horse; 

the Pueblo area of the Southwest; and so on. Others later 

distinguished culture areas in other continents. 
Cultural types. Appreciation of the relationship be- 

tween culture and topographic area suggests the concept 
of culture type, such as hunting and gathering or a special 
way of hunting—for example, the use of the horse in bi- 
son hunting in the Plains or the method of hunting of sea 

mammals among the Eskimo; pastoral cultures centred 
upon sheep, cattle, reindeer, and so on; and horticulture 
(with digging stick and hoe) and agriculture (with ox- 
drawn plow). Less common are trading cultures such as 
are found in Melanesia or specialized production of some 
object for trade, such as pottery, bronze axes, or salt, as 
was the case in Luzon. 

Configuration and pattern, especially the latter, are con- 
cepts closely related to culture area and culture type. All 
of them have one thing in common; they view culture 
not in terms of its individual components, or traits, but 
as meaningful organizations of traits: areas, occupations, 
configurations (art, mathematics, physics), or patterns (in 
which psychological factors are the bases of organization). 
Clark Wissler’s “universal culture pattern” was a recog- 
nition of the fact that all particular and actual cultures 
possess the same general categories: language, art, social 
organization, religion, technology, and so on. 

VIEWING CULTURE IN TERMS 

OF INSTITUTIONAL STRUCTURE AND FUNCTIONS 

Social organization. A sociocultural system presents it- 
self under two aspects: structure and function. As culture 
evolves, sociocultural systems (like biologic systems) be- 
come more differentiated structurally and more specialized 
functionally, proceeding from the simple to the complex. 
Systems on the lowest stage of development have only 
two significant kinds of parts: the local territorial group 
and the family. There is a corresponding minimum of 
specialization, limited, with but few exceptions, to divi- 
sion of function, or labour, along sex lines and to division 
between children and adults. The exceptions are headmen 
and shamans; they are special organs, so to speak, in 
the body politic. The headman is a mechanism of social 
integration, direction, and control, expressing, however, 
the consensus of the band. The shaman, though a self- 
appointed priest or magician, is also an instrument of 
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society; he may be regarded as the first specialist in the 
history of human society. 
All human societies are divided into classes and segments. 

Class is defined as one of an indefinite number of group- 
ings each of which differs in composition from the other 
or others, such as men and women; married, widowed, 

and divorced; children and adults. Segment is defined as 

one of an indefinite number of groupings all of which are 
alike in structure and function: families, lineages, clans, 
and so on. On more advanced levels of development there 
are occupational classes, such as farmers, pastoralists, ar- 
tisans, metalworkers, and scribes, and territorial segments, 

such as wards, barrios, counties, and states. 
Segmentation is a cultural process essential to the evolu- 

tion of culture; it is a means of increasing the size of a 
society or a grouping within a sociocultural system (such 
as an army) and therefore of increasing its power to make 
life secure, without suffering a corresponding loss of effec- 
tiveness through diminished solidarity; segmentation is a 
means of maintaining solidarity at the same time that it 
enlarges the social grouping. A tribe could not increase in 
size beyond a certain point without resorting to segmen- 
tation: the formation of lineages, clans, and the like. The 

word clannish points to one of the functions of segments 
in general: the fostering of solidarity. Tribes become seg- 
ments in confederacies; and above the tribal level, the 
evolution of civil society employs barrios, demes, counties, 
and states in its process of segmentation. In present-day 
society, the army and the church offer illuminating exam- 
ples of increased size and sustained solidarity proceeding 
hand in hand. 
Economic systems. Division of labour along occupa- 

tional lines is rare, although not wholly lacking, in pre- 
literate societies—despite a widespread notion that one 
member of a tribe specializes in making arrows, which 
he exchanges for moccasins made by another specialist. 
Occupational groupings were virtually lacking in all cul- 
tural systems of aboriginal North America, for example. 
Guilds of metalworkers are found in some African tribes 
and specialists in canoe making and tattooing existed in 
Polynesia. But it is not until the transition from prelit- 
erate society, based upon ties of kinship, to civil society, 
based upon property relations and territorial distinctions 
(the state), that division of labour along occupational lines 
becomes extensive. On this level there are found many 
kinds of specialists: metalworkers, scribes, astrologers, sol- 
diers, dancers, musicians, alchemists, prostitutes, eunuchs, 
and so forth. 
Production of goods is everywhere followed by distribu- 

tion and exchange. Among the Kurnai of Australia, for 
example, game was divided and distributed as follows: the 
hunter who killed a wallaby, for example, kept the head; 
his father received the ribs on the right side, his mother 
the ribs on the left side, plus the backbone, and so on; 
the various parts of the animal went to various classes of 
relatives in accordance with fixed, traditional rules. 
Distribution along kinship lines constitutes a system of 

circulation and exchange within the tribe as a whole, for 
everyone is a relative of everyone else. It takes the form of 
bestowing gifts to relatives on all sorts of occasions—such 
as birth, initiation, marriage, death. In some cases there is 
an exchange of goods on the spot, but more often A gives 
something to B who gives A a gift at a later date. All this 
takes place in the network of rights and obligations among 
kindred; one has both an obligation to give and a right to 
receive On certain occasions and in certain contexts. The 
whole process is one of mutual aid and cooperation. 
The consequence of this form of distribution and ex- 

change is that the recipient receives kinds of things that 
he already has; each household has the same kinds of 
foods, utensils, ornaments, and other things that every 
other household has. Why, then, it might be asked, does 
this form of exchange take place? Two reasons may be 
distinguished. First, this kind of exchange fortifies ties 
of kinship and mutual aid—as neighbourhood exchange 
among households in modern American culture initiates 
friendships that in times of need constitute mutual aid. 
Second, this system of circulation of goods is in effect 
a system of social security: a household in need, due 
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to illness or accident, receives help from the community 
(“No household can starve as long as others have corn,” 
as the Iroquois put it). Here we have an economic system 

subordinated to the welfare of the society as a whole. 
Exchange or circulation of goods and services (a basket 

is the material form of “a service,” that is, human labour) 

must, of course, take place in sociocultural systems where 
division of labour finds expression in specialization: the 
ironworker must obtain food; the horticulturalist needs 
an iron hoe. 
Exchange of goods between sociocultural systems is uni- 

versal and takes place on the lowest levels of cultural 

development. In some instances it is the only form of non- 
hostile communication: in the so-called silent trade the 
actual exchange takes place in a neutral zone without the 
presence of the participating parties. Archaeological evi- 
dence shows that intergroup exchange occurred in remote 
times and over great distances, as already noted above in 
the discussion of diffusion. 
An interesting form of the circulation of goods—usually 

referred to as redistribution—occurs among more highly 
developed tribes. The head of the sociopolitical system, 
that is, the chief or priest-chief, imposes levies upon all 
households, thus acquiring a large amount of goods— 
food, utensils, art objects, and so on—which he then redis- 
tributes to the households of the tribe. This may take the 
form and occasion of ceremonies and feasts or distribu- 
tion may be made in cases of need. This widespread and 
interesting form of redistribution serves the same ends as 
those served by distribution as a function of the kinship 
system, namely, fostering solidarity and social security— 
an equitable distribution that tends to iron out inequalities 
among households. 
Some economic concepts in modern Western culture do 

not correspond closely with conceptions and customs in 
many preliterate societies. Ownership is a case in point. 
Complete possession of and exclusive right to use some- 
thing in an economic context, such as land, a dwelling, 
or a boat, is rare, if not wholly lacking, in preliterate 
societies (although one might have exclusive rights to a 
dream, spell, or charm). In general, one has merely the 
right to use or occupy a tract of land or a house; when 
its use has terminated, anyone can take it over. In some 

societies it might be said that a boat “belonged” to the 
men who made it or even to the individual who initiated 
its construction. But anyone else in the community would 
have the right to use it when the “owners” (the men who 
made it) were not using it. It is the nght to use, rather 
than exclusive and absolute possession, that is significant; 

there is no such thing as absentee ownership in primi- 
tive society. 
A band or tribe “holds” the land it occupies; here again, 

it is tenure rather than ownership that is significant; the 
land “belongs” to Nature, or Mother Earth; people merely 
hold and use it. There is usually an intimate relationship 
between the people and “their” land. Navajo Indians fell 
on their knees and kissed the earth when they were re- 
turned to their former territory after forcible detention in 
an alien land. Land is defended against outsiders, except 
when they are accepted as guests, but the significant thing 
is not that the outsiders do not own the land but that they 
pose a threat to those who occupy it. 
In some tribes there is a distinct conception that the land 

held “belongs” to the tribe, the chief of which allots plots 

or tracts to individuals or households for their use. But 
when use terminates, the land reverts to the tribal domain. 
During the latter part of the 19th century there was 

considerable discussion of “primitive communism.” This 
doctrine came to be interpreted as meaning that private 
property, the private right to hold or use, was nonexistent 
in primitive society. It was extended also to communism in 
wives and children in some tribes; this was interpreted to 
be a vestige of a former stage of “primordial promiscuity.” 
Many ethnologists, however, launched a vigorous attack 
upon “the doctrine of primitive communism.” Some of 
the conceptions of earlier anthropologists—such as group 
marriage—were shown to be unwarranted in the light of 
later research. 
Today, with these polemics well in the past, the situa- 
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tion with regard to property rights in tribal societies may 
be summarized as follows. Tenure and use, rather than 
ownership in fee simple, were the significant concepts and 
practices. Private, or personal, possession of goods and use 
of land were recognized. But possession and right were 
qualified by the nghts and obligations of kinship: one 
had an obligation both to give and to receive within the 
body of kindred, according to specific rules. In a de facto 
sense, things belonged to the body of kindred; rights of 
possession and use were regulated by customs of kinship. 
In some cultures a borrower was not obliged to return 
an object borrowed, on the theory that if a person could 
afford to lend something, he relinquished his right to its 
possession. The mode of life in preliterate society, based 
upon kinship and functioning in accordance with the 
principles of cooperation and mutual aid, did indeed jus- 
tify the adjective communal; it was the noun communism 
that was resented—if not feared—because of its Marxist 
connotation. 
One of the most important, as well as characteristic, 

features of the economic life of preliterate societies, as 
contrasted with modern civilizations, is this: no individual 
and no class or group in tribal society was denied access 
to the resources of nature; all were free to exploit them. 
This is, of course, in sharp contrast to civil society in 
which private ownership by some, or a class, is the means 
of excluding others—slaves, serfs, a proletariat—from the 
exploitation and enjoyment of the resources of nature. It 
is this freedom of access, the freedom to exploit and to 
enjoy the resources of nature, that has given primitive 
society its characteristics of freedom and equality. And, 
being based upon kinship ties, it had fraternity as well (see 
also ECONOMIC SYSTEMS). 

Education. In the human species individuals are 
equipped with fewer instincts than is the case in many 
nonhuman species. And, as already noted, they are born 
cultureless. Therefore an infant Homo sapiens must learn 
a very great deal and acquire a vast number of conditioned 
reflexes and habit patterns in order to live effectively, not 
only in society but in a particular kind of sociocultural 
system, be it Tibetan, Eskimo, or French. This process, 
taken as a whole, is called socialization (occasionally, en- 
culturation)—the making of a social being out of one that 
was at birth wholly individualistic and egoistic. 
Education in its broadest sense may properly be regarded 

as the process by which the culture of a sociocultural sys- 
tem is impressed or imposed upon the plastic, receptive 
infant. It is this process that makes continuity of culture 
possible. Education, formal and informal, is the specific 
means of socialization. By informal education is meant 
the way a child learns to adapt his behaviour to that 
of others, to be like others, to become a member of a 
group. By formal education is meant the intentional and 
more or less systematic effort to affect the behaviour of 
others by transmitting elements of culture to them, be it 
knowledge or belief, patterns of behaviour, or ideals and 
values. These attempts may be overt or covert. The teacher 
may make his purpose apparent, even emphatic, to the 
learner. But much education is effected in an unobtrusive 
way, without teacher or learner being aware that culture 
is being transmitted. Thus, in myths and tales, certain 
characters are presented as heroes or villains; certain traits 
are extolled, others are deplored or denounced. The im- 
pressionable child acquires ideals and values, an image of 
the good or the bad. 
The growing child is immersed in the fountain of infor- 

mal education constantly; the formal education tends to 
be periodic. Many sociocultural systems distinguish rather 
sharply a series of stages in the education and development 
of full-fledged men and women. First there is infancy, 
during which perhaps the most profound and enduring 
influences of a person’s life are brought to bear. Weaning 
ushers in a new stage, that of childhood, during which 
boys and girls become distinguished from each other. 
Puberty rites transform children into men and women. 
These rites vary enormously in emphasis and content. 
Sometimes they include whipping, isolation, scarification, 
or circumcision. Very often the ritual is accompanied by 
explicit instruction in the mythology and lore of the tribe 

and in ethical codes. Such rituals as confirmation and Bar 
Mitzvah in modern Western culture belong to the cate- 
gory of puberty rites. 
With marriage come instruction and admonition, appro- 

priate to the occasion, from elder relatives and, in more 

advanced cultures, from priests. In some sociocultural 
systems men may become members of associations or 
sodalities: men’s clubs, warrior societies, secret societies of 
magic or medicine. In some cases it is said that in passing 
through initiation rites a person is “born again.” Women 
also may belong to sodalities, and in some instances they 
may become members of secret, magical societies along 
with men. 

Religion and belief. Man’s oldest philosophy is ani- 
mism, the doctrine that everything is alive and possesses 
mental faculties like those possessed by man: desire, will, 
purpose, anger, love, and the like. This philosophy results 
from man’s projection of his own self, his psyche, into 
other things and beings, inanimate and living, without 
being aware of this projection. “To the Omaha,” wrote 
anthropologist Alice Fletcher, 

nothing is without life:...He projects his own conscious- 
ness upon all things and ascribes to them experiences and 
characteristics with which he is familiar;...akin to his own 
conscious being. 

(“Wakonda,” in F.W. Hodge [ed.], Handbook 
of American Indians North of Mexico) 

“A belief in spirits is,” according to Edward Burnett 
Tylor, “the minimum definition of religion.” Some later 
students, however, made the same claim for a belief in im- 
personal, supernatural power, or mana (manitou, orenda, 
and so on). In any case, these two elements of religion 
are virtually worldwide and undoubtedly represent a very 
early stage in the development of religion. In some cul- 
tures spirits are virtually innumerable, but, in the course 
of time, the more important spirits become gods. Thus, 
there has been a tendency toward monotheism in the his- 
tory of religion. The German Roman Catholic priest and 
anthropologist Father Wilhelm Schmidt argued not only 
that some primitive peoples believe in a Supreme Being 
but that monotheism was characteristic of the earliest 
and simplest cultures. Schmidt’s thesis however, has been 
severely criticized by other ethnologists. Also, as Tylor 
pointed out many years ago, the Supreme Being of some 
very primitive peoples is an originator god, or a philosoph- 
ical explanatory device, accountable only for the existence 
and structure of the world; after his work was completed, 
he had no further significance; he was not worshiped and 
played no part in the daily lives of the people. 
In the past there was much discussion—and debate— 

about the difference between magic and religion. Both 
were deemed expressions of a belief in the supernatural. 
Some argued that religion was social (moral) whereas 
magic was antisocial (immoral). Another distinction was 
that magic was the use of supernatural power divorced 
from a spiritual being. The distinction between religion 
and magic was so beset with exceptions as to render most 
definitions of these terms logically imperfect. Another 
difficulty was the tacit assumption that different entities, 
religion and magic, exist per se, and therefore that “cor- 
rect” definitions of them must exist also (Adam called the 
animal a horse because it was a horse). Much confusion 
and debate would have been obviated if it had been recog- 
nized (as it generally is now) that there is no such thing as 
a “correct” definition—all definitions are man-made and 
arbitrary—and that the problem is not what religion or 
magic are but what beliefs, events, and experiences one 
wishes to designate with the words religion and magic 
(see also OCCULTISM: Magic; RELIGIONS, THE STUDY AND 
CLASSIFICATION OF). 
Custom and law. Sociocultural systems, like other kinds 

of systems, must have means of self-regulation and con- 
trol in order to persist and function. In human society 
these means are numerous and varied. The kinship orga- 
nization specifies reciprocal and correlative rights, duties, 
and obligations of one class of relatives to another. Codes 
of ethics govern the relationship of the individual to the 
well-being of society as a whole. Codes of etiquette reg- 
ulate class structure by requiring individuals to conform 
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to their respective classes. Custom is a general term that 
embraces all these mechanisms of regulation and control 
and even more. Custom is the name given to uniformi- 
ties in sociocultural systems. Uniformities are important 
because they make anticipation and prediction possible; 
without them, orderly conduct of social life would not be 

possible. Custom, therefore, is a means of social regulation 
and control, of effecting compliance with itself in order to 
render effective conduct of social life possible. 
As in the case of religion and magic, much effort and 

debate have been spent in attempts to achieve a clean-cut 
distinction between custom and law. There is little or no 
difficulty when one is concerned with the extremes of the 
spectrum of social control. The way that a Hopi Indian 
holds his corn-husk cigarette in his hand is a matter of 
custom rather than law, as most ethnologists would prob- 
ably agree. At the other extreme, a state edict prohibiting 
the manufacture and sale of alcoholic beverages is a law, 
not a custom. But in other situations the distinction is far 
from clear, and disagreement with regard to definitions 
arises. For example, in marriage the obligation to wed 
someone within a specified group or class (endogamy) or 
outside a group or class (exogamy) has been called both 

law and custom. Probably the most useful distinction be- 
tween custom and law is the following. If an infraction of 
a social rule or deviation from a norm is punished merely 
by expressions of social disapproval, gossip, ridicule, or 
ostracism, the rule is called custom. If, however, infrac- 
tions or violations are punished by an agency, designated 
by society and empowered to act on its behalf, then the 
rule is called a law. But even here there is difficulty. The 
same kind of offense may be punished by custom in one 
society, by law in another—as in, for example, adultery, 

incest, miscegenation, and black magic. 
It is the ethnologist, rather than the historian, who is 

disturbed by instances of ambiguity with regard to custom 
and law; in preliterate societies the distinction between the 
two is not always clear. But in civil societies—that is, states 
brought into being by the agricultural revolution and their 
more recent successors—the distinction is usually sharper 
and more apparent, though instances of sumptuary laws 
that prohibit the wearing of silk or that limit the length of 
a garment merge law and custom or reinforce the latter 
by the former. 
One need not be unduly disturbed by the difficulty of 

making sharp distinctions among sociocultural phenom- 
ena and of formulating definitions. The phenomena of 
culture, like those of the external world in general, are 

what they are, and if man-made concepts and words do 
not correspond closely with them, one may regret the 
lack of fit. But it is better to do this than to distort real 
phenomena by trying to force them into artificial concepts 
and definitions. (L.A.W.) 

Nonurban cultures 

So great are the variations in ways of life, past and present, 
that comparisons among them are difficult. Any simple 
classification of human societies and cultures can only be 
viewed as arbitrary. From a modern urban point of view, 
nevertheless, there is the obvious distinction between the 
primitive and the civilized: between simple and complex 
societies; between tiny and huge social agglomerations; 
between scattered and dense populations; and, above all, 
between prestate societies and societies that have devel- 
oped states. In general, civilization involves the rise of 
legal institutions and the acquisition of a legal monopoly 
of force by a government. Those developments made 
possible the cities and empires of classical times and the 
growth of dense populations. Thus “civilized” is nearly 
synonymous with “urban.” 
The varieties of nonurban, or primitive, societies may be 

further classified. One way is by the methods they use to 
get food. Those who hunt and gather behave quite differ- 
ently, as societies, from herdsmen and mounted predator- 
warriors, the pastoralists, who in turn live quite differ- 
ently from the various kinds of agriculturalists. These 
distinctions are not sharp, for of course there are societies 
that combine foraging with some agriculture, others, some 
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agriculture and some herding; and, in a few cases, a class 
of herders may live in the same society with a class or 
caste of agriculturalists. A continuum of societies may be 
constructed, ranging from tiny, simple bands of hunter- 
gatherers in poor environments to large, dense populations 
of irrigation agriculturalists—that is, from the entirely no- 
madic to the fully sedentary. The degree to which societies 
approach the sedentary deserves prominence in any clas- 
sification since sedentary ways are accompanied by many 
other cultural traits and institutions. 

NOMADIC SOCIETIES 

Throughout 99 percent of the time that Homo sapiens has 
been on Earth, or until about 8,000 years ago, all peoples 
were foragers of wild food. There were great differences 
among them; some specialized in hunting big game, fish- 
ing, and shellfish gathering, while others were almost com- 
pletely dependent on the gathering of wild plants. Broadly 
speaking, however, they probably shared many features of 
social and political organization, as well as of religions and 
other ideologies (in form though not in specific content). 
The hunting-gathering societies declined with the growth 
of agricultural societies, which either drove them from 
their territories or assimilated or converted them. 
The later rise of the nation-states, especially after the 

Industrial Revolution in Europe, resulted in the near ex- 
termination of hunting-gathering societies. Today, the re- 
maining ones are confined to desert, mountain, jungle, or 
Arctic wastelands. Some have been studied and described 
by anthropologists: the central and northern Australians, 
the Bushmen of the Kalahari in southern Africa, the Pyg- 
mies of the central African forests, the Pygmies of the An- 
daman Islands in the Indian Ocean, the Ona and Yahgan 
Indians of southern South America, the “Digger” Indians 
of Nevada, the Indians of the northern Canadian forests, 
and the Canadian, Alaskan, and Greenland Eskimos. 
All of these peoples inhabit areas representing almost 

every extreme in climate and environment, but they have 
one thing in common: their marginality to, or relative iso- 
lation from, modern economic systems. Their techniques 
and forms of acquiring food vary greatly. The Eskimos, for 
example, are entirely dependent on hunting and fishing; 
the African San (Bushmen), the Australian Aborigines, 
and the Nevada Indians are chiefly dependent on the 
gathering of seeds, nuts, and tubers. 
The significance of nomadism to the student of primitive 

cultures may be suggested by a comparison of the Ona 
and Yamana (Yahgan) of Tierra del Fuego. The Ona in- 
habit the interior forests and depend heavily on hunting 
guanaco (a small New World camel). The Yamana are 
canoe-using fishermen and shellfish gatherers. Yet, despite 
their utterly different ecological adaptation, the two Indian 
societies have cultures that are so similar that anthropol- 
ogists conventionally group them with the neighbouring 
Chono and Alakaluf of Chile into one “Fuegian culture 
area.” They are all nomadic, though the Ona are “foot 
Indians” and the others are “canoe Indians”; they are all 
relatively sparsely scattered over the landscape and poor 
in material culture, and they have similar social, political, 
ceremonial, and ideological customs and institutions. 
All of the nomads so far mentioned share important gen- 

eral characteristics. The first and most obvious is that their 
nomadism severely restricts the amount of their “baggage,” 
or material culture. Bows and arrows (except in Australia, 
where the unique boomerang is used instead) and perhaps 
a simple spear javelin, or in some areas throwing sticks 
or clubs, are the usual hunting and fighting weapons. In 
warmer zones shelter is a simple lean-to or small beehive 
hut of sticks, twigs, and leaves. In Arctic zones there are 
the caribou-skin tent and the famous Eskimo igloo—or, 
in more permanent or revisited places, the stone hut. 
Camps are small and impermanent. The nuclear family 

likes to camp near related families when possible. Usually 
this group forms the patrilineally extended family consist- 
ing of brothers with their own nuclear families and perhaps 
a few dependent elders. But the size of the camp depends 
on the season: in times of easily gathered plant food, large 
groups may come together for ceremonies such as puberty 
rites. At other times, the constituent families may scatter 
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widely because food and water are scarce. Patrilineally re- 
lated men and their families, scattered or not, commonly 
regard themselves as a group with rights over a particular 

territory and may be distinguished from neighbours on 
a territorial basis as well. Marriages are often arranged 
among territorial groups so that contiguous groups tend to 
be related, or at least certain members of different groups 

are related. But this is the only organizing principle that 
extends beyond the territorial band. Each band may be 
thought of as part of a larger society composed of distant 
as well as close relatives—a “tribe” in one of the original 
meanings of the word. 
The social organization looks as though it had been built 

up from within, so to speak. Family-like statuses and roles, 
alliances by marriage, and systems of “social distance” 
based on family relationships are the bones and connective 
tissues of the society. These are all ingredients of the fam- 
ily itself, however extended or metaphorically construed; 
it is as though these societies were simply the result of the 
growth of individual families. But this is only appearance; 
such societies also grow by accretion. But inasmuch as al- 
liances and the compounding of different groups normally 
are brought about by arranged marriages, the familistic 
appearance of the whole is therefore maintained. 
Almost all status positions rest upon the same criteria of 

age, sex, and kinship distance. The only achieved status 
is that of the magical curer, the shaman. Again, with the 
exception of the shaman, the only division of labour in 
these societies is on the basis of age and sex—just as in the 
individual nuclear family unit. Among adults, the hunting 
of big game is confined to men, whereas the gathering of 
vegetable foods or small animals, birds’ eggs, and so on are 

women’s tasks. This division of labour seems obviously 
related to men’s relative ability to range far from camp, 
women being too burdened with the tasks of motherhood 
to track animals wherever they may lead. But the sepa- 
ration of tasks is usually more rigid and confining than 
the physical and circumstantial differences between men 
and women dictate, since these would vary among indi- 
viduals and from society to society—and for that matter, 
from day to day. Domestic tasks are strictly defined as fe- 
male and are undertaken only by women even when they 
seem exceptionally taxing, as attest the following remarks 
by Lewis Garrard, who traveled with a Cheyenne Indian 
camp in 1846: 

After a ride of two hours, we stopped, and the chiefs, fasten- 
ing their horses, collected in circles, to smoke the pipe and 
talk, letting their squaws unpack the animals, pitch the lodges, 
build fires, arrange the robes, and when all was ready, these 
“lords of creation” dispersed to their several homes, to wait 
until their patient and enduring spouses prepared some food. 
I was provoked, nay, angry, to see the lazy, Overgrown men, 
do nothing to help their wives; and, when the young women 
pulled off their bracelets and finery, to chop wood, the cup 
of my wrath was full to overflowing, and, in a fit of honest 
indignation, I pronounced them ungallant, and indeed savage 
in the true sense of the word. 

(Wah-To-Yah and the Taos Trail; University 
of Oklahoma Press, Norman, Okla., 1966) 

Status within the family is based on age, sex, relationships 
by blood, or marriageability. Males are regarded as supe- 
rior to women in most activities; the elders are respected as 
repositories of both secular and spiritual wisdom; and peo- 
ple, such as cousins who may be of the same genealogical 
distance, are frequently divided into “marriageable” and 
“nonmarriageable” groups, with consequent differences in 
their interpersonal behaviour. But in all other respects 
hunting-gathering societies are profoundly egalitarian, es- 
pecially in intergroup relations. 
Outside the family there is no system of coercive author- 

ity. Some persons may, by their wisdom, physical ability, 
and so on, rise to positions of leadership in some particu- 
lar endeavour, such as a raiding party or a hunt. But these 
are temporary and variable positions, not posts or offices 
within a hierarchical structure. Social order is maintained 
by emphasizing correctness in conduct—etiquette—and 
ritual and ceremony. Ceremonies bring together the scat- 
tered members of the society to celebrate birth, puberty, 
marriage, and death. Such ceremonies have the effect of 
minimizing social dangers (or the perception of them) and 

also of adjusting persons to each other under controlled 
emotional conditions. (It may very well be true that “the 
family that prays together, stays together.”) 
The passage rites at birth, marriage, and death are uni- 

versal in human society, though puberty celebrations are 
less common in the modern world, except for such sur- 
vivals as the Jewish Bar Mitzvah. In most hunting-gather- 
ing societies, however, male puberty rituals take up more 
social time and engage more people than do the other 
three ritual occasions. They may last as long as a month, 
food supplies permitting. Almost universally, puberty rites 
include a period of instruction in adult responsibilities, 
rituals dramatizing the removal of boys from the mothers’ 
care and signalizing the changed social relations between 
boys and girls of the same generation, and physical ordeals, 
including scarification or some other mark that will per- 
manently demonstrate the successful passage to manhood. 
The mounted buffalo hunters of the North American 

Great Plains, common in popular literature and cowboy 
movies, constituted a type of nomadic hunting society. But 
they represented a brief and very special development: an 
interaction and amalgamation of elements of Indian cul- 
ture with Spanish horses and the training of them, as well 
as with metal and guns. The Indians, once mounted, could 
follow, surround, and kill tremendous numbers of buffalo, 
where previously the Indians had found the buffalo herds 
nearly impregnable. So productive was mounted buffalo 
hunting that tribes of diverse languages and customs were 
quickly drawn into the Great Plains from all directions. A 
distinctive, picturesque culture arose among them, reach- 
ing its peak about 1800. But from 1850 through the 1870s 
the tide of white settlers virtually wiped out the buffalo. 
By that time most of the Indians had been defeated in 
battle and confined to reservations. 
Equestrian Indians can be regarded as a special form of 

nomadic hunters rather than as a form of pastoralists. Pas- 
toral culture is dominated by the requirements of domes- 
ticated livestock and by the relation of herds to pasture. 
The Plains Indians’ nomadism, however, was determined 
by the habits of the wild buffalo herds. The natural cycle 
of the buffalo was to concentrate in huge herds in summer 
and disperse into smaller groups in«winter and spring. 
The Indians accordingly traveled in small camps of a few 
related families in winter and formed huge encampments 
in summer and fall for tribal ceremonies and organized 
cooperative hunts. The summer camps sometimes num- 
bered several thousand people. 
The continual intrusion of new groups into the Plains— 

first Indians, then whites—and the introduction of new 
weapons constantly altered the balance of power and kept 
the region in a state of belligerent turmoil. Equestrian 
bow-and-arrow Indians were superior militarily to those 
on foot; Indians with guns, of course, were superior to 
bow-and-arrow Indians; but Indians with both guns and 
horses—as happened in the Central Plains first—were 
vastly superior to the others. But the supply of horses and 
guns and especially ammunition continued to fluctuate 
wildly as access to sources varied greatly from place to 
place and time to time. 
Nomadism places limitations on property and material 

technology, and the Plains Indians consequently manufac- 
tured no pottery, cloth, or basketry, although leatherwork 
and beadwork were highly developed. On the other hand, 
being equestrian, they could carry far more goods than 
nomadic hunters on foot. Perhaps the most notable thing 
they carried was the large conical tent (tepee) of decorated 
buffalo hide. 
Sociopolitical organization was informal, probably be- 

cause of the fluidity of the population. On the other 
hand, some tribal cohesion and systems of alliance were 
required because of the constant raiding. Consequently, a 
large number of pan-tribal associations arose, especially 
military societies and male age-graded societies. 
Religion among the Plains Indians reflected the varying 

sources of the original religions of the pre-horse tribes. 
Some elements, however, became widespread in the Plains. 
The folk hero of a great many myths was the trickster Old 
Man Coyote. There was a widespread concept of Manitou, 
the pervasive spirit. Most notable was the nearly universal 
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importance attached to the Sun—but without the notion 
of the Sun as a supreme deity. Ordeals and self-torture 
and mass ritual self-torture were common Plains religious 
practices. The Indian tortured himself and fasted in or- 
der to suffer hallucinations that would reveal a personal 
guardian spirit for his protection in the hunt and in battle. 
As in other nomadic hunting-gathering societies, princi- 

pal ceremonies were related to the life cycle, with special 
prominence given to male puberty rites to instill bravery, 
endurance, and hunting and raiding skills. 

SETTLED HUNTING AND GATHERING SOCIETIES 

Outstanding examples of the settled hunters and gatherers 
were the peoples of the North Pacific Coast of North 
America, roughly from Oregon to southern Alaska. The 
resources of the sea and inlets and rivers were of astonish- 
ing variety, and some, like the salmon during their runs, 
were so easy to catch that the word “harvesting” seems 
more appropriate than “fishing” for this activity. In central 
and northern California there were numerous sedentary 
Indian groups, such as the Pomo, Wintun, and Yurok. 
Their basic food was the acorn, which was ground and 
stored as flour. Many of the streams had salmon, and the 
Indians also gathered roots and berries and hunted wild 
fowl and deer. Other sedentary hunter-gatherer societies 
are rare and scattered. The most prominent of these are in 

southwestern New Guinea, as represented by the Asmat. 
These groups rely on the sago palm, whose starchy pith is 
easily reduced to flour. Fish, wild birds, and semidomesti- 
cated pigs supplement the basic sago. 
The basic foods of these sedentary peoples had two com- 

mon characteristics: they were reliable and they could be 
stored, much as can the products of agriculture. Salmon 
were smoke-dried and stored in wooden boxes by the 
Northwest Coast Indians, and acorn flour obviously could 
be stored just as can grain flour. Sago flour can also be 
stored, but it has no season; a palm can be cut at any time 
the food is required. So abundant and reliable are these 
resources that such peoples are said to practice a “natural 
agriculture.” 
Sedentary life makes possible many improvements in 

material culture. Houses become larger and more elab- 
orate and are improved over time. The Asmat of New 
Guinea and the Northwest Coast Indians make huge 
houses of planks and are among the best wood-carvers of 
the primitive world. 
Permanent villages and a consistent abundance of food 

make possible high population densities. The California 
tribes are estimated to have reached 11 or 12 persons per 
square mile, as did those of the Northwest Coast. The 
Asmat of New Guinea have villages ranging up to 2,000 
people, which is from 10 to 20 times the size of the 
average hunting-gathering settlement. Usually such large 
villages remain politically independent. Intermarriages oc- 
cur, of course, and some local cohesion is achieved by 
secret societies and other clublike associations. But such 
integration is only incidental. 
The Northwest Coast Indians elaborated a hierarchical 

form of organization, or chiefdom. They were the only 
hunter-gatherers to have done so. Chiefs or nobles occu- 
pied positions of high status that were inherited in a single 
descent line by primogeniture. Secondary lines of descent, 
collateral to the above, were of lesser status. Finally, there 
were the commoners. 
Along with chiefly status went the socioeconomic institu- 

tion of redistribution. Surplus products of family produc- 
tion were passed on to the chief, who in turn gave a large 
feast (or “potlatch”), during which he distributed gifts to 
those who needed them. This process of redistribution 
had the economic function of encouraging specialization 
and division of labour. The potlatch in late times on the 
Northwest Coast became famous for its competitiveness. 
A chief of a lineage or longhouse, for example, would 
amass as much food and material goods as he could in 
order to lay on a feast and give presents lavishly in hopes 
that the guest lineage would be unable to reciprocate on 
the same scale. One lineage, house, or perhaps village thus 
might “defeat” the others. 
The Northwest Coast Indian type of chiefdom is primar- 

Culture 

ily social and economic. It can be called political only to 
the extent that a certain amount of personal authority for 
decision making may reside in a high social status. This 
authority can serve a purpose, however. The egalitarian 

nature of hunting-gathering bands tends toward anarchy, 
which becomes perilous in populous societies. Quarrels 
can turn into feuds for lack of a higher authority to settle 
them. 

HORTICULTURAL SOCIETIES 

Primitive agriculture is called horticulture by anthropolo- 
gists rather than farming because it is carried on like sim- 
ple gardening, supplementary to hunting and gathering. It 
differs from farming also in its relatively more primitive 
technology. It is typically practiced in forests, where the 
loose soil is easily broken up with a simple stick, rather 
than on grassy plains with heavy sod. Nor do horticultural- 
ists use fertilizer intensively or crop rotation, terracing, or 

irrigation. Horticulture is therefore much less productive 
than agriculture. The villages are small—some no larger 
than many hunting-gathering settlements—and the overall 
population density is low compared with farming regions. 
Forest horticulturists use fallowing techniques variously 

called “slash-and-burn,” “shifting cultivation,” and “swid- 

den cultivation” (a northern English term now widely used 
by anthropologists). After about two years of cropping a 
plot is left fallow for some years and allowed to revert to 
secondary forest or bush. Before resuming cultivation the 
bush may be cut, left to dry, and then burned. The ashes 
bestow some fertilization, but the foremost benefit of this 
procedure is that the plot will be relatively weed free at 
first. 
Since the fallowing periods of the plots are much longer 

than the planted periods, the swidden horticulturalists 
must gradually encroach on more distant land. Some- 
times this results in semisedentary villages when the newly 
arable plots finally are so distant that a few horticultur- 
alists must start to build huts near the newer fields, to 
be joined later by others. Such a land-hungry system, in 
a region of competing populations, greatly increases the 
chances of conflict. Population dispersal thus becomes a 
grave threat in horticultural regions. Land for expansion 
inevitably must be found at the expense of neighbours 
or by shortening the fallowing periods—which eventually 
results in lower production. 
Many forest tribes—typical are the horticulturalists of the 

South American tropical forest—constantly maintain a 
military posture. Large-scale warfare is not usual (because 
of the lack of political leadership) but raids, cannibalism, 
torturing of captives, and other forms of belligerence are. 
Horticulturalists have more material goods than most 

hunter-gatherers, though not more than such societies as 
the Indians of the Northwest Coast. This suggests that the 
accumulation of domestic goods is related not so much to 
the higher productivity of the horticulturalists as to their 
greater stability of settlement. 
The most highly developed of aboriginal slash-and-burn 

horticulturalists were undoubtedly the Maya of Guatemala 
and Yucatan, who had a chiefdom or primitive state. But 
this was most exceptional, for almost all other primitive 
horticulturalists did not go beyond simple tribes with 
egalitarian and nearly autonomous communities. Any re- 
gional confederation was likely to be only on the basis of 
intermarriage and clanship. Sometimes an ephemeral sort 
of near-chiefdom arises, founded on the capabilities of a 
charismatic leader. In Melanesia, where a well-established 
form of personal politics thrives, the leader is called Big 
Man or Centre Man. 
The Big Man in Melanesia is big because he has a fol- 

lowing. He begins with his own family and near relatives 
and friends, who provide goods that he, on behalf of his 
group, gives away to other groups at a feast on some 
ceremonial occasion. He and his faction are feasted recip- 
rocally by others at other times. His ability to redistribute 
on an increasingly lavish scale to larger groups expands 
his following. He thus amasses what the anthropologist 
Bronistaw Malinowski, in reporting on the Trobriand Is- 
landers, called a “fund of power.” With the public esteem 
gained in this economic contest, the Big Man is sought 
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out for giving advice, adjudicating quarrels, planning cer- 
emonies, and admonishing and conciliating. But this is 
influence, not the true authority that inheres in a status 
or office in an established hierarchy. A really big Big Man 
may succeed in integrating a region of several villages, 
but when he loses to a rival or dies, the unity of the re- 
gion dissolves until some other unusually influential man 
unites it again. 

In many respects the religion of horticultural peoples 
resembles that of hunting-gathering peoples. Shamans, 
life-crisis ceremonies—especially puberty rites—totemism 
(ceremonies for plant or animal species believed to be an- 
cestral to particular human groups like clans or lineages), 
and the worship of animistic spirits are common in the re- 
ligion of many kinds of primitive societies. The egalitarian 
society does not usually practice ancestor worship as does 
the hierarchical society. Among horticultural peoples with 
chiefdoms, the chief’s ancestors, in time, become gods. 
The most remote ancestors, the founders of the chiefly 
lineage, are the most important gods; more recent ances- 
tors and those of related but collateral lines have a lesser 
status. The result is a hierarchy of gods resembling the 
political hierarchy on Earth. Furthermore, the chiefdoms 
tend to be theocracies, with the hierarchy of priests closely 
and functionally related to the political hierarchy. 

HERDING SOCIETIES 

Herding societies are in many respects the direct opposite 
of forest horticulturalists. They are usually the most no- 
madic of primitive societies, they occupy arid grasslands 
rather than rain forests, they have a nearly total commit- 
ment to their animals, and their sociopolitical system is 
nearly always that of a true hierarchical chiefdom rather 
than of egalitarian villages and tribal segments. 
A society largely committed to herding has military ad- 

vantages that a settled agricultural society does not have. If 
military power is important to survival, it will increase the 
commitment to the herding specialization, mainly because 
of the advantage conferred by mobility. This increased 
commitment, however, will result in the gradual loss of 
certain previously acquired material developments such as 
weaving, metalworking, pottery, substantial housing and 
furniture, and, of course, variety in the diet. Wealth is a 
burden in such societies. Successful nomadic pastoralists 
normally have some kind of symbiotic relationship to a 
settled society in order to acquire goods they cannot pro- 
duce themselves. The symbiosis may be through peaceful 
trade. But often the military advantage of the pastoralists 
has led to raiding rather than exchange. 
The best known and purest pastoral nomads are found 

in the enormous arid belt from Morocco to Manchuria, 
passing through North Africa, Arabia, Iran, Turkistan, Ti- 
bet, and Mongolia. They include peoples as diverse as the 
Arabized North Africans and the Mongol hordes, Other 
less specialized and successful pastoralists include the 
Siberian reindeer herders, cattle herders of the grasslands 
of north-central Africa, and the Khoikhoin and Herero of 
southern Africa. 
Classic, full pastoralism with its powerful equestrian war- 

riors seems to have developed around 1500 to 1000 Bc 
in inner Asia. This relatively late full-scale pastoralist spe- 
cialization may have resulted from population pressure. 
Horticulture mixed with domestication of animals seems 
to have predominated until even the least cultivable zones 
were filled. When warfare became endemic in such zones, 
many groups were forced to become fully nomadic in the 
arid grasslands. They might have been the losers, pushed 
out of their homelands, only to discover later the military 
power that accrued to the pastoral way of life. Thus, the 
victims became victors. 
The full pastoralism of inner Asia requires the care of 

animals—including varying combinations of horses, cat- 
tle, camels, sheep, and goats—kept in ecological balance 
with grazing conditions over an enormous area. In some 
regions, however, the people may depend on a single 
animal species. In Arabia it is the camel (although most 
tribes in Arabia or North Africa also keep horses), and in 
east-central Africa some peoples specialize exclusively in 
cattle. Among these there is sometimes found a complete 

symbiosis between a tribe of herders and an adjacent tribe 
of horticulturalists to the point that they resemble a single 
society composed of two specialized castes, the herders 
occupying the superior position. 
There are many part-time herding societies and many 

that have merely borrowed herding techniques. The rein- 
deer breeders of the Siberian tundra have learned to apply 
to reindeer some of the methods of the horsemen far- 
ther south, but hunting remains their main subsistential 
activity. In the Argentine pampas, Indians learned to do- 
mesticate and ride the Spanish horse, which they used to 

hunt the rhea bird and the wild herds of Spanish cattle. 
The Navajo and other Indians of the American South- 
west have exploited the sheep brought in originally by 
Spaniards, but mostly as a source of wool for blanket and 
rug weaving. Llamas and alpacas were domesticated in 
the South American Andes, but no independent pastoral 
society ever emerged there. 
Fully committed pastoralists manifest a considerable de- 

gree of cultural uniformity. In economics, social organiza- 
tion, political order, and even in religion, their livelihood 
with its functional requirements has ironed out what must 
have been considerable cultural differentiation among such 
disparate peoples as Mongols, Arabs, and African Negroes. 
The wanderings imposed on pastoralists by the necessi- 

ties of forage and water tend to be cyclical and to follow 
long-established routes. The cycles are usually seasonal: 
to the lowlands in winter, to highlands in summer in 
temperate zones, to more arid areas in the wet season, to 
more watered regions in the dry season, and so on. Fre- 
quently the seasonal moves are accompanied by cultural 
and organizational changes. For example, a large group 
may draw together to pass through hostile territory and 
disperse later when in their own land; frequently the lush 
(normally wet) season brings the pastoralists together for 
ceremonies, trade, and fun, while the dry season requires 
dispersion and arduous work (as in digging deep wells to 
water the animals). Anthropologists call such established 
cyclical movements “transhumance orbits.” 
Since pastoralists live in so many different environments 

and since even the same society varies from season to 
season and in response to wider spaced drought cycles, it 
is reasonable to expect great variations in population den- 
sity. These factors, of course, affect political organization. 
Nomadic pastoralism lends itself to wide fluctuations in 
the size of political units, political cohesion, and degree of 
centralization. 
The elementary unit of organization is the patrilineally 

extended family, frequently an elder patriarch and his sons 
and their families. In addition, if some degree of primogen- 
iture (i.e., the eldest son inheriting most of the decision- 
making power for the group) prevails, and if it is extended 
to include other groups in terms of putative birth order 
and patrilineal descent, the basis of the pastoral social 
organization is established. This social structure has been 
called the “conical clan” (for its hierarchical shape). It is a 
characteristic social organization of chiefdoms everywhere. 
Its capacity for waxing and waning, fusion and fission, has 
obvious advantages, especially when a brief makeshift po- 
litical ordering of a very large horde is militarily necessary. 
But the large organizations cannot maintain themselves 
for very long, since they easily split into their parts. 
It has been noted that herders are likely to raid settled 

villages. But herders frequently raid each other as well. 
Livestock is wealth and can be exchanged for other forms 
of wealth—including wives. Stock raiding, like most forms 
of aggression, has two facets: one seems to be to replenish 
one’s wealth at a stranger’s expense; the other is to warn 
strangers against encroachment. But a raid frequently leads 
to retaliation and then to counterretaliation, until such 
raiding societies gradually become hereditary enemies. 
The militarism of herding societies has played a major 

role in history. As wealthy agricultural civilizations devel- 
oped in the Fertile Crescent of the ancient Middle East, 
in the Indus River Valley, and at the middle bend of the 
Huang Ho in China, they became easy prey for nomads. 
Indeed, it is likely that urbanization was stimulated for de- 
fensive reasons because of the dangers posed by nomads. 
These dangers may also have stimulated the formation of 
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legal and governmental institutions in sedentary societies 
threatened by the pastoral raiders. 
To the extent that pastoral nomadic societies achieve 

wealth and success in herding and in war, they tend to 
solidify and extend their chiefdom structure. They also 
add to their religious organization a hierarchical princi- 
ple together with the content known as ancestor worship. 
Much of the mythology by which a primitive people ex- 
plains itself and its customs comes in this way to have an 
ingredient familiar to readers of the Old Testament—the 
lengthy story of who begat whom and in what order. 
Increased dependence on herds, particularly dependence 

on one particular species, such as cattle, horses, or camels, 
is reflected in much of the ideological and ritual content 
of religion. Sometimes the significance of herding leads 
not only to the glorification of herds and herding but even 
to a religious taboo against planting. Some Mongols, so 
quintessentially pastoral, believe that plowing and planting 
defile the earth spirit. Among the Nuer, as among other 
African cattle herders, horticulture may be practiced in 
time of need, but it is considered degrading toil whereas 
herding is a very prideful occupation. The ethnologist of 
the Nuer, E.E. Evans-Pritchard, wrote: 

They are always talking about their beasts. I used sometimes 
to despair that I never discussed anything with the young 
men but livestock and girls, and even the subject of girls led 
inevitably to that of cattle. 

(From E.E. Evans-Pritchard, The Nuer; 
Oxford University Press, London, 1940) 

(E.R.Se.) 

PEASANT SOCIETIES 

The one remaining category of nonurban society is that 
of the peasantry. Peasants are not nomadic but sedentary 
(thus distinguishable from both hunting-gathering societies 
and pastoralists); they are not horticultural tribal societies 
but more intensively and fully agricultural; and neither 
are they urban, like populations who lived in the centres 
of the classic civilizations. 
Although writers on peasantry have not agreed on a 

precise definition, accounts of peasant cultures are likely 
to include these characteristics: peasant communities tend 
to be small, tradition bound, and resistant to change. 
Moreover, and perhaps most significantly, peasant soci- 
eties are “part-societies” or “part-cultures” in relation to 
some larger civilization, colony, urban centre, state, or 

elite class. In this relationship the peasant occupies the in- 
ferior position because rural isolation tends to make him 
ignorant and no match for the sophisticated urbanite, and 
poverty keeps him dependent generation after generation. 
It is not simply that the peasant is somehow “exploited” 
(a difficult point to determine in most cases) but that his 
village is normally small, poor, ignorant, and backward 
compared with the urban centre. Horticultural tribes, by 
contrast, though living in even smaller villages and greater 
poverty and ignorance, possess in some sense a complete 
culture. What seems universal is the peasant’s low status, 
with its concomitant ascription of poverty and ignorance, 
in contrast to other parts of the same culture. 
Historical and geographic survey. Peasantries emerged 

with the urban revolution by about 4000 sc in 
Mesopotamia and about 1000 Bc in Middle America. 
Some agricultural villages by then had begun to become 
cities, thereby initiating the process that gradually led to 
the formation of the empires of classical civilization. 
One major significance of the classical empire was that it 

could protect and thus politically incorporate, at least in 
some areas, scattered villages of simple cultivators. These 
outlying agricultural villages could not have survived with- 
out internal pacification (in the law-and-order sense) and 
without some kind of frontier militia. In exchange for 
such protection the rulers of the urban centre exacted 
heavy tribute from the peasantry. They soon realized that 
the price of the protection they extended to the peasants 
could easily be increased to the point of virtual expropri- 
ation. As a result, the peasants were reduced to the barest 
subsistence level. The urban rulers, by contrast, steadily 
advanced toward a literate culture, thereby widening the 
gulf between the city elite and peasantry. 

Culture 

In the course of time the preindustrial urban centre, with 
its statelike protection and intervention in the lives of 
peasants, made it possible to extend agricultural domains, 
usually as peasant holdings, into pastoral or other “wild” 
territory. An enormous part of the world’s population 
became peasants as primitive peoples and nomads were 
dominated and displaced or transformed. 

In the 20th century, with the rise of modern science and 
industry, peasants are being rapidly displaced in all of the 
so-called developing or modernizing parts of the world. 
To understand what peasants are, it is helpful to contrast 
them with what they are not—farmers in an industrialized 
world. The modern farmer, operating on a cost-account- 
ing basis, has little in common with the peasant family or 
villager, to whom the tilling of the soil is a traditional way 
of life rather than a large-scale enterprise. 
Peasants could not simply turn into farmers primarily 

because they lacked the capital. In some parts of the indus- 
trialized world, such as Great Britain, central France, and 
the Low Countries, peasant villages managed to survive 
by maintaining a low standard of living and long working 
hours and often by developing some special handicraft for 
sale as folk art. More often, however, peasants became 

hired workers in the fields, or they migrated to the cities 
or overseas to the Americas. 
Although there are no peasants in the United States 

and Canada, except for a few widely scattered villages of 
French Canadians, Appalachian mountaineers, Southern 
sharecroppers, and perhaps Pueblo and Navajo Indians, 
peasantries are still extant in large numbers in Europe, 
the Middle East, West Africa, southern and eastern Asia, 
and Latin America. Peasant cultures in these disparate 
regions vary considerably, depending on both ecological 
and historical factors. (E.R.Se./Ed.) 

Types of peasant societies. The community of self-serv- 
ing households. Though peasants are usually thought of 
as living in small, close-knit communities huddled against 
outside danger, they sometimes are so well-protected in 
mountainous or insular isolation that they feel secure 
enough to live more independently. In such circumstances, 
they dwell in scattered households in close proximity to the 
land they cultivate. They require a market centre of some 
sort where they may exchange goods and services. The 
Irish countryman, the isolated fermier of the French Massif 
Central, the Scottish crofter, the Paraguayan campesino, 
and the Brazilian caboclo are examples of such indepen- 
dent peasants. Occasionally the same people will be found 
living in close communities and also in scattered, more 
self-sufficient households. In the state of Michoacan in 
Mexico, for example, some of the tightest and closest knit 
communities to be found anywhere on Earth ring Lake 
Patzcuaro, in immediate proximity to the large modern 
market town and tourist centre of Patzcuaro. These are 
the fishing-, agricultural-, and handicraft-specialist villages 
of the Tarascan Indians. But many more thousands of 
Tarascans also live scattered in the adjacent mountains, 
making only infrequent visits to the market centres. 
The village with internal specialization and exchange. 

In certain times and places peasant villages have been 
able to develop considerable self-sufficiency by creating 
part-time specialists and even full-time professional oc- 
cupations. Such a development, however, presupposes an 
intensive agriculture in support of a fairly large population 
in order that the specialists may be kept fully occupied. 
The best examples of this kind of village are found in In- 
dia, in the European medieval manor, and in some Latin- 
American haciendas. 
The most distinctive, as well as the most clear-cut, spe- 

cialization occurs in Hindu India, where a typical village 
may contain as many as 2,500 people. The professional 
specialties are pottery manufacturing, stone working, bar- 
bering, trading, weaving, laundering, and herding. All of 
these occupations are carried on by separate castes, to 
which should be added the “twice-born” caste, the Brah- 
man, or wise-man priest, though this is more of a status 
than an occupation. 
The specialized services of the various castes often are 

rendered without any immediate payment or return ser- 
vice. The occupational castes all have an obligation to 
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provide their services. The full-time peasant agricultural- 
ist, for example, expects a new plow or hoe from the 

carpenter, a pot from the potter, haircuts from the barber, 
and so on. After the semiannual harvest the peasant dis- 
tributes appropriate shares of produce to those who have 

served him. 
The caste system of occupations largely determines the 

status of individuals, but there are ways to attain higher 
status by acquiring wealth or political office. A wealthy 
landowner of low caste will continue to observe all the 
traditional attitudes of deference to those of higher caste; 
yet his opinion may be important and his power consid- 
erable in other than direct interpersonal dealings. And, of 
course, high and low status may be earned within a given 
caste depending on individual skill and personality. 
Land ownership and tenure patterns are variable and 

complex. There are owners of large holdings who hire 
labour by wage or by shares. The majority are family- 
owners and workers of small plots, but large numbers of 

agricultural workers are landless, working only for others. 
Many families own some land and at the same time work 
other plots by shares or for wages. The usual peasant hold- 
ing is worked jointly by a father and his sons. When the 
father dies, the land, stock, and implements are distributed 

equally among the sons. This practice is the major cause 
of the small size of the individual peasant holdings. 
Many Indian peasant villages are exogamous (marrying 

outside), which results in ties among several villages as a 
consequence of giving and receiving wives. In such cases, 
every person participates in a social network outside his 
village to a greater extent than he associates with persons 
of other castes within his own village. These regional re- 
lationships are the means by which a common culture is 
diffused over a wide area. Hindu peasant villages are less 
alike the farther they are from each other, yet vast areas 
of rural India are remarkably homogeneous in culture. 
The European feudal estate also tended toward economic 

self-sufficiency in its local specialized occupations but was 
unlike the Hindu peasant village in several respects. For 
one thing, there were no castes. The aristocrats considered 

both their own and the peasant class to be permanent, 
God-given arrangements of hereditary status. Thus, to the 
extent that membership was in fact static, these classes 
were like Hindu castes (which have frequently been de- 
fined as “frozen classes”). But the other occupational 
classes of medieval times were not so castelike, although 
a tendency existed for son to succeed father. The occu- 
pational guilds resembled, to a certain extent, the wide 
geographic relationships of the Hindu castes. At the time 
of greatest stability in the European system, the social and 
political differences from Hindu practice were perhaps 
largely those of degree. 

Other differences were enormous. Whereas India is over- 
crowded, medieval Europe, between the 11th and 15th 

centuries, was almost a wasteland by comparison. In fact, 
the existence of vast tracts of forest lands gave urgency to 
the problem of law and order; large groups of outlaws and 
predators could easily hide out. The essentials of the feudal 
system were master-client relationships: between kings and 
nobility and between the nobility. The superior individual 
gave protection to his clients, who in turn provided crops 
or services (especially labour and military duty). 
The institution most typical of medieval society was the 

local seigneury, which may be defined as an estate com- 
prising a group of people subjected to a single master. The 
land in such a system was of two kinds. One was the large 
home-farm, cultivated under the immediate direction of 
the seigneur or his supervisors. The other part of the 
seigneury consisted of various small-to-middle-sized hold- 
ings whose tenants occupied and cultivated them freely 
under the seigneur’s protection in return for helping him 
in the cultivation of his demesne. 
There were essentially three kinds of labourers: (1) the 

tenure holders, who owed regular services to the demesne; 
(2) wage labourers, normally paid in kind, unless they were 
imported labour to help out at specific occasions such as 
the grape harvest; and (3) workers housed and provisioned 
by the demesne. These workers are called prebendal in En- 

. glish (French provendiers) because they were provisioned 

and housed at the master’s expense. The only difference 
between a prebendal worker and a slave was the freedom 

of the prebendal worker to leave if he was dissatisfied. 
The tenure holder, or peasant, owed the seigneur two 

basic obligations, rent and services. Rents were highly 
variable, but services were usually still the greater burden. 
The basic services were agricultural labour on the demesne 
land, military duty, and craftwork. Agricultural labour, for 
example, might be calculated as three man-days a week 
per tenure holding. Since a family on a holding might be 
quite large, the three days could be divided among several 
men. Military duty would be highly variable because it 
would be a simple response to emergency—ordinarily an 
“all hands” response. 
Craftwork was divided among peasants who had some 

skill passed on from father to son, especially metalwork- 
ing. Spinning and weaving, wine making, carpentry, and 
sometimes milling and baking were duties divided among 
certain, but not all, peasant families. Probably most crafts- 
men worked at these tasks only part of the time in addition 
to the basic form of work. 
The crafted products did not pass from peasant to peas- 

ant or between different specialists but were usually paid 
to the seigneur who reassigned them to others. This kind 
of indirect passage of goods from producer to centre and 
thence to ultimate consumer is the essence of the re- 
distributional system described earlier as characteristic of 
chiefdoms. It is a way by which a holder of power can 
muster goods and serve his people at the same time. In 
political as well as economic structure, the resemblance of 
the seigneury to a primitive chiefdom is remarkable. 
The seigneur was thus not simply a landowner or an 

exploiter of labour. He was a leader of men whose po- 
litical-military status was highly direct and personal. He 
had command over his tenants, and the system would 
not have worked unless his subjects generally believed in 
and accepted him. His protective function gave rise to 
the seignorial court, which was the recognized place for a 
hearing of pleas and complaints. All in all, the seigneur 
served his people in many necessary ways, and they served 
him in others. 
Naturally, the asymmetrical power relationship between 

seigneur and peasant sometimes resulted in attempts by 
seigneurs to multiply the services or benefits due them. On 
the other hand, the peasants, if numerous enough, often 
found ways to resist. But the power of the seigneurs pre- 
sumably lay originally in their ability to allow or prevent 
the occupation by peasants of land under their military 
power. Similarly, peasants at certain early and insecure 
epochs might want the security of hereditary tenure; at 
other more secure and prosperous times, they might want 
freedom to leave. 

By the 12th and 13th centuries in France every tenant 
was either free or a serf. The norm among free tenants 
was to be bound to the seigneur only because of their 
occupation of the land. If the tenant left, all obligations 
both ways were broken. On the other hand, the serf was 
not free to leave the land. Otherwise mutual dues and 
obligations were the same. 

Another form of agricultural self-sufficiency is exempli- 
fied by the hacienda. In the early colonial period of Latin 
America the hacienda combined the Iberian and Ameri- 
can Indian systems of land use. Pre-Columbian Indians in 
large areas of Latin America (from Chile north through 
the Andes and in Middle America) were densely settled on 
communal village holdings under the suzerainty of absen- 
tee aristocratic Indians. Other areas of Latin America were 
inhabited by more primitive tribes of slash-and-burn horti- 
culturalists and nomadic hunter-gatherers. During colonial 
times in the areas of densely settled Indian population, 
the leading Spaniards were granted political control over 
designated villages. They were allowed to tax the Indian 
families and in return were supposed to protect them and 
educate them in the Roman Catholic faith. Sometimes 
Spaniards were rewarded by the crown with enormous 
tracts of land, latifundios, usually in areas of lesser pop- 
ulation where large-scale herding would be the primary 
economic resource. Indian labour was also exploited in 
gold and silver mining and in workshops (obrajes). 
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The economy based on the exploitation of unskilled 
Indian labour was eventually disrupted by disease. Indi- 
ans had no immunity to several commonplace European 

afflictions such as smallpox, typhoid fever, measles, and 

malaria. Numerous disastrous epidemics occurred, and by 
about 1600 both Spain and its richest New World posses- 
sions were in rapid economic decline. 
Meanwhile, a new form of rural estate came into being 

as the economy of town and city, workshops, mines, and 

commerce was depressed. A large, privately owned estate 
could withstand monetary and commercial crises by be- 
coming increasingly self-sufficient. The estate was manned 
by impoverished Indian workers who needed security and 
protection. The workers were usually paid in kind, enough 
for bare subsistence and given credit (against the promise 
of future labour) for the purchase of other necessities. This 
debt peonage was the foundation of a permanent labour 
supply, resembling the serfdom of medieval Europe. 
The hacienda had a permanent group of peons settled on 

its lands, allowed to farm small plots for themselves. There 
were also house servants, some of whom might reside in 
the master’s home. Other Indians might be residents of 
neighbouring villages but dependent on the hacienda for 
protection and often for grazing rights on fallowed range- 
land claimed by the hacienda. A hacienda with numerous 
dependent villages on its periphery could muster a large 
labour force when needed and not employ it when not 
needed. The permanent debt peons, however, were more 
closely bound up in the everyday life of the hacienda. Like 
the European serf, the peon in difficult times probably 
welcomed the security of such an arrangement. 
The hacienda probably was never completely self-suffi- 

cient, but it could take care of its own people in many 
ways. Large haciendas, some with thousands of peons, 
could afford numerous specialists, such as metalworkers 
and leatherworkers, weavers, bakers, masons, carpenters, 
and sometimes even a resident priest. There might also 
be a jail and a whipping post. And just as in European 
seignorial law, the master adjudicated disputes and meted 
out punishment. The economy of the specialized crafts 
resembled the European redistributional system insofar as 
the planning, commissioning, and delivery of all benefits 
were centralized under the hacienda master and his agents. 
Although debt bondage no longer exists in Latin Amer- 

ica, the tenant worker on the remaining large haciendas in 
some of the Andean areas seems as closely bound to the 
soil as peasants ever were. The Chilean tenant is legally 
free to move as he pleases, but he cannot, in fact, usually 
do so. He works his ancestral land, which he understands 
belongs to the hacienda, whose owner he has been con- 
ditioned all his life to regard as his master and protector. 
Were the worker and his family to leave, the other hacien- 
das would not accept him. And since there is no vacant 
fertile land he could not become a squatter. Most peasants 
fear the city, which is already filled with the unemployed 
younger sons of peasants. 
In Mexico, it was not until well into the 20th century 

that the hacienda system began to yield to modernism and 
more liberal laws, and the hacienda became increasingly 
commercialized. But earlier the peasant could not im- 
prove his position, legally or economically. By the end of 
the regime of Porfirio Diaz in 1911, the concentration of 
ownership of land in the hands of a few hacendados was 
greater than in any other Latin-American country. But the 
payment for agricultural labour had not risen appreciably 
since 1792. Over the same period the price of maize had 
increased 179 percent and that of beans 565 percent. 
The closed regional market system. A kind of regional 

self-sufficiency may be seen among peasants in the Middle 
American highlands and the Andes, in parts of Indonesia, 
and in West Africa. These are nearly self-sufficient regions 
embracing peasant hamlets and villages that trade with 
each other, usually on a periodic market day or fair. These 
villages are typically cohesive and tend to be self-governing 
through ritual and religion. The relations of peasants with 
the outside world are usually mediated by the community 
(or its officials), except in the peasant market, where fre- 
quently some kind of middleman or representative of a 
store sells items not produced in the region itself. 

Culture 

The highland Indian communities, especially in Mexico 
and Guatemala, are quintessentially of this type. The in- 
habitants of the region are Indians (although there is a 
heavy overlap of Old Spanish custom, dress, and a folkish 
variant of Spanish Roman Catholicism). They all speak 
the same Indian regional dialect. They occupy such a 
distinctly inferior and helpless position in relation to the 
outer society that intermediaries of some sort are needed, 
and as a consequence of the felt inferiority they act toward 
outsiders in an extremely withdrawn manner. This with- 
drawal trait of the Indian peasantry has been appropriately 
labeled the “encogido syndrome,” meaning a nearly utter 
lack of self-confidence. 
The Indian communities that have legal ejidos (commu- 

nal holdings) as well as small family properties are not 
usually subject to outside landowners. Thus, the encogido 
syndrome derives not from any inferior position of the 
peasantry to a resident owner (as in the hacienda system) 
but from the simple fact of ethnic stratification. These 
Indians feel themselves in an inferior position to every- 
one else in the whole outside world, that is, inferior to 
everybody except others designated as Indians. And they 
are usually also inferior in visible ways: extremely poor, 
uneducated, and ignorant of the manners and customs 

of the nation’s urban citizenry. They have responded by 
withdrawing into their own community, which only serves 
to continue or to exacerbate the inferior condition, since 
much of it is caused simply by economic and social isola- 
tion from the main currents of national life. 
Within the community of Indians extreme egalitarianism 

prevails. Prestige is won only in community service, which 
means giving more than receiving—a pattern very much 
like that of general reciprocity of primitive society. Giving 
takes the form of subsidizing one of the traditional fiestas 
of the community, an obligation that may be expensive 
in food, liquor, candles, and fireworks. Families work for 
years to get up the capital to sponsor a magnificent festi- 
val, at which they not only spend their savings but go into 
considerable debt. Lavishness in money and labour equals 
love (of the community); the poverty of an individual 
family may be accompanied by the highest prestige. This 
bears a resemblance to the Big Man system of Melanesia, 
where prestige is also linked with lavish giving. 
The economic egalitarianism of the village does not rule 

the periodic regional market. There the family, or its agent, 
tries to maximize its gains. Outsiders who see more of the 
marketing behaviour than of the more pervasive social 
economy within the individual villages are often misled by 
the ferocious haggling and cheating. Many regional mar- 
kets are held in a smallish city of the national, non-Indian 
sort. The economically important market is the one in 
which the Indians exchange their own products with each 
other, yet it may be overshadowed by the market in which 
Indian handicrafts are sold to outsiders. Town stores may 
display their own wares in stalls at the market, and the 
carrier-middlemen may have brought materials from a 
considerable distance to sell where such items are rare and 
will bring a better price. And the same middleman (often 
simply the owner of a pickup truck) may buy materials 
that are abundant at one market for sale in another. 
In Mexico, the weekly Tarascan market in Patzcuaro or 
the Otomi at Ixmiquilpan or, in Guatemala, the Mayan 
markets at Chichicastenango or Panajachel are large and 
complex, incorporating all of the above elements. 
Close-knit peasant communities do change, of course; but 

it is their resistance to change that commands attention 
in modern times, when virtually all other institutions are 
committed to rapid change. Because the peasant commu- 
nity is a rigid structure, the individuals who want change 
and have the means or capacity to carry it out simply 
leave the village to find their place in some mixed com- 
munity. In some peasant communities this is not possible. 
Thus, in densely settled central Java opportunities for the 
surplus peasant population to adapt to other modes of life 
were few. As population increased, putting stress on the 
traditional network of communal villages, the community 

tried to fit more people into the traditional system. The 
social patterns grew more elaborate but remained tradi- 
tional; cooperative labour and tenancy institutions became 
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more intricate but otherwise did not change. Just as in the 
Latin-American Indian commune, egalitarianism contin- 
ued on a basis of what has been called shared poverty. 
In West Africa peasant society is based on full-time in- 

tensive agriculture, with a considerable amount of craft 
specialization and a large amount of trade carried on 
in great markets. In ancient times the more populated 
areas were organized as chiefdoms and primitive states, 
which exacted a tribute or tax from the agriculturalists 
in exchange for their protection and regulation. Intensive 
cultivators produce mainly for their own consumption, 
but with a frequent surplus or specialized handicraft to 
trade in the market. In modern times, they may produce 
surpluses to trade with a middleman representing an ex- 
porter. African villagers traditionally have been politically 
dependent on some hierarchical chieftains or patrimonial 
retainers. But they do not, like peasants elsewhere, feel 
themselves to be different from or inferior to any other 
class or culture. Nor are they so regarded by the urbanites 
with whom they come in contact. 

One characteristic of the peasant economy is that the 
production unit is normally the family. But this does not 
mean that families are all the same size. Mainly, techni- 
cal and economic requirements tend to govern the size 
of the family, which ranges from large three-generational 
extended families down to the nuclear unit of one set of 
parents and their unmarried children. Inheritance patterns 
tend to reflect the requirements of the agricultural opera- 
tion. Whether the land is split equally among the heirs or 
passed on as a single unit (commonly through the eldest 
son) depends on whether farming requires large holdings 
or whether a small, intensively farmed area is sufficient. 
In some historical instances, the ecological determinant 
of the size of holdings has been contravened by ideology 
or law. For example, the Code Napoléon required that 
agricultural holdings be inherited equally, with the result 
that when the fragments of land were obviously becoming 
too small the French peasants responded with one of the 
most drastic reductions in the birthrate in all of recorded 
demographic history. 
Some villages, notably among Latin-American Indians, 

are quite communalized. Individual families work plots of 
land, but it is the community as a whole that makes the 
important decisions. Other peasant societies with more 
independent households find numerous occasions for co- 
operation and labour exchanges among families. One 
widespread means of establishing a network of recipro- 
cal obligations and trust within a peasant community is 
through ritualized ties of fictive kinship, such as the god- 
parenthood common throughout most of peasant Europe 
and Latin America (in Spanish it is co-parenthood—com- 
padrazgo). Other forms of fictive kinship are the familiar 
blood brotherhood of Balkan Europe, the mit of Nepal, 
and the oyabun-kobun of rural Japan. (E.R.Se.) 

Urban cultures 

DEFINITIONS OF THE CITY AND URBAN CULTURES 

Research on urban cultures naturally focuses on their 
defining institution, the city, and the lifeways, or cultural 
forms, that grow up within cities. Urban scholarship has 
steadily progressed toward a conception of cities and urban 
cultures that is free of ethnocentrism, with broad cross- 
cultural and historical validity. 
Well into the 20th century conceptions of the city often 

proceeded as if there were only one authentic or typical 
form. From his research on the city in Europe’s Middle 
Ages, Henri Pirenne, for example, argued in Medieval 
Cities (1925) that two characteristics were fundamental to 
the development of an urban culture: a bourgeoisie, or 
middle class, that depends on trade for both wealth and 
political autonomy from nonurban feudal power holders; 
and a communal organization of the urban citizenry that 
creates the municipal integration necessary to free the city 
from control by local feudal lords or religious authorities. 
Although it has often been taken as a general definition 
of the city and urban culture (whence the common- 
sense notion that cities must fulfill commercial functions), 
Pirenne’s formulation was deficient because only the Eu- 

ropean medieval city and its burgher culture were taken 
as typical of the “true” city. , 

Max Weber in The City (1921) provided another defini- 
tion of the city, similar to Pirenne’s, when he contrasted 
“Occidental” with “Oriental” urbanism. According to We- 
ber, five attributes define an urban community: it must 
possess (1) a fortification, (2) a market, (3) a law code 
and court system of its own, (4) an association of ur- 
ban citizenry creating a sense of municipal corporateness, 
and (5) sufficient political autonomy for urban citizens to 
choose the city’s governors. Weber believed that Oriental 
cities rarely achieved these essential characteristics because 
familial, tribal, or sectarian identities prevented urban res- 
idents from forming a unified urban citizenry able to resist 
state control. Even with regard to the Occident Weber’s 
definition would exclude almost all premodern cities, for 
the urban autonomy he required existed only in northern 
Europe and Italy and, even there, for very short periods 
of time at the end of the Middle Ages. The result was an 
overly limited conception of urban cultures, from which it 
was extremely difficult to generate a cross-culturally valid 
understanding. 
In the 1940s Robert Redfield, strongly influenced by 

Louis Wirth and other members of the Chicago school 
of urban ecology, conceived of the urban as invariably 
impersonal, heterogeneous, secular, and disorganizing. In 
the folk-urban model, as set forth in his article “The Folk 
Society,” Redfield contrasted this image of city life with an 
image of the folk community, which he characterized as 
small, sacred, highly personalistic, and homogeneous. He 
presumed that as individuals moved from folk commu- 
nity to city or as an entire society moved toward a more 
urbanized culture, there would be a breakdown in cultural 
traditions. Urbanizing individuals and societies would suf- 
fer from cultural disorganization and would have higher 
incidences of social pathologies like divorce, alcoholism, 
crime, and loneliness. 
Redfield’s conception of the city depended on the urban 

research carried on by sociologists in American indus- 
trial cities, predominantly Chicago. He ethnocentrically 
assumed that their findings could be generalized to all 
urban cultures. Subsequent research indicated that this 
conception was in many respects wrong ‘even for Ameri- 
can industrial cities. In spite of being generally ethnocen- 
tric and specifically inadequate for American cities, this 
conception still holds sway over much popular thinking, 
which conceives of cities, in all cultures and all times, as 
centres of bohemianism, social experimentation, dissent, 
anomie, crime, and similar conditions—whether for good 
or bad—created by social breakdown. 
Gideon Sjoberg (The Preindustrial City, Past and Pres- 

ent, 1960), in the next step toward a cross-culturally 
valid understanding of cities, challenged this conception 
of urban culture as ethnocentric and historically narrow. 
He divided the world’s urban centres into two types, the 
preindustrial city and the industrial city, which he distin- 
guished on the basis of differences in the society’s tech- 
nological level. Preindustrial cities, according to Sjoberg, 
are to be found in societies without sophisticated machine 
technology, where human and animal labour form the 
basis for economic production. Industrial cities predom- 
inate in the modernized nations of western Europe and 
America where energy sources from fossil fuels and atomic 
power phenomenally expand economic productivity. For 
Sjoberg, preindustrial urban culture differed markedly 
from its industrial counterpart: the preindustrial city’s 
neighbourhoods were strongly integrated by personalistic 
ties of ethnicity and sectarian allegiance; it maintained 
strong family connections, and social disorganization was 
little in evidence; churches or other sacred institutions 
dominated the skyline as well as the cultural beliefs of the 
urban place; and the major urban function was imperial 
administration rather than industrial production. 
Although Sjoberg’s conception of a preindustrial urban 

type was a major improvement over previous urban def- 
initions, it too suffered from overgeneralization. Sjoberg 
collapsed urban cultures of strikingly different sorts into 
a single undifferentiated preindustrial city type—for ex- 
ample, the cities of ancient empires were conflated with 

Max 
Weber’s 
definition 
of the city 

Preindus- 
trial and 
industrial 

cities 



The city’s 
ortho- 
genetic 
and het- 
erogenetic 
functions 

present-day urban places in the Third World. Past urban 
cultures that did not readily fit the Sjoberg conception, 
such as the autocephalous (self-governing) cities of early 
modern Europe, were disposed of as temporary and un- 
usual variants of his preindustrial type rather than impor- 
tant varieties of urban culture. 
In “The Cultural Role of Cities,” Robert Redfield and 

Milton Singer tried to improve on all previous concep- 
tions of the city, including the one Redfield had himself 
used in his folk-urban model, by emphasizing the variable 
cultural roles played by cities in societies. Redfield and 
Singer delineated two cultural roles for cities that all urban 
places perform, although with varying degrees of intensity 
and elaboration. Cities whose predominant cultural role is 
the construction and codification of the society’s traditions 
perform “orthogenetic” functions. In such urban cultures, 
cadres of literati rationalize a “Great Tradition” of culture 
for the society at large. The cultural message emanating 
from Delhi, Paris, Washington, D.C., and other capitals 
of classic empires or modern nation-states functions to 
elaborate and safeguard cultural tradition. By contrast, 
cities whose primary cultural role is “heterogenetic,” as 
Redfield and Singer defined it, are centres of technical 
and economic change, and they function to create and 
introduce new ideas, cosmologies, and social practices into 
the society. In cities like London, Marseille, or New York, 
the intelligentsia challenge old methods, question estab- 
lished traditions, and help make such cities innovative 
cultural centres. 
Continuing Redfield and Singer’s concern for the cultural 

role of cities within their societies, Paul Wheatley in The 
Pivot of the Four Quarters (1971) has taken the earliest 
form of urban culture to be a ceremonial or cult centre 
that organized and dominated a surrounding rural region 
through its sacred practices and authority. According to 
Wheatley, only later did economic prominence and polit- 
ical power get added to this original urban cultural role. 
Wheatley, following Redfield and Singer, established that 
any conception of an urban culture had to be grounded in 
the cultural role of cities in their societies; research must 
specifically address how the urban cultural role organizes 
beliefs and practices in the wider culture beyond the urban 
precincts, and, consequently, how this urban cultural role 
necessitates certain lifeways and social groupings (cultural 
forms) in the city. 
Beginning in the 1970s, David Harvey (Social Justice and 

the City, 1973), Manuel Castells (The Urban Question, 
1977), and other scholars influenced by Marxism caused 
a major shift in the conception of urban cultural roles. 
Although they mainly worked on cities in advanced capi- 
talist cultures, their approach had wide relevance. Rather 
than looking outward from the city to the urban culture as 
a whole, the new scholarship conceived the city as a termi- 
nus for cultural roles emanating from the wider culture or 
even the world system. Harvey, for example, linked major 
changes in American urban lifeways to the urban culture 
of advanced capitalism: for him, the growth of suburbia 
developed out of capitalism’s promotion of new patterns 
of consumption in the interests of profit. Castells saw the 
city as an arena for social conflicts ultimately emanating 
from the class divisions within capitalist society. 
This Marxist scholarship did not contradict the earlier 

emphasis on the city as the source of cultural roles so 
much as complement it. Studying the cultural roles of 
cities must include not only the cultural beliefs and prac- 
tices that emanate from cities but also the cultural forms 
that develop within the city as a result of the impact of 
the urban culture on it. In this way scholarship can bring 
forward a cross-culturally and historically valid conception 
of cities, their cultural forms, and the urban cultures in 
which they are set. 

TYPES OF URBAN CULTURES 

The following typology of urban cultures depends on a 
conception of cities as centres for the performance of cul- 
tural roles found only in state-level societies. Such societies, 
in contrast to the nonurban cultures previously discussed, 
have inequalities in economic wealth and political power, 
the former usually evidenced by class divisions, the latter 

Culture 

by specialized institutions of social control (ruling elites, 
government bureaucracies). Because cities do not occur 
in societies without state organization, the terms “urban 
cultures” and “state-level societies” are closely linked— 
the former emphasizing belief patterns, the latter stressing 
social organization in such societies. 
State-level societies differ in the nature and extent of 

economic and political inequalities, and this variability 
accounts for the different types of urban cultures and 
cultural roles adduced below. The labels for the types 
of urban cultures denote the predominant cultural role 
played by cities in this urban culture—thus, “ritual city” 
or “administrative city.” Obviously, cities in any society 
combine some amount of ritual role with administrative 
functions. The rationale for the labels used below, how- 

ever, is that given particular constellations of inequalities, 
certain urban cultures come to exist and certain cultural 
roles of cities come to characterize or typify them. Thus, 
the label “administrative city” typifies the major (but not 
exclusive) cultural role played by cities in agrarian em- 
pires, whereas “industrial cities” represents the dominant 
urban cultural role in capitalist nation-states. 
The typology below draws a major distinction between 

urban cultures that existed before the development of the 
world capitalist system in the 16th century and those that 
came after. Before the world capitalist system developed, 
state-level societies were not integrated in an economically 
unequal relationship. The advent of the capitalist world 
system led to a specialized world economy, in which some 
state-level societies represented the core and others repre- 
sented the economically, and often politically, subservient 
periphery. Before the world system, urban cultures differed 
mainly on the basis of internal differences in political and 
economic inequality. After the world system, urban cul- 
tures, in addition, differed according to their placement in 
either the core or the periphery. 
Urban cultures before the capitalist world system. The 

ritual city. Ritual cities represented the earliest form of 
urban centre, in which the city served as a centre for the 
performance of ritual and for the orthogenetic constitu- 
tion and conservation of the society’s traditions. Ritual 
was the major cultural role of such cities, and through the 
enactment of ritual in the urban locale, rural regions were 
bound together by ties of common belief and cultural 
performance. 
The early forms of urbanism in the pristine civilizations 

of the Old World and Meso-America, which Wheatley 
refers to as “cult centres,” conform to the ritual city type. 
Other examples of ritual cities can be drawn from ethno- 
graphies of the urban culture of the Swazi in southeast 
Africa, Dahomey in West Africa, and Bali before the Dutch 
conquest. In most areas of the world this form of urban 
culture was quickly succeeded by more complex types. 
Ritual cities were found in urban cultures that have 

been called “segmentary states” or “primitive states.” Such 
states had minimal development of class stratification and 
political coercion. Although segmentary states had rulers, 
such as a chiefly lineage or a priesthood, control over 
land and other means of production remained with clans, 
lineages, or other kin-based groups outside the rulers’ 
domination. Political authority and economic wealth were 
therefore widely dispersed. 
Limited political centralism and economic coordination 

meant that the ritual, prestige, and status functions of the 
state loomed large. Segmentary state rulers were symbolic 
embodiments of supernatural royal cults or sacred ritual 
ones. They—their courts and temples—provided a model 
of the proper political order and status hierarchy that 
was adhered to throughout the otherwise weakly cohered 
segmentary state. Through the awe they inspired, they ex- 
tracted gifts from the rural populace with which to sustain 
their royal or priestly election. 
The cultural forms of ritual cities centred on the cult 

centres, temple complexes, or royal courts that dominated 
their physical space and defined their urban role. As the 
rulers’ habitation, the ritual city spatially embodied the 
role of the sacred and ceremonial in defining the urban 
culture. The everyday population of the city consisted of 
those bound to court or temple by family, official duties, 

889 

State-level 

societies 
and urban 

cultures 



890 Culture 

The 

unifying 
effect of 

the ritual 
city 

Growing 
discrep- 
ancy 
between 
urban and 
rural ways 
of life 

or craft and ritual specializations; at ceremonial times, peo- 
ple from the surrounding rural areas temporarily swelled 
the urban area. Therefore, rather than individualism, sec- 
ularism, or impersonality, the calendrical round of state 
rituals, kingly ceremonies, divine sacrifices, sacred celebra- 
tions, feasts, funerals, and installations defined urban life, 
rendering it sacred, corporate, and personalistic. 
The city as ritual centre made for strong rural-urban sol- 

idarity. Because in the segmentary state power and wealth 
were dispersed rather than concentrated in the city, there 
existed no intrinsic antagonism between country and city. 
Consequently the orthogenetic message of tradition and 
sacredness broadcast from the city throughout the urban 
culture had a unifying effect, forging a solid rural-urban 
bond. 

The administrative city. Like ritual cities, administra- 
tive cities were the habitations of the state rulers. Their 
major cultural role was to serve as the locus of state 
administration. State offices and officers had an urban 
location, from which they exercised a political control 
and economic exploitation of the surrounding rural areas 
quite unknown in ritual cities. Administrative cities also 
had a qualitatively different demographic and social com- 
plexity. They contained large populations, densely settled, 
often ethnically varied, with heterogeneous occupations. 
Such cities were nodes of communication and transporta- 
tion and centres of commerce, crafts, and other economic 
functions for the surrounding countryside. 
Administrative cities occurred in agrarian empires, state- 

level societies associated with the early civilizations of 
Hindu and Muslim India, China, and Egypt, as well as 
the Mamluk Middle East, Tokugawa Japan, Alexandrine 

Greece, and other expansive territorial states before the ad- 
vent of the world capitalist system. These states had rulers 
with great powers of political coercion, which they used 
to maintain a high level of inequality in wealth between 
the state ruling elite and the primary producers, the peas- 
antry. This type of urban culture rested on how effectively 
the state could exploitatively control peasant agricultural 
productivity for maintaining the elite. The urban admin- 
istrative cultural role was the major means to this end. 
The administrative city brought together the political, 

economic, transport, and communications functions and 
institutions necessary for this rural rapine. For just as the 
state elite preyed on the peasant, so the administrative 
city’s flamboyant architecture and monumental public 
works ultimately rested on what could be taken from the 
rice paddies of the Japanese cultivator or the wheat field of 
the Indian peasant. There also grew up urban populations 
that converted the wealth taxed from the rural area into a 
sumptuous life-style for the urban-resident state elite: arti- 
sans and artists, of various levels of reputation. This gave 
rise to the poor of the city and, often, institutions to help 
govern and subdue them, such as municipal governments. 
Merchants also were necessary to convert the peasant’s 
grain payments into cash. Administrative cities commonly 
tried to restrain the wealth of urban merchants from fear 
that such riches might be converted into political power. 
As the links between coercive state and oppressed peas- 

ant grew stronger (that is, as the two became more un- 
equal), the urban cultural practices (for the elite) became 
more separated from those of the countryside. The ur- 
ban area concentrated a sophistication, an elaboration of 
custom and ideology that marked it off from the rural, 
which now was defined as rustic. Alongside the elaborate, 
the monumental, and the beautiful, which distinguished 
the administrative city’s architecture, elite entertainments, 
and general cultural forms from those of the countryside, 
however, there was also an overwhelming poverty in the 
city’s artisan and servant wards. 
The administrative city had some of the properties com- 
monly attributed to cities: it was a locale for cultural elab- 
oration and monumental building, a repository of great 
wealth but also of extensive poverty, and a heterogeneous 
locale, both occupationally and in terms of ascriptive iden- 
tities based on ethnicity, religion, caste, or race. But it was 
not disorganized or impersonal. Family, guild, and ethnic 
group framed the allegiances that defined the basic unit 
of urban cultural practice, the city quarter, which for the 

urban nonelite functioned with many of the characteristic 
cohesions of the peasant village. 
The mercantile city. Mercantile cities appeared at the 

geographic margins or at times of dissolution of agrarian 
empires—for example, in medieval and early modern Eu- 
rope, after a decentralized feudalism had fully replaced 
the Roman Empire. This urban type is thus a variant 
form that appeared, under particular conditions, in the 
urban cultures that also contained administrative cities. 
The mercantile city’s links with the wider culture were 
disjunctive rather than, as with the administrative city, 
supportive. A class of powerful and wealthy merchants not 
completely beholden to the state rulers grew up in such 
cities and, left unchecked, could grow strong enough to 
effectively challenge the state rulers. This merchant class, 
and the mercantile cities it occupied, depended for their 
wealth and political autonomy on the profits of interna- 
tional trade, moneylending, or investment in cash crop- 
ping of export agricultural commodities (as, for example, 
vineyards and olive groves in the Mediterranean). The 
city produced wealth and capital in its own right rather 
than simply sucking it from rural agriculture. Such wealth 
provided an avenue for political power separate from that 
offered by the revenues derived from the peasantry. Often, 
therefore, urban magnates and state power holders or rural 
gentry stood in strong opposition, each trying to control— 
or absorb—the wealth and power of the other. 
Mercantile cities varied in the extent of legal, fiscal, and 

martial autonomy they enjoyed. At their most developed, 
they conformed to the definitions of “true” cities provided 
by Weber and Pirenne. They enjoyed independent mu- 
nicipal government, sported urban fortifications, fielded 
citizen armies, and even subdued surrounding rural mag- 
nates. In less developed (generally earlier) mercantile cities, 
urban independence was not so great: for example, ur- 
ban trading capital depended on intermarriage with rural 
magnates or came from rural moneylending. Even in such 
cases, however, rural resources were put to novel uses in 
the urban setting. 
The cultural role of mercantile cities grew out of their 

independent economic productivity and their political au- 
tonomy. They played a very strong heterogenetic role. 
They were strongholds of a merchant class and other so- 
cial strata based on acquired wealth, against the landed 
aristocracy of the agrarian empire. Because they were of- 
ten under attack from the aristocracy, these cities came 
to symbolize freedom and social mobility: “city air makes 
one free.” Being embattled, mercantile cities also became 
bastions of cultural innovation. Urban cultural form em- 
phasized achievement, and urban politics involved shifting 
factional alignments. Given the volatility of commercial 
operations, leading families rose and fell rapidly, and plu- 
tocracies, quite fluid in membership, came to rule these 
cities. The poor artisans and small traders too were more 
independent than in administrative cities, and through 
occupational or sectarian associations, like guilds, they 
demanded and won political concessions. 
Although places of innovation, achievement, freedom, 

and mobility—traits that they share with industrial cities— 
mercantile cities were neither impersonal nor secular. 
The extended family was the major institution organizing 
business firms, political coalitions, and much elite social 
life. Other corporate institutions, like guilds and religious 
fraternities, joined city dwellers into highly personalized, 
ritualized associations that downplayed individualism and 
secularism in the city. 
Given the commercial conditions and the difficult class 

oppositions that set the cultural context for mercantile 
cities, they proved evanescent and fragile, usually reverting 
under state intervention to administrative cities, in which 
the merchant magnates and their wealth came under the 
control of state rulers. 
Urban cultures since the capitalist world system. Begin- 

ning in the 15th century, the Age of Discovery, Europeans 
carried the capitalist system burgeoning at home to distant 
places, whose labour and productivity were harnessed to 
the European core in an unequal, colonial relationship. 
The result was the capitalist world system, as Immanuel 
M. Wallerstein in The Modern World-System (1974) terms 
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it. There was increasing economic and productive special- 
ization among the world’s regions, as a pattern of unequal 
exchange developed between the industrial commodities 
of the advanced European nations (at the world system’s 
core) and the raw materials from underdeveloped Asia, 
Africa, and the New World (at the world system’s periph- 
ery). By the 18th century a worldwide urban culture had 

come into existence. It took variant forms of economic, 
political, and urban organization in the colonizing core 
and in the colonized periphery. Although the following 
discussion treats urban cultures in the core and in the 
periphery separately, it must be remembered that they— 
and the urban cultural roles that typify them—form an 
interactive unit. 
The industrial city. Industrial cities appeared after the 

full development of industrial capitalism in the core na- 
tion-states of the late 18th-century world system. Their 
urban cultural role fit well with the capitalist economic 
order that came to dominate all other social institutions. 
Capitalism depended on the production of commodities 
through wage labour in the interests of capital accu- 
mulation. The city became a centre of such production 
processes and the location for the industrial factories in 
which this production most typically took place. It was 
also the residence for the other “commodity” necessary 
to its productivity, wage labourers. Ancillary urban func- 
tions—banking, wholesale and retail trade, transportation 
and communications nodality—grew up to expedite the 
factory production or the provisioning of the labour force. 
Rapid population increase through in-migration charac- 

terized the growth of the industrial city. The most salient 
aspects of urban cultural forms grew up in the neighbour- 
hoods that housed the newly urbanized labour. Populations 
with very different cultural characteristics came together 
in the city, such as the Irish in the British Midlands or 

the many ethnic groups that formed the urban American 
melting pot. Ethnic and racial ties often provided the links 
for migration chains, and they helped recent migrants 
find jobs, housing, and friendship in a new environment. 
These ties often resulted in ethnically segregated urban 
neighbourhoods among the working class. 
Two contradictory patterns of organization and conflict 

characterized this urban population. One pattern grew 
out of the dense settlement of the working class in the 
industrial city. Residential aggregation helped organize 
large-scale working-class protest in the interests of better 
working conditions and wages. The other, contradictory, 
pattern consisted of ethnic or racial exclusiveness and 
competition within the working class. Ethnic or racial resi- 
dential segregation often provided the base for competition 
among members of the working class for jobs and urban 
locations convenient to the workplace. Characteristically, 
one ethnic population in the industrial city guarded its 
neighbourhood against invasion by another—or, in times 
of rapid economic growth and social mobility, ethnic suc- 
cession, wherein an upwardly mobile ethnic population 
would leave its neighbourhood to a newly urbanizing eth- 
nic grouping, would occur. The retention or strengthening 
of ethnic or racial identities in industrial cities commonly 
took place under these conditions. 
The industrial city is the terminus for two conflicting pro- 

cesses emanating from the capitalist character of the wider 
society: capitalist investment in urban property for profit 
making, and class conflict. The former process subjects the 
human and natural environment to the interests of capital 
accumulation; the latter makes for the formation of urban 
neighbourhood associations, ethnic associations, and other 

sorts of class alliances that organize local resistance to this 
profit taking. The city then becomes a battleground for 
these opposing forces. Castells in The City and the Grass- 
roots (1983) has studied a range of social movements in 
present-day American and European industrial cities that 
arose in resistance to capitalist rationalization of the ur- 
ban environment. The resistance can take different forms 
but includes attempts to preserve public services or public 
spaces for their use value against a capitalist rationality 
that would privatize and put a price tag on them—that 
is, this resistance aims at making municipalities rather 
than private enterprise responsible for provisioning good 

Culture 

schools, recreational facilities, museums, and parks. Other 
forms of resistance consist of attempts to preserve the cul- 
tural identity of neighbourhoods and subcultures against 
residential blockbusting and attempts to develop neigh- 
bourhood decentralization so that the urban population 
takes control over its own living environment. 
The mass-communications city. The industrial city, 

consonant with the rise and consolidation of capitalism in 
the western European and North American core nations, 
appears to be rapidly giving way to what has been termed 
the mass-communications city in the advanced industrial 
nations. Cities such as New York, London, Tokyo, and 
other metropoles increasingly perform a primary cultural 
role as centres of managerial control, based on high-tech- 
nology mass communication and data processing, over far- 
flung manufacturing activities. Old urban manufacturing 
centres in the core of the capitalist system, like Birming- 
ham, Eng., Detroit, and Glasgow, have declined as their 

role in industrial production has become less important. 
The movement toward the mass-communications city 

has to do with changes in the urban culture of the core 
brought on by changes in the world system since the 20th 
century began. This development of “late capitalism,” 
“monopoly capitalism,” or the “welfare state,” as it is usu- 
ally labeled, depended on the investment of capital from 
the core to generate industrial production in the periphery, 
usually through the institution of multinational. corpora- 
tions. The cultural role of core cities is shifting away from 
manufacturing as they come to house the advanced means 
of communication and data analysis necessary to manage 
this worldwide industrial production. 
The mass-communications city ceases to be primarily a 

habitation of the industrial working class. Instead, those 
working mainly in high technology industry and service 
(the middle class) define urban cultural forms. For exam- 
ple, suburbanization and gentrification, two characteristic 
urban residential patterns of the middle class, become 
important cultural forms in such cities. Both show the 
emerging importance of the new social class and the pro- 
visioning of new urban spaces (the suburbs) or the renova- 
tion of old ones (gentrified inner cities) for it. Again, these 
new urban locales represent the larger capitalist society, in 
that they are locales for profit making as well as arenas of 
class resistance. Harvey in Consciousness and the Urban 
Experience (1985) argues, for example, that the suburban- 
ization process typical of American cities, especially after 
World War II, was motivated by the need to foster a 
new life-style of consumption to negate problems of capi- 
talist overproduction. It also minimized class violence by 
spreading population out from the old, dense, inner-city 
neighbourhoods. These suburbs, however, once created in 
the service of capitalist profit making, can become the lo- 
cales for resistance against further capitalist rationalization 
of urban space and against the inroads of welfare statism 
on local decision making. 
As the mass-communications urban cultural role further 

develops in the advanced industrial societies and industrial 
production is exported, whatever urban manufacturing 
continues must meet the competition of imported com- 
modities. Various new means of urban labour use develop 
to make production cost-effective. For example, manufac- 
turing is left to the lowest strata of the urban population, 
either illegal migrants, such as Mexicans or Haitians in 
the United States, or the most underprivileged of the 
national population, such as American blacks, or foreign 
workers, such as eastern Europeans or Turks in France, 
who do not have full citizen rights. Often, manufacturing 
that once was done in factories is now done in homes as 
a way of minimizing costs, especially by avoiding govern- 
ment regulations and taxation. Thus, because they work 
at home or because they are illegal migrants or because 
they are subject to racial prejudice, the labourers have 
little legal protection and welfare support. In the face of 
this massive insecurity they depend on extensive mutual- 
aid networks, in which the poor share the risks of poverty 
among themselves. Their abject condition—and their at- 
tempts at security—mirror the practices of poor shanty- 
town dwellers in neocolonial cities, as described below. 
The colonial city. Colonial cities arose in societies that 
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fell under the domination of Europe and North America 
in the early expansion of the capitalist world system. The 
colonial relationship required altering the productivity of 
the colonial society in order that its wealth could be ex- 
ported to the core nations, and colonial cities centralized 
this function. Their major cultural role was to house the 
agencies of this unequal relationship: the colonial politi- 
cal institutions—bureaucracies, police, and the military— 
by which the core ruled the colony, and the economic 
structure—banks, merchants, and moneylenders—through 
which wealth drained from colony to core. 

Bombay and Calcutta under the British, the European 
trading cities in China and West Africa, the British East 
African and Dutch East Indian urban centres for the col- 
lection of plantation crops—from the 18th through the 
mid-20th centuries—represent this urban type. The core 
capitalist nations implanted colonial cities as new growths 
into preexisting precapitalist state societies in many world 
regions, just as they altered the societies by making them 
unequal participants in world capitalism. The resulting 
urban culture represented a novel amalgam of the core 
and the periphery, with qualities not found in either 
parent culture. 

This new combination was most in evidence in the elite 
population of the colonial city and its cultural forms. For 
example, new classes and urban lifeways appeared among 
the indigenous population. Most of the time the cultural 
role of the colonial city required the creation of an indige- 
nous urban lower-middle class of merchants, moneylen- 

ders, civil servants, and others who were educated to serve 
the colonial political and economic establishment. For 
instance, Thomas Babington Macauley, a British Indian 
administrator in the mid-19th century, hoped to create 
an elite through Western-style education that was “Indian 
in blood and colour, but English in taste, in opinion, in 

morals and intellect.” The colonial educated lower-middle 
class often attempted to reform its culture in line with 
that of the colonizing power, most often through new 
urban institutions like schools, welfare associations, and 

sectarian or secular reform groups. A generation or so 
later, this class transformed by these urban institutions, 
commonly formed the leadership of nationalist, anticolo- 
nial movements. Thus, the colonial city, which began as 
an instrument of colonial exploitation, became a vehicle 
of anticolonial protest through this lower middle class and 
the cultural institutions, schools, newspapers, and other 
urban cultural forms it had constructed. 
After World War II many new nations in Asia and Africa 

gained independence. Although no longer the direct po- 
litical colonies of Western countries, these urban cultures 
and their cities continued in a dependent economic rela- 
tionship with the advanced industrial nations. 
The neocolonial city. The latest type of urban devel- 

opment in the periphery of the capitalist world system, 
or what is often called the Third World, is the neo- 
colonial city. This urban type has arisen in relation to 
the development of monopoly capitalism and the mass- 
communications city in the core. Export capital from 
advanced industrial nations has created enclaves of indus- 
trial production in Third World cities, thus replicating in 
these urban places many of the cultural roles played by 
the industrial city in the core. There are urban factories 
and urban-resident wage labourers. There is a develop- 
ing infrastructure of urban transport and communication 
by which these commodities and labourers are allocated. 
There is massive urban-ward migration from neighbour- 
ing rural areas. 
The neocolonial city, however, does not exactly dupli- 

cate the cultural role of the industrial urban type precisely 
because of its dependent relationship with the core. One 
major difference is that the commodities produced in neo- 
colonial cities generally are destined for export rather than 
for home consumption, except perhaps by a small home 
elite. The neocolonial city does not serve an indigenous 
hinterland; it serves the wider world economy. Its rural 
environs are important only because they provide a large 
and readily available labour supply. 
The large-scale urbanization in the neocolonial city differs 

from the urbanization that characterized the industrial city 

earlier. It gives rise to what has been called the informal 
economy in these cities. The informal economy consists of 
urban services and products provided by the neocolonial 
city’s poorest denizens, the petty hawkers, the shoeshine 
boys, the household help, the rag pickers, and others who 
form a class of petty commodity producers and sellers. 
The common image of these people is highly pejorative: 
they are marginal to the city, usually unemployed and 
often criminal, unmotivated and dysfunctional to urban 
life, characterized by a “culture of poverty” that, at the 
same time, makes them accept their wretched condition 

and keeps them in it. Their marginality is often said to be 
exemplified in the shantytowns, tin can cities, or squat- 
ter settlements that they build at the borders of the city 
and that blight it. This “myth of marginality” as Janice 
Perlman calls it (The Myth of Marginality, 1976) obscures 
the importance of shantytown inhabitants in defining the 
nature of the neocolonial city. 
To compete successfully in the world market, commodi- 

ties manufactured in Third World cities have to be less 
expensive than the comparable items produced in the 
core. Wage labour in the industrial sector of these cities is 
considerably cheapened because many services and small 
commodities that wage labourers require are supplied 
through the informal economy. As Larissa Lomnitz in- 
dicates in Networks and Marginality: Life in a Mexican 
Shantytown (1977), recent rural migrants and shantytown 
dwellers act as maids, gardeners, and handymen to the 
industrial workers and the middle class at costs well below 
what would be charged if the formal sector supplied these 
services (comparable to domestic labour and baby-sitting 
supplied well below minimum wage in the core nations). 
The informal urban economy never provides security, 

and the inhabitants of shantytowns in neocolonial cities 
have had to develop cultural means of survival over the 
hard times that commonly befall them. Rather than be- 
ing places of anomie, shantytowns are made up of highly 
intimate webs of relationship and mutual dependence, 
based on carefully fostered kinship, ethnic, sectarian, or 
friendship networks. These networks succor those tem- 
porarily out of money and provide some security for those 
otherwise economically unprotected, who have neither job 
security nor welfare institutions to fall back on, given the 
informal sector work that they do. 
These networks, which are in fact adaptations to the 

exigencies of neocolonial cities, often appear as survivals 
from the peasant or rural backgrounds of the shantytown 
dwellers—they are said to be “peasant urbanites” rather 
than truly urbanized, and this image incorrectly strength- 
ens the notion of their marginality. The tribal identities 
found among recent urban migrants in African cities are 
actually instances of “retribalization,” a strengthening or 
redefinition of tribal identity to form networks among 
urban migrants for mutual aid. Similarly, extended family 
networks may not disappear in the city; they became wider 
and stronger among Mexican shantytown inhabitants, for 
example. New sectarian identities can play an equivalent 
role: Bryan Roberts in Cities of Peasants (1978) shows 
that the growth of Pentecostal and other Protestant sects 
in Guatemala fulfills needs for mutual support networks 
in poor neighbourhoods and for those without kin ties. 
Although shantytown inhabitants in the informal econ- 

omy are impoverished and insecure, it is not certain that 
they can organize and struggle for better urban living con- 
ditions, as did wage labourers in industrial cities. Whereas 
some scholars have argued for the revolutionary potential 
of this class, others are persuaded that it does not form a 
proletariat and will not engage in revolutionary confronta- 
tion. The fact that the people who live in shantytowns are 
“self-employed” and do not enter a wage relationship with 
the urbanites whom they provide with services apparently 
limits class antagonisms. Furthermore, both the middle 
class and shantytown dwellers often perceive their real 
enemies as the Western imperialist nations or the national 
government said to be in league with international capital. 
This perception recognizes that the travails of all classes 
in the neocolonial city have more to do with external 
economic relationships in the world economy than class 
exploitation within the city. 
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In the 1970s anthropologists debated whether they should 
proceed with micro-studies of the city’s poor or its re- 
cent migrants—an anthropology “in the city,” as it was 
called—or with macro-studies of the city as a whole— 
an anthropology “of the city.” Ten years later the debate 
was resolved by a tide of studies that focused neither at 
the micro-level nor at the macro-level but rather at the 
links in between, that is, the webs of cultural, economic, 
and political relationship binding the shantytown, ghetto, 
or neighbourhood to the city and even beyond, to the 
world economy. 
In urban cultures after the establishment of the capitalist 

world system these webs consist of the economic, political, 
and cultural strands linking mass-communications cities 
in the core with neocolonial cities in the Third World 
into a world system of unequal political and economic 
relationships. For precapitalist urban cultures these webs 
consisted of power and wealth inequalities and cultural 
domination within the urban culture. These different webs 
effect variant urban cultural roles and cultural forms. 
Urban anthropologists in the 1970s also worried over 

the contribution their studies of urban cultures would 
make to the general anthropological concept of culture. 
Oscar Lewis initiated a debate about the nature of culture 
when he put forward his notion of an urban “culture of 
poverty.” He believed the culture of poverty socialized the 
poor into political apathy, immediate gratification, broken 
families, and passive responses to their economic plight, 
and he argued that the poor could not lose this debilitating 
culture even if they ceased to be poor. A massive scholarly 
critique of the culture of poverty concept also exposed the 
limitations in the traditional anthropological conception 
of culture on which it was based. This critique argued that 
the poor’s marginality was not a result of their internalized 
culture but rather of their abject material conditions given 
the world system (as in the case of the shantytown research 
cited above). In the face of this critique, the traditional 
notion of culture—that it was a weighty set of traditions 
compelling individuals to act in certain ways—gave way 
to a conception of the constant production of cultures 
(urban or nonurban) through continual human action— 
people working with their hands and minds—in response 
to the material conditions of everyday life. (R.G.F) 
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1978). See also LESLIE A. WHITE and BETH DILLINGHAM, The 
Concept of Culture (1973); and CLIFFORD GEERTZ, The Interpre- 
tation of Cultures: Selected Essays (1973, reissued 1975). The 
history of theory and method in social and cultural anthropol- 
ogy is traced in FRED W. VOGET, A History of Ethnology (1975). 

(L.A.W./Ed.) 
For information on nomadic hunting-gathering societies, see 

ELMAN R. SERVICE, The Hunters, 2nd ed. (1979); RICHARD B. 
LEE and IRVEN Devore (eds.), Kalahari Hunter-Gatherers: Stud- 
ies of the [Kung San and Their Neighbors (1976), and Man the 
Hunter (1969); LEwIs H. GARRARD, Wah-To-Yah and the Taos 
Trail (1850, reprinted 1982), an account of Plains Indian life; E. 
ADAMSON HOEBEL, The Cheyennes, 2nd ed. (1978); F.R. SECOY, 
Changing Military Patterns on the Great Plains (17th Century 
Through Early 19th Century) (1953, reprinted 1971), an analysis 
of the rise of Plains Indian nomadic equestrian societies; and 
PHILIP DRUCKER, Cultures of the North Pacific Coast (1965), an 
account of sedentary fishing societies. An analysis of the forms 
of economic exchange among those societies is HELEN CODERE, 
Fighting with Property: A Study of Kwakiutl Potlatching and 
Warfare, 1792-1930 (1950, reprinted 1970). Pastoral societies 
are depicted by OWEN LATTIMORE, Inner Asian Frontiers of 
China, 2nd ed. (1951, reissued 1967); LAWRENCE KRADER, 
“Ecology of Central Asian Pastoralism,” Southwestern Journal 

Culture 

of Anthropology, 11(4):301-326 (Winter 1955); and E.E. EVANS- 
PRITCHARD, The Nuer (1940, reprinted 1974). The consequences 
of plant and animal domestication is discussed in ROBERT J. 
BRAIDWOOD and GORDON R. WILLEY (eds.), Courses Toward 
Urban Life: Archeological Considerations of Some Cultural AL 
ternates (1962); and modern horticulturalists are analyzed by 
MARSHALL D. SAHLINS, Tribesmen (1968). 

Important general works on peasant societies are ROBERT RED- 
FIELD, Peasant Society and Culture (1956, reprinted with The 
Little Community, 1973); ERIC R. WOLF, Peasants (1966); EM- 
MANUEL LE ROY LADURIE, “Peasants,” in The New Cambridge 
Modern History, vol. 12, Companion Volume, edited by PETER 
BURKE (1979), pp. 115-163; and two valuable essay collections: 
JACK M. POTTER, MAY N. DIAZ, and GEORGE M. FOSTER (eds.), 
Peasant Society (1967); and TEODOR SHANIN (ed.), Peasants and 
Peasant Societies (1971, reprinted 1984). Peasantry in medieval 
Europe is described and analyzed by BARBARA A. HANAWALT, 
The Ties That Bound: Peasant Families in Medieval England 
(1986); and GEorGEs DuBy, Rural Economy and Country Life 
in the Medieval West (1968, reprinted 1976; originally pub- 
lished in French, 2 vol., 1962). 

Studies of peasantries have generated important theoretical 
arguments. Perhaps most notable is the “dual society” concept 
proposed by J.H. BOEKE, Economics and Economic Policy of 
Dual Societies, as Exemplified by Indonesia (1953, reprinted 
1978). See also J.s. FURNIVALL, Netherlands India: A Study of 
Plural Economy (1939, reprinted 1983); and CLIFFORD GEERTZ, 
Agricultural Involution: The Process of Ecological Change in In- 
donesia (1963, reprinted 1968). With regard to Latin-American 
studies, ROBERT REDFIELD was an innovator in comparative 
field studies, introducing a conception of historical stages in 
The Folk Culture of Yucatan (1941, reprinted 1968). Other 
important analyses of Latin-American Indian peasantries are 
GEORGE M. FOSTER, Jzintzuntzan: Mexican Peasants in a 
Changing World, rev. ed. (1979); GEORGE MCCUTCHEN MCBRIDE, 
Chile: Land and Society (1936, reprinted 1971); and CHARLES 
WAGLEY, The Latin American Tradition: Essays on the Unity 
and the Diversity of Latin American Culture (1968). CONRAD M. 
ARENSBERG initiated anthropological study of Irish peasantry in 
The Irish Countryman (1937, reissued 1968). On Asia and the 
Far East, see HSIAO-TUNG FEI, Peasant Life in China: A Field 
Study of Country Life in the Yangtze Valley (1939, reprinted 
1980); s.c. DUBE, India’s Changing Villages (1958, reissued 
1967); and THOMAS Cc. SMITH, Agrarian Origins of Modern 
Japan (1959, reissued 1966). See also DAVID BROKENSHA and 
MARION PEARSALL (eds.), The Anthropology of Development in 
Sub-Saharan Africa (1969); and GEORGE DALTON, Economic 
Anthropology and Development: Essays on Tribal and Peasant 
Economies (1970). On the rise of peasantry in relation to urban 
centres se¢ WALTER GOLDSCHMIDT, Man’s Way: A Preface to 
the Understanding of Human Society (1959, reprinted 1966). 

(E.R.Se./Ed.) 
Overviews of the anthropological study of cities and urban 

cultures can be found in ULF HANNERZ, Exploring the City 
(1980); RICHARD G, FOX, Urban Anthropology (1977); and EDWIN 
EAMES and JUDITH GRANICH GOODE, Anthropology of the City 
(1977). Urban anthropological research papers are collected in 
GEORGE GMELCH and WALTER P. ZENNER (eds.), Urban Life 
(1980); THOMAS w. COLLINS (ed.), Cities in a Larger Context 
(1980); and IRWIN PRESS and M. ESTELLIE SMITH (eds.), Urban 
Place and Process (1980). The integration of micro-level and 
macro-level urban research is best seen in studies of industrial 
or mass-communications cities in advanced capitalist cultures, 
such as in MANUEL CASTELLS, The Urban Question (1977, 
reprinted 1979; originally published in French, 1972), and The 
City and the Grassroots: A Cross-Cultural Theory of Urban 
Social Movements (1983); DAVID HARVEY, Consciousness and 
the Urban Experience (1985), and The Urbanization of Capital 
(1985); MICHAEL PETER SMITH (ed.), Cities in Transformation: 
Class, Capital and the State (1984); WILLIAM K. TABB and 
LARRY SAWERS (eds.), Marxism and the. Metropolis, 2nd ed. 
(1984); and DOLORES HAYDEN, The Grand Domestic Revolution: 
A History of Feminist Designs for American Homes, Neigh- 
borhoods, and Cities (1981, reprinted 1983). This theoretical 
integration is also to be found in studies of neocolonial cities 
and Third World urban culture, such as LARISSA ADLER LOM- 
niTZ, Networks and Marginality: Life in a Mexican Shantytown 
(1977; originally published in Spanish, 1976); ALAN GILBERT 
and JOSEF GUGLER, Cities, Poverty, and Development (1982, 
reprinted 1984); BRYAN ROBERTS, Cities of Peasants (1978, reis- 
sued 1979); PETER LLOYD, A Third World Proletariat? (1982), 
and Slums of Hope? Shanty Towns of the Third World (1979); 
WAYNE A. CORNELIUS, Politics and the Migrant Poor in Mexico 
City (1975); OSCAR J. MARTINEZ, Border Boom Town: Ciudad 
Juarez Since 1848 (1978); and JANICE E. PERLMAN, The Myth 
of Marginality: Urban Poverty and Politics in Rio de Janeiro 
(1976, reprinted 1979). 

(R.G.F.) 
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Cyprus 
he island of Cyprus (Greek: Kipros; Turkish: Kuib- 

: ris) lies in the eastern Mediterranean, about 40 miles 

(64 kilometres) south of Turkey, about 60 miles (97 

kilometres) west of Syria, and some 480 miles (772 kilo- 

metres) southeast of mainland Greece. Its maximum 

length, from Cape Arnauti in the west to Cape Apostolos 

Andreas at the end of the northeastern peninsula, is 140 
miles; the maximum north-south extent is 60 miles. With 

an area of 3,572 square miles (9,251 square kilometres), it 

is the third largest Mediterranean island (after Sicily and 
Sardinia). The general pattern of its 486-mile coastline is 

indented and rocky, with long, sandy beaches. 
Cyprus consists of two states, the Republic of Cyprus 

(Greek: Kipriaki Dimokratia; Turkish: Kibris Cum- 

huriyeti), which occupies the southern two-thirds of the is- 
land, and the Turkish Republic of Northern Cyprus 

(Kuzey Kibris Turk Cumhuriyeti), which since its decla- 
ration has been recognized only by Turkey. The capital 

for both states is Nicosia (Greek: Levkosia; Turkish: 
Lefkosa). 
The first human settlement was in the Neolithic Period. 
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Physical and human geography 

THE LAND 

Relief. The saucepan shape of Cyprus results from its to- 
pography, which, in turn, reflects its geology. The 100- 
mile-long Kyrenia Mountains—the western portion of 
which is also known as the Pentadaktylos range for the 
five-fingered peak that is one of its main features—runs 
parallel to and just inland from the northern coast. It is the 
southernmost range of the great Alpine—Himalayan chain 
in the eastern Mediterranean; like much of that extensive 

mountain belt, it is formed largely of thrust masses of 
Mesozoic limestone. 
The Troodos Mountains in the south and southwest are 

of great interest to geologists, who have concluded that the 
range, made up of igneous rock, was formed from molten 
rock beneath the deep ocean (Tethys) that once separated 
the continents of Eurasia and Afro-Arabia. The range 

stretches eastward about 50 miles from near the island’s 
west coast to Stavrovouni peak (2,260 feet [689 metres]), 
about 12 miles from the southeast coast. The range’s sum- 
mit, Mt. Olympus (also called Mt. Troodos), the island’s 
highest point, reaches an elevation of 6,401 feet (1,951 me- 
tres). 

Between the two ranges lies the Mesaoria Plain (its name 
means “Between the Mountains”). The plain, which is flat 
and low-lying, extends from Morphou Bay in the west to 

The immigration of settlers from Greece, which began 
about 1200 Bc, led to the dominance of the Greek lan- 
guage and culture. Since then Cyprus has come under the 
influence or control of the various groups that have exer- 
cised power in the eastern Mediterranean—Phoenicians, 

Assyrians, Egyptians, Persians, the Greek monarchies of 

Alexander the Great and his successors, the Roman Em- 

pire from its successive capitals of Rome and Constan- 

tinople, French crusaders, Genoese, Venetians, and 

Ottomans. 
The British occupied the island in 1878 and left in August 
1960, when Cyprus became independent as the Republic 

of Cyprus. The long-standing conflict between the Greek- 
Cypriot majority and the Turkish-Cypriot minority inten- 
sified; in 1974 an invasion by Turkish troops produced an 
effective although unrecognized partition of the island and 
led to the declaration in 1975 of the separate Turkish- 
Cypriot state in the northern part. The Turkish-Cypriot 
state made a unilateral declaration of independence in 
1983 and adopted its current name. 
This article is divided into the following sections: 

Government and social conditions 897 
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Bronze Ages 898 
Greek immigration 898 
External political influences 898 

Assyrian and Egyptian domination 
The Persian Empire 
Hellenistic and Roman rule 
Byzantine Empire 
The Lusignan kingdom, Genoese rule, and Venetian rule 
Ottoman rule 
British rule 

The Republic of Cyprus 900 
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Bibliography 901 

Famagusta Bay in the east. Roughly in the centre of the 
plain is the capital, Nicosia. The plain is the principal 
cereal-growing area in the island. About half of its 727 
square miles are irrigated; the remainder are devoted to 
dryland farming. 

Drainage. All of the major rivers in Cyprus originate in 
the Troodos Mountains. The Pedieos, which is the largest, 
flows eastward toward Famagusta Bay; the Karyoti flows 
westward to Morphou Bay; and the Kouris flows south- 
ward to Episkopi Bay. The rivers depend on winter rain- 
fall; in summer they become dry courses. 
Climate. Cyprus has an intense Mediterranean climate 

with a typically strongly marked seasonal rhythm. Hot dry 
summers from June to September and rainy, rather 
changeable, winters from November to March are separat- 

ed by short autumn and spring seasons of rapid change in 
October and in April and May. Autumn and winter rain, 
on which agriculture and water supply in general depend, 
is variable. Average annual rainfall is about 20 inches (500 
millimetres). The lowest average precipitation is 14 inches 
at Nicosia and the highest 41 inches on Mt. Olympus. At 
Nicosia summer temperatures range between an average 
daily maximum of 98° F (37° C) and an average daily 
minimum of 70° F (21° C); in winter the range is between 
59° F (15° ©) and 41° F (5° C). From December to March 
the Troodos range experiences several weeks of below- 
freezing night temperatures. 
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Plant and animal life. There is a narrow fertile plain 
along the northern coast where the vegetation is largely 
evergreen but also includes olive, carob, and citrus trees. 
The Troodos range has a covering of pine, dwarf oak, 
cypress, and cedar forest. The southern and western slopes 
are extensively planted with vines. Between autumn and 
spring the Mesaoria Plain is green and colourful, with 
an abundance of wildflowers and flowering bushes and 
shrubs; there are also patches of woodland in which eu- 

calyptus and many types of acacia, cypress, and lowland 

pine are found. At the island’s western end in the area 
around Morphou there are orange plantations. 
Fossil remains of elephant and hippopotamus have been 

found in the Kyrenia area, and in classical times there 
were large numbers of deer and boar, but the only large 
wild animal now surviving is the agrino, a species of 
wild sheep related to the mouflon of the western Mediter- 
ranean. It is under strict protection in a small forested 
area of the Troodos range. Small game is abundant but 
keenly hunted. Snakes, in classical times so ubiquitous as 
to earn the island the name of Ophiussa, “the Abode of 
Snakes,” are now comparatively rare. 
Cyprus lies on major migration routes for birds, and in 

spring and autumn many millions pass through. Many 
species also winter on the island. There are many resident 
species, including francolin and chukar partridges. 
Settlement patterns. The Cypriots were traditionally a 

largely rural people, but a steady drift to the towns began 
early in the 20th century. The census of 1973 recorded six 
towns, defined as settlements of more than 5,000 inhab- 
itants, and almost 600 villages. This pattern was altered 
after the Turkish invasion of 1974 by the need to resettle 
in the southern part of the island some 180,000 Greek- 

Cypriot refugees from the Turkish-occupied north. The 
accommodation built for them was situated mainly in 
the neighbourhood of the three towns south of the line 
of demarcation, and especially in the part of the Nicosia 
suburban area still controlled by the government of the 
Republic of Cyprus. In contrast, the northern portion of 
the island is now more thinly populated in spite of the 
influx of Turkish Cypriots transferred from the south and 
of immigrants from Turkey. 
The six towns recorded in the 1973 census, under the 

undivided republic, were the headquarters of the island’s 
six administrative districts. Of these Kyrenia (Turkish 
Girne), Famagusta (Greek Ammdokhostos, Turkish Ma- 
fusa), and the northern half of Nicosia are to the north of 
the demarcation line drawn in 1974 and are in Turkish- 
Cypriot hands. 
Limassol, Larnaca, Paphos, and the southern part of 

Nicosia remained in Greek-Cypriot hands after 1974; the 
northern part of Nicosia became the administrative centre 
of the Turkish-Cypriot sector. 

THE PEOPLE 

Ethnic composition. The people of Cyprus represent 
two main ethnic groups, Greek and Turkish. The Greek 

Cypriots, who constitute the majority, are descended from 
a mixture of aboriginal inhabitants with immigrants from 
the Peloponnese who colonized Cyprus about 1100 Bc 
and assimilated subsequent settlers up to the 16th century. 
The Turkish Cypriots are the descendants of the soldiers 
of the Ottoman army that conquered the island in 1571 
and of immigrants from Anatolia brought in by the Sul- 
tan’s government shortly thereafter. Since 1974 additional 
immigrants from Anatolia, with their families, have been 
brought in to work vacant land and increase the total 
labour force. 
Linguistic composition. The language of the majority 

is Greek and of the minority Turkish. English is widely 
spoken and understood as a second language. Illiteracy is 
low, thanks to the excellence of the educational system. 
Religions. The Greek Cypriots are Eastern Orthodox 

Christians. Their church, the Church of Cyprus, is auto- 
cephalous—i.e., not under the authority of any patriarch; 
this privilege was granted to Archbishop Anthemius in AD 
488 by the Byzantine emperor Zeno. Under the Ottoman 
Empire the archbishop of the Church of Cyprus was made 
responsible for the secular as well as the religious behaviour 

of the Orthodox community and given the title ethnarch. 
The Turkish Cypriots are Sunni Muslims. There are also 
Maronites, Armenians, Roman Catholics, and Anglicans 

on the island. 
Demographic trends. Cypriots at times have emigrated 

in large numbers, and it is estimated that as many live 
abroad as on the island itself. The great majority of emi- 
grants has always gone to the United Kingdom and the rest 
mainly to the English-speaking countries: Australia, South 
Africa, the United States, and Canada. Waves of heavy 
emigration followed the negotiation of independence in 
1960 and the Turkish invasion in 1974. As a result of 
emigration and other factors, such as war losses and a 
temporary decline in fertility, the population decreased by 
about 5 percent between mid-1974 and 1977. The years 
since 1974 also have been marked by an increase in per- 
sons leaving the island in search of work, especially in the 
Middle East. 

THE ECONOMY 

The economy after independence. Between 1960 and 
1973 the Republic of Cyprus, operating a free enterprise 
economy based on agriculture and trade, achieved a stan- 
dard of living higher than most of its neighbours, with 
the exception of Israel. This progress was substantially 
assisted by various agencies of the United Nations, oper- 
ating through the UN Development Program. Generous 
financial assistance was given by the World Bank and 
the International Monetary Fund in the form of loans 
for specific development projects (electricity supply, port 
development, and sewerage, among others). Aid was also 
made available by individual foreign countries. Experts 
were provided to advise on economic planning and to 
initiate productive projects, and training for Cypriot spe- 
cialists was encouraged by scholarships and grants. During 
this period the gross domestic product grew at an average 
annual rate of over 7 percent, and per capita national in- 
come by about 6 percent annually. Agricultural production 
doubled; industrial production and exports of goods and 
services more than trebled. Tourism became the largest 
single earner of foreign exchange. 
Effects of partition. The Turkish o¢cupation of 37 per- 

cent of the country in 1974, involving the displacement 
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Petra tou Romiou, the legendary site of Aphrodite's 
emergence from the sea, on the southwest coast of Cyprus 
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of about a third of the population, dealt a serious blow 
to economic development. Losses of land and personal 
property in the occupied areas were very great. The gross 
domestic product of the Greek-Cypriot sector dropped 
sharply, the reduction amounting to 33 percent (at con- 
stant 1973 prices) between 1973 and 1975. By vigorous 
efforts real growth was resumed in the area left under the 
control of the government of the Republic of Cyprus, and 
between 1975 and 1983 the annual rate of growth was 
estimated to average about 8 percent. 
The Turkish-occupied area did not enjoy the same pros- 

perity, and its economy was supported by subsidies from 
the Turkish government. Trade between the two areas 
ceased and the two economies became entirely indepen- 
dent, although the southern zone continued to supply the 
northern with certain services such as electricity and the 
northern zone supplied water to the south. 
Resources. Cyprus was for many centuries a noted pro- 

ducer of copper; in Greek the name of the island and the 
name of the metal are identical. As early as 2500 Bc its 
mines were being exploited, and traces of prehistoric and 
Roman workings and surface slags are still to be seen. 
With the discovery of other sources the mines remained 
neglected for many centuries until they were reopened 
shortly before World War I. They were exploited more 
seriously from 1925 until they were closed by the Great 
Depression of the 1930s. After World War II they were 
brought back into production, and since then copper and 
other minerals—iron pyrites, asbestos, gypsum, chrome 
ore—have contributed moderately to the export trade. Re- 
serves of copper ore have declined but there are substantial 
reserves of asbestos, chrome, gypsum, and iron pyrites. 
There are also extensive quarries of good building stone. 
The island’s most important copper mines are located in 
the area of Skouriotissa in the Turkish-occupied zone. 
Agriculture, forestry, and fishing. Of the arable land 

on the island, about one-fourth is irrigated, mainly in 
the Mesaoria Plain and around Paphos in the southwest. 
Pastures occupy about 10 percent of the total land area. 
Landholdings are generally small, highly fragmented, and 
dispersed under traditional laws of inheritance. A program 
of land consolidation was enacted in 1969, but it met with 
resistance, particularly from Turkish-Cypriot landowners, 
and was only very slowly implemented. 
The major crops of the Greek-Cypriot sector include 

grapes, deciduous fruits, vegetables, olives, and carobs. 

The area under Turkish occupation produces the bulk of 
the country’s citrus fruits, wheat, barley, carrots, tobacco, . 
and green fodder. 
Livestock—especially sheep, goats, and pigs—and live- 

stock products historically have accounted for about one- 
third of the island’s total agricultural production. Some 
cattle are also raised. 
Cyprus was once famous for its extensive forests, but 

the demand for timber for shipbuilding by successive con- 
querors from the 7th century Bc onward, and extensive 

felling for building and for fuel, have destroyed the greater 
part. Under the British administration a vigorous policy 
of conservation and reforestation was pursued, and the 
Cyprus Forestry College was established at Prodhromos, 
on the western slopes of Mt. Olympus. Forests cover some 
520 square miles, most of them being found in the moun- 
tain areas and in the Paphos district. 
The fishing industry is small, in part because coastal 

waters are deficient in nutrients and associated plankton. 
Although the industry has shown some growth in the 
Greek-Cypriot sector, most fish is imported. 
Industry. -Resources of raw materials on Cyprus are 

very limited, restricting the scope for industrial activ- 
ity. Before the partition of the island most manufactur- 
ing was of goods produced for the domestic market by 
small, owner-operated plants, and a considerable number 
of those plants were located in the area that was occu- 
pied by the Turks in 1974. Industries in the Republic of 
Cyprus were subsequently reoriented toward production 
for export, and a number of larger factories were built in 
the south. Petroleum refining, cement and asbestos pipe 
production, and thermal electricity production are the re- 
public’s heavy indystries, and its light industries produce 
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goods such as clothing, footwear, and machinery and 
transport equipment. 

Tourism became one of Cyprus’ major industries after 
1960. About 65 percent of tourist accommodation, how- 
ever, was in the portion of the island that was occupied by 
the Turks in 1974. After partition the tourist trade recov- 
ered rapidly in the Greek-Cypriot sector: to counter the 
loss of Kyrenia and the Famagusta—Varosha area, which 
had been the leading seaside resorts, the southern coastal 
towns of Limassol, Larnaca, and Paphos were further de- 
veloped to accommodate tourists. 

Finance and trade. The Republic of Cyprus began 
to expand financial services, including offshore bank- 
ing, in 1982. Light manufactures, particularly clothing 
and footwear, and foodstuffs, including potatoes and cit- 
rus fruit, constitute the Republic of Cyprus’ major ex- 
ports. Machinery and transport equipment, petroleum 
and petroleum products, and foodstuffs and live animals 
are imported. Chronic trade deficits are offset by receipts 
from tourists, remittances sent home by expatriate Greek 
Cypriots, and receipts from the British military bases on 
the island. In the Turkish sector, citrus fruits, potatoes, 
and carobs are the principal exports. 
Transportation. In Roman times the island had a well- 

developed road system, but by the time of the British 

occupation in 1878 the only carriage road was between 
Nicosia and Larnaca. An extensive new road network was 
built under the British administration. A narrow-gauge 
public railway proved uneconomical and was closed in the 
early 1950s. Because there are no public railways, inland 
travel depends entirely upon roads, and motor transport 
has greatly increased. 

International air services provide connections to all parts 
of Europe and the Middle East and to some points in 
Africa. Nicosia International Airport was closed in 1974, 

and the airport at Larnaca was developed in its stead. 
An airport at Paphos, opened in 1985, is also used for 
international flights. An airport at Gegitiikale (Lefkoniko) 
in the Turkish-occupied sector is used by flights coming 
from or through Turkey. 
There is no coastal shipping, and much of the merchant 

marine registered to Cyprus is foreign-owned. The great 
bulk of the island’s international trade remains seaborne, 
however, the main ports being Limassol and Larnaca; 
Turkish shipping uses Famagusta. 

GOVERNMENT AND SOCIAL CONDITIONS 

Government. The constitution of the Republic of 
Cyprus, adopted in 1960, provided that the executive 
power be exercised by a Greek-Cypriot president and a 
Turkish-Cypriot vice president, elected to five-year terms 
by universal suffrage, and that there be a Council of Min- 
isters (Cabinet) comprising seven Greek-Cypriot and three 
Turkish-Cypriot members. There was also to be an elected 
House of Representatives with 50 seats, divided between 
Greek and Turkish Cypriots in the proportion of 35 to 15 
and elected for five years. 
The constitution, derived from the negotiations in Ziirich 

in 1959 between representatives of the governments of 
Greece and Turkey, did not inspire enthusiasm among the 
citizens of the new republic, however. The Greek Cypri- 
ots, whose struggle against the British had been for enosis 

(union with Greece) and not for independence (see below 
History: British rule), regretted the failure to achieve this 
national aspiration. As a result it was not long after the 
establishment of the republic before the Greek-Cypriot 
majority began to regard many of the provisions, particu- 
larly those relating to finance and to local government, as 
unworkable. Proposals for amendment were rejected by 
the Turkish government and, after the outbreak of fighting 
between the two Cypriot communities in late 1963, the 

constitution went largely into abeyance. In the territory 
controlled by the government of the Republic of Cyprus 
after the Turkish occupation of 1974, the constitution’s 
provisions are considered as still in force where practica- 
ble; the main formal change has been the gradual increase 
of the number of seats in the House of Representatives, 
all of which are held by Greek Cypriots. 
On the Turkish side of the demarcation line there have 
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been, since 1974, an elected president, prime minister, and 
legislative assembly, all serving five-year terms of office. A 

new constitution was approved for the Turkish Republic 
of Northern Cyprus by its electorate in 1985. 
Local government. Local government in the Republic 

of Cyprus is at the district, municipal, rural municipality, 
and village level. District officers are appointed by the 
government; local councils are elected, as are the mayors 
of municipalities. 
Justice. The legal code of Cyprus is based on Roman 

law. In the Greek-Cypriot zone judges are appointed by 
the government, but the judiciary is entirely independent 

of the executive power. There are a supreme court and an 

appeals court, district assize courts handling criminal mat- 

ters, and district courts exercising summary jurisdiction. 
The Turkish-Cypriot zone has a similar system of justice. 
Political parties. The oldest established political party in 

the Republic of Cyprus is the Anorthotiko Komma Erga- 
zomenou Laou (AKEL; Progressive Party of the Working 
People), founded in 1941. It is a pro-Moscow Communist 
party, and it controls the principal trade union federation; 
its share of the vote in the first 25 years of the Republic of 
Cyprus was usually in the neighbourhood of 30 percent. 
Other parties have had varying success. Among them are 
the Eniea Demokratiki Enosis Kyprou (Cyprus National 
Democratic Union), a Socialist party; the Enosi Kentrou 
(Centre Union); the Demokratikos Synagermos (Demo- 
cratic Rally); and the Demokratiko Komma (Democratic 
Party). In the Turkish-Cypriot zone the major parties are 
the Ulusal Birlik Partisi (National Unity Party) and the 
Toplumcu Kurtulus Partisi (Communal Liberation Party). 
Education. Six grades of free and compulsory elemen- 

tary education are provided for children beginning at age 
five. At least three years of the five-year secondary ed- 
ucation program are free, and all secondary education 
at technical schools is free. Post-secondary facilities in- 
clude schools for teacher training, technical instruction, 
hotel and catering training, nursing, and midwifery. The 
education system in the Turkish sector is administered 
separately. Cyprus has no university, but many students 
attend universities abroad, especially in Greece, Turkey, 
Britain, or the United States. 
Health. Health standards are high because of a 

favourable climate and well-organized public and private 
health services. Since the eradication of malaria shortly 
after World War II and, later, of echinococcosis (hydatid 
disease), the island has been free from major diseases. 
Cultural life. The very ancient cultural traditions of 

Cyprus are maintained partly by private enterprise and 
partly by government activity, especially on the part of 
the Cultural Service of the Republic of Cyprus’ Ministry 
of Education. The Cultural Service publishes books and 
awards prizes for literature. Mobile libraries operate in 
rural areas. The government-sponsored Cyprus Theatri- 
cal Organization stages plays by contemporary Cypriot 
dramatists as well as classical works. The ancient theatres 
of Salamis, Curium, and Soli have been restored and are 

used for the staging of a variety of plays, and a Greek 
theatre has been built at Nicosia. 
Many painters and sculptors work in Cyprus, and the 

Cultural Service keeps the state’s collection of modern 
Cypriot art on permanent exhibition. In the village of 
Lemba near Paphos the Cyprus College of Art runs courses 
for postgraduate art students. Government encouragement 
is given to young composers. 
Television and radio are controlled by the semigovern- 

mental Cyprus Broadcasting Corporation and are financed 
by advertising. The Turkish sector receives broadcasts 
from Turkey. Languages used are Greek, Turkish, English, 
and Armenian. Many daily and weekly newspapers are 
published in Greek, Turkish, and English. 

For statistical data on the land and people of Cyprus, 
see the Britannica World Data section in the BRITANNICA 
BOOK OF THE YEAR. (H.W.G./D.W.S.H.) 

History 

The earliest evidence of human habitation in Cyprus 
comes from the Neolithic Period. The settlement at Khi- 

rokitia (near the southern coast), which is now dated 
to well before 6000 Bc, is one of the most remarkable 
Neolithic communities ever excavated in Europe. It was 
a town of about 2,000 inhabitants, living in well-built 
round stone houses of two stories. The Khirokitians made 
little use of pottery, using stone, and presumably wood, 
for utensils and stone for tools. The presence of flakes of 
obsidian, which is not native to the nonvolcanic island of 
Cyprus, is the only sign of contact with other cultures. 
Khirokitia and a few smaller associated settlements appear 
to have died out after a few centuries, leaving the island 
uninhabited again for some 2,000 years. The beginning of 
the next period of habitation, known as the Sotira culture, 
is dated to between 4500 and 4000 Bc; small villages of 
this culture are found not only at Sotira (near the southern 
coast, north of Curium) but also in the Kyrenia range. 
Small ornaments of picrolite (a variety of soapstone) and a 
progressively more attractive pottery distinguish the Sotira 
culture; toward the end of the period copper came into use. 

BRONZE AGES 

After the Chalcolithic Age, dating from 3000 to 2500 
BC, began the Bronze Ages, which in Cypriot archaeology 
are treated as separate from the Chalcolithic and which 
lasted for about 1,500 years. The Middle Bronze Age 
(1900-1600 Bc) produced several styles of well-made and 
competently decorated pottery, and its bronze implements 
show a well-advanced craftsmanship; imports from Crete, 
Anatolia, Syria, and Egypt prove that external trade had 
begun. It has been conjectured that the name Alashiya or 
Alasia, which occurs in Hittite and Egyptian records in 
connection with the supply of copper, refers to Cyprus. 
These trade links probably account for the foundation of 
the new settlements in the east of the island that were to 
develop into international urban emporiums. 
The Late Bronze Age (1600-1050 Bc) was one of the 

most formative periods of the life of ancient Cyprus. The 
island’s international contacts extended from the Aegean 
Sea to the Levant and the Nile Delta. (Thutmose III of 
Egypt claimed Cyprus as one of his conquests in about 
1500 Bc.) Writing, in the form of a linear script known as 
Cypro-Minoan, was borrowed from Crete. Cypriot crafts- 
men were distinguished for fine jewelry, ivory carving, 
and bronze figures. From about 1400 Bc a profusion of 
Mycenaean pottery was imported from mainland Greece, 
and it is possible that Mycenaean artists accompanied the 
merchants. After 1200 Bc, with the collapse of Mycenaean 
civilization, there is evidence of Greek immigration from 
the Peloponnese. The principal city, and port, was Engomi 
(west of Famagusta); its massive city walls and houses of 
hewn stone are evidence of a high degree of prosperity. 

GREEK IMMIGRATION 

The mass immigration of Greek-speaking peoples from 
the Peloponnese began with the Iron Age (1100-700 Bc). 
From the start of the Ist millennium the Greek language 
has been dominant in Cyprus; the fact that the dialec- 
tal form in which it first appears is known as Arcado- 
Cypriot confirms traditions of the Peloponnesian origin— 
and specifically of the Arcadian origin—of the immigrants. 
They founded new cities, which became the capitals of 
six ancient Greek kingdoms on Cyprus: Curium (Greek 
Kourion), Paphos, Marion, Soli (Greek Soloi), Lapithos, 
and Salamis. In about 800 Bc a Phoenician colony was 
founded at Citium (Greek Kition), near modern Larnaca. 
The colony was a dependency of the mother city, Tyre. 
A seventh kingdom, that of Amathus, remained for some 
time under the control of the earlier indigenous inhab- 
itants; the language used there was called Eteo-Cypriot 
(“True Cypriot”) by the Greeks. Amathus was active polit- 
ically, especially in external trade relations. The later Iron 
Age was a period of advancing civilization, as evidenced 
by the spectacular chariot-burials of the royal family of 
Salamis, which so closely match descriptions in the Ho- 
meric poems as to suggest inspiration by them. 

EXTERNAL POLITICAL INFLUENCES 

Assyrian and Egyptian domination. In 709 Bc Sargon II 
of Assyria erected a stela at Citium recording the fact that 
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seven Cypriot kings had paid him homage; subsequent 
Assyrian documents speak of 11 tributary kingdoms, the 
seven already mentioned plus Citium, Kyrenia, Tamas- 
sos, and Idalium. This subordination to Assyria, probably 
rather nominal, lasted until about 663 Bc. For the next 
hundred years Cyprus enjoyed a period of complete in- 
dependence and exuberant development. Epic poetry was 
greatly popular, as it had always been, and much was 
written on the island; Stasinus of Cyprus, credited with 
the authorship of the lost epic poem Cypria, was reckoned 
among the most important poets in this style in the 7th 
century. Bronze work and ironwork, a spirited style of 
ceramic decoration, and delicate jewelry and ivory work 
are characteristic of this period; among outstanding works 
are the sumptuous ivory throne and bedstead excavated 
from a royal tomb at Salamis dated from about 700 sc. 
When the Assyrian Empire finally broke up at the end 

of the 7th century Bc, Egypt, under the Saite dynasty, 
became the predominant power in the eastern Mediter- 
ranean. In about 569 Bc the Cypriot kingdoms recognized 
the pharaoh Ahmose Ii as their overlord. Direct Egyp- 
tian influence was not always apparent, although many 
limestone sculptures reproduce Egyptian conventions in 
dress and some statues are directly inspired by Egyptian 
models. A more important influence in the last years of 
the Archaic period (750-475 Bc) came from the artistic 
schools of Ionia. From the same source probably came the 
inspiration for the issue of coinage; the first Cypriot coins 
were struck for Euelthon, king of Salamis (560-525 Bc). 
The Persian Empire. In 525 Bc the Cypriot kings 

transferred their allegiance to the Achaemenid (Persian) 

conquerors of Egypt. The Cypriots retained their indepen- 
dence until the accession of Darius I (522 Bc) but were 

then incorporated into the fifth satrapy of the Persian 
Empire. When the Ionians revolted in 499 Bc all the king- 
doms of Cyprus except Amathus joined them; the revolt 
was suppressed in about a year’s campaigning, culminat- 
ing in sieges of Paphos and Soli. In Xerxes I’s invasion 
of Greece in 480 Bc the Cypriot kings, like the Ionians, 
contributed naval contingents to his forces. During the Sth 
century Cyprus remained under Persian rule in spite of a 
major Athenian expedition there in 450/449 sc. Evago- 
ras, who became king of Salamis in 411 Bc, maintained 
a pro-Hellenic policy, with some help from Athens, and 
succeeded in extending his rule over a large part of the 
island. He was defeated by the Persians in 381 Bc and 
was assassinated in 374 sc. After the victory of Alexander 
the Great over the last Achaemenid ruler, Darius III, at 

Issus in 333 Bc, the Cypriot kings rallied to Alexander 
and assisted him at the siege of Tyre. During the period 
from 475 to 325 Bc, known conventionally as the Classical 
Period, Cypriot art came under strong Attic influence. 
Hellenistic and Roman rule. Alexander allowed the 

Cypriot kingdoms to continue but took from them the 
right of coinage. After his death in 323 Bc Cyprus was con- 
tested by his successors; the eventual victor was Ptolemy 
I of Egypt, who suppressed the kingdoms and made the 
island a province of his Egyptian kingdom. He forced the 
last king of Salamis, Nicocreon, to commit suicide in 310 

BC, together with all his family; their cenotaph, a particu- 
larly fine specimen containing ornaments and clay effigies 
of the royal families, has been discovered. For two and 

a half centuries Cyprus remained a Ptolemaic possession, 
ruled by a strategus, or governor-general. 
Cyprus as a Roman province. Cyprus was annexed by 

the Roman Republic in 58 Bc and, along with Cilicia on 
the coast of Anatolia, was made into a Roman province. 
The orator and writer Cicero was one of its first procon- 
suls. Cyprus was briefly retroceded to Cleopatra VII of 
Egypt by Julius Caesar, and this status was confirmed by 
Mark Antony, but after the victory of Caesar’s heir, Oc- 

tavian (subsequently the emperor Augustus), over Mark 
Antony and Cleopatra at Actium in 31 Bc it became a 
Roman possession again. It was originally administered 
as part of the “imperial” province of Syria but became 
a separate “senatorial” province in 22 Bc in consequence 
of the constitutional settlement of the previous year. Its 
governors resumed the old republican title of proconsul, 
although there is evidence that Augustus could, and on one 
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occasion did, influence the Senate’s choice. For the next 
600 years Cyprus enjoyed a profound peace, disturbed 
only by occasional earthquakes and epidemics and by a 
Jewish uprising put down by a lieutenant of the future 
emperor Hadrian in AD 116. Many large public buildings 
were erected: among them were a gymnasium and the- 
atre at Salamis, a theatre at Curium, and the governor’s 
palace at Paphos. 
Early Christianity. Undoubtedly the most important 

event in the Roman period was the introduction of Chris- 
tianity. The Apostle Paul, accompanied by Barnabas (later 
St. Barnabas), a native of the Cypriot Jewish community, 
preached there in about aD 45 and converted the pro- 
consul, Sergius Paulus. By the time of Constantine I the 
Great, Christians were numerous in the island and may 
have constituted a majority. 
Byzantine Empire. After the division of the Roman 

Empire (AD 395) Cyprus remained subject to the East- 
ern, or Byzantine, Empire at Constantinople, being part 
of the Diocese of the Orient governed from Antioch. In 
ecclesiastical matters, however, the Church of Cyprus was 
autocephalous—i.e., independent of the Patriarchate of 
Antioch—having been given that privilege in 488 by the 
emperor Zeno. The archbishop received the rights, still 
valued and practiced, of carrying a sceptre instead of a 
crozier and writing his signature in ink of imperial purple. 
There was a break in direct rule from Constantinople 

in 688 when Justinian II and the caliph ‘Abd al-Malik 
signed an unusual form of treaty neutralizing the island, 
which had been subject to Arab raids. For almost 300 
years Cyprus was a kind of condominium of the Byzantine 
Empire and the Caliphate, and although the treaty was 
frequently violated by both sides, the arrangement lasted 
until 965, when the emperor Nicephorus II Phocas gained 
Cyprus completely for the Byzantines. 
This appears to have been a period of modest prosperity. 

A remarkable mosaic of the 6th century, at Kiti, is the best 
example of Eastern Roman art of that date, comparable 
with works at Ravenna in Italy. Another equally remark- 
able mosaic of roughly the same date, at Lythrangomi, 
was destroyed in 1974. Wall paintings demonstrate close 
contact with Constantinople: those at Asinou, in particu- 
lar, are noteworthy as being the earliest of an unparalleled 
series of mural paintings showing successive developments 
of Byzantine art. 
In about 1185 a Byzantine governor of Cyprus, Isaac 

Comnenus, rebelled and proclaimed himself emperor. 
Isaac resisted attacks from the Byzantine emperors An- 
dronicus I Comnenus and Isaac II Angelus, but in 1191, 
on engaging in hostilities with an English crusader fleet 
under King Richard I the Lion-Heart, he was defeated 
and imprisoned. The island was seized by Richard, from 
whom it was acquired by the crusading order of the 
Knights Templar; because they were unable to pay his 
price he took it back and sold it to Guy of Lusignan, the 
dispossessed king of Jerusalem. 
The Lusignan kingdom, Genoese rule, and Venetian 

rule. Guy, who called himself lord of Cyprus, invited 
families that had lost their lands in Palestine after the fall 
of Jerusalem to take up land in Cyprus. He thereby laid 
the basis for a feudal monarchy that survived to the end 
of the Middle Ages. His brother and successor, Amalric, 
obtained the title of king from the Holy Roman emperor 
Henry VI. The earliest kings of the Lusignan dynasty were 
involved in the affairs of the small territory still left to the 
Kingdom of Jerusalem, and this commitment caused a 
heavy drain on the resources of Cyprus until the kingdom 
was extinguished in 1291 with the fall of Acre. Over the 
next hundred years Cyprus enjoyed a reputation in Europe 
for immense riches where its nobles and merchants (espe- 
cially Famagusta merchants) were concerned. Famagusta’s 
opulence derived from its position as the last entrepdt for 
European trade adjacent to the Levant. 
The kings of Cyprus had kept alive the crusading idea, 

and the island remained a base for counterattack against 
the Muslims. In 1361 the Cypriot king Peter I (reigned 
1359-69) devoted himself to the organization of a cru- 
sade. He captured Adalia (Antalya) on the Cilician coast 
of Anatolia, and in 1365, after collecting money and mer- 
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cenaries in western Europe, seized and sacked Alexandria. 
He was not able to maintain the conquest, however, and 

was soon forced to abandon Alexandria. At his son’s 
accession rivalry between Genoa and Venice, vying for 
control of Cyprus’ valuable trade, resulted in Genoa’s 
seizing Famagusta and holding it for almost a hundred 
years. This led to a rapid decline in the island’s prosperity. 
In 1426 a marauding expedition from Egypt overran the 
island, which from then on paid tribute to Cairo. The 
last Lusignan king, James II (reigned 1460-73), a bastard 
of the royal house, seized the throne with the help of an 
Egyptian force and in 1464 expelled the Genoese from 
Famagusta. He married a Venetian noblewoman, Caterina 
Cornaro. On his death, which was followed by that of his 
posthumous son, she succeeded him as the last queen of 

Cyprus (1474-89). During her reign she was under strong 
Venetian pressure and was eventually persuaded to cede 
Cyprus to the Venetian Republic. It remained a Venetian 
possession for 82 years until its capture by the Ottomans. 
Many noteworthy buildings survive from the Lusignan 

and Venetian periods, in particular the Gothic cathedrals 
at Nicosia and Famagusta and the Abbey of Bellapais near 
Kyrenia. There are other Gothic churches throughout the 

island. Orthodox Christians also built numerous churches 
in a distinctive style, one often influenced by the Gothic, 
and the interiors illustrate the continued development 
of Byzantine art. Cyprus also has imposing examples of 
medieval and Renaissance military architecture, such as 
the castles of Kyrenia, St. Hilarion, Buffavento, and Kan- 

tara and the elaborate Venetian fortifications of Nicosia 
and Famagusta. 
Ottoman rule. A Turkish invading force landed in 

Cyprus in 1570 and captured Nicosia; the following year 
Famagusta fell after a long siege. Ottoman rule lasted more 
than three centuries. The Latin church was suppressed 
and the Orthodox hierarchy restored; with the abolition 
of feudal tenure the Greek peasantry acquired inalienable 
and hereditary rights to land. Taxes were at first reduced 
but very soon were greatly increased and arbitrarily levied. 
In the 18th century the Orthodox archbishop was made 
responsible for tax collection. 
About 20,000 Muslims (including the garrison, nomi- 

nally 3,666 strong) were settled in the island in the imme- 
diate aftermath of the Ottoman conquest. Cyprus was an 
unimportant province to the sultans; its governors were 
slothful, inefficient, occasionally oppressive, and always 

venal. There were Turkish uprisings in 1764 and 1833; in 
1821 the Orthodox archbishop was hanged on suspicion 
of sympathy with the rebellion in mainland Greece. The 
sultanate’s: various imperial proclamations in the 19th 
century promising reform had no effect in Cyprus, where 
local opposition prevented their application. 
British rule. The Cyprus Convention of 1878 between 

Britain and Turkey provided that Cyprus, while remaining 
under Turkish sovereignty, should be administered by the 
British government. Britain’s aim in occupying Cyprus 
was to secure a base in the eastern Mediterranean for pos- 
sible operations in the Caucasus or Mesopotamia as part 
of the British guarantee to preserve the Sultan’s Asian pos- 
sessions from threat by Russia. In 1914, however, Britain 
and Turkey being at war, the former proclaimed the is- 
land annexed; Turkish recognition was granted under the 
Treaty of Lausanne (1923), and the position was regular- 
ized in 1925 when Cyprus was declared a crown colony. 
British occupation was initially welcomed by the Greek 

population, who from the start expected the British to 

transfer Cyprus to Greece. The Greek Cypriots’ demand 
for enosis (union with Greece) and a corresponding hos- 
tility to it on the part of Turkish Cypriots constituted 
almost the sole division in politics; almost annual petitions 
demanding enosis were matched by counter-petitions and 
demonstrations from the Turkish Cypriots. An offer to 
transfer the island had been made in 1915, on condition 
that Greece fulfill its treaty obligations toward Serbia when 
attacked by Bulgaria. The Greek government refused and 
the offer was not renewed. In 1931 the demand for enosis 
led to riots in Nicosia. 
Cyprus was untouched by World War II apart from a few 

air raids. In 1947 the governor, in accordance with the 

British Labour Party’s declaration on colonial policy, pub- 
lished proposals for greater self-government. They were 
rejected in favour of the slogan “enosis and only enosis.” 
In 1955 Lieut. Col. Georgios Grivas (known as Dighenis), 
a Cypriot who had served as an officer in the Greek Army, 
began a concerted campaign for enosis. His National Orga- 
nization of Cypriot Struggle (Ethniki Organosis Kipriakou 
Agonos; EOKA) bombed public buildings and attacked 
and killed opponents of enosis, both Greek-Cypriot and 
British. Proposals for self-government were put forward 
at different times; the most advanced were those of the 
British jurist Lord Radcliffe in 1956. All were rejected 
and the attacks continued. In March 1956 the archbishop, 
Makarios III, who as ethnarch considered it his duty to 

champion the national aspirations of the Greek Cypriots, 
was deported to the Seychelles. He was released from exile 
in March 1957 and left the Seychelles in Apmil, but, being 
forbidden to return to Cyprus, he made his headquarters 
in Athens. By this time the operations of EOKA were 
much reduced, but on the other hand the Turkish-Cypriot 
minority, led by Fazil Kucuk, began to express alarm and 

demanded either retrocession to Turkey or partition. Pub- 
lic opinion in Greece and Turkey was much aroused in 

support of the two communities, resulting in riots and ex- 
pulsions of Greek residents in Turkey. Frequent recourse 
to the United Nations produced no agreed solution. 
The decisive step was taken by the Greek and Turkish 

governments, which in February 1959 reached agreement 
between themselves in Zurich. Later the same month, 
at a conference in London, the Greek—Turkish compro- 
mise was accepted by the British government and by 
representatives of the Greek-Cypriot and Turkish-Cypriot 
communities, led by Makarios and Kicuk, respectively. 
In 1960 it was ratified by treaties agreed to in Nicosia. 
Cyprus became an independent republic, with Britain re- 
taining sovereignty over the two military bases at Akrotiri 
and Dhekélia. According to the terms of the treaties, the 
new republic would not participate in a political or eco- 
nomic union with any other state, nor would it be subject 
to partition. Greece, Turkey, and Britain guaranteed the 
independence, integrity, and security of the republic, and 
Greece and Turkey undertook to respect the integrity of 
the areas remaining under British sovereignty. Makarios 
became president and Kiticuk vice president in elections 
held in December 1959. Decisions of the council of minis- 
ters would be binding on the president and vice president, 
either of whom could, however, exercise a veto in matters 
relating to security, defense, and foreign affairs. Turkish 
Cypriots, who made up less than 20 percent of the popu- 
lation, were to represent 30 percent of the civil service and 
40 percent of the army and to elect one-third of the House 
of Representatives. A joint Greek and Turkish military 
headquarters was to be established. 

THE REPUBLIC OF CYPRUS 

The first general election took place on July 31, 1960. Of 
the 35 seats allotted to the Greek Cypriots, 30 were won 

by supporters of Makarios, 5 by agreement being allotted 
to the Communist-led Progressive Party of the Working 
People (AKEL). All 15 Turkish-Cypriot seats were won 
by supporters of Kuctk. The republic came into being on 
Aug. 16, 1960, and Cyprus was admitted as a member of 
the United Nations. The British government agreed to pay 
£12,000,000 in financial assistance over five years. Cyprus 
was admitted to membership in the Commonwealth in 
March 1961. 

The difficulties experienced in implementing some of 
the complicated provisions of the constitution, particu- 
larly over local government and finance, led Makarios 

late in 1963 to propose to Kiicgik 13 amendments. These 
were rejected by the Turkish government and the Turk- 
ish Cypriots, and in the next month fighting broke out 
between the two Cypriot communities. As a result, the 

area controlled by the Turkish Cypriots was reduced to 
a few enclaves, and Nicosia was divided by a cease-fire 
line, policed to begin with by British troops. In March 
1964 the UN Security Council agreed to send to Cyprus a 
multinational force known as the United Nations Peace- 
Keeping Force in Cyprus, or UNFICYP. Its mandate was 

Negotia- 
tions for 

indepen- 
dence 

Conflict 

between 

Greek 

Cypriots 
and 

Turkish 

Cypriots 



Proclama- 

tion of the 

Turkish 

Federated 

State of 
Cyprus 

extended repeatedly in the course of the continuing con- 
flict. In 1964 intensified fighting in the northwest caused 
the Turkish air force to intervene; at the same time a 
full-scale invasion was threatened. Contingents of troops 
from Greece and Turkey were brought into the island 
clandestinely together with officers to command and 
train the forces raised by the two communities. Grivas, 
who had been promoted to lieutenant general in the 
Greek army, returned from Greece to command the 
Greek-Cypriot National Guard. In 1967 an incident in 
the southeast led to a Turkish ultimatum to Greece, 
backed by the threat of invasion. The military junta then 
ruling Greece complied by withdrawing the mainland 
contingents together with General Grivas. An uneasy 
peace was established, but intercommunal talks failed to 
produce a solution. 
Makarios was reelected president in 1968 by an over- 

whelming majority, and in 1973 his reelection was not 
even contested. Although Makarios had originally been a 
leader in the campaign for enosis, he was thought by many 
Greek Cypriots and mainland Greeks to be content with 
Cyprus’s independence after he became president. Dissi- 
dents angered by that perception are assumed to have tried 
to assassinate him in 1970 and 1973. In 1973 Makarios 
was denounced by the three suffragan bishops ecclesiasti- 
cally subordinate to him; they demanded that he renounce 
the presidency because it was in conflict with his role as a 
spiritual leader. Makarios circumvented them, however, 
by calling a synod of the Eastern Orthodox churches 
presided over by the patriarch of Alexandria. Meanwhile 
Grivas had returned secretly to Cyprus in 1971 to resume 
the campaign for enosis under a newly formed EOKA-B; 
he died in Limassol in 1974, at age 75. (D.W.S.H.) 
Establishment of an independent Turkish state. On 

July 15, 1974, a detachment of the National Guard, led 
by officers from mainland Greece, launched a coup to as- 
sassinate Makarios and establish enosis. They demolished 
the presidential palace, but Makarios escaped. A former 
EOKA member, Nikos Sampson, was proclaimed presi- 
dent of Cyprus. Five days later Turkish forces landed at 
Kyrenia to overthrow Sampson’s government. They were 
met by vigorous resistance, but the Turks were successful 
in establishing a bridgehead around Kyrenia and linking 
it with the Turkish sector of Nicosia. On July 23 Greece’s 

junta fell and a democratic government under Konstan- 
tinos Karamanlis took power. At the same time, Samp- 
son was replaced in Cyprus by Glafcos Clerides, who as 
president of the House of Representatives automatically 

succeeded the head of state in the latter’s absence. The 
three guarantor powers—Britain, Greece, and Turkey— 
as required by the treaty, met for discussions in Geneva, 
but the Turkish advance continued until mid-August. By 
that time Turkey controlled roughly the northern third of 
the island. In December Makarios returned and resumed 
the presidency, and a few months later Turkish leaders 
proclaimed a Turkish Federated State of Cyprus under 
Rauf Denktash as president. 

In May 1983 Denktash broke off all intercommunal 
talks, and in November he proclaimed the Turkish Re- 
public of Northern Cyprus (TRNC); the republic’s inde- 
pendence was recognized only by Turkey. The UN 
Security Council condemned the move and repeated its 
demand, first made in 1974, for the withdrawal of all for- 
eign troops from the Republic of Cyprus. Renewed UN 
peace-proposal efforts in 1984 and 1985 were unsuccess- 
ful, and in May 1985 a constitution for the TRNC was ap- 
proved by referendum. 

The failure of intercommunal talks. Talks between 
Clerides and Denktash, representing the Greek and Turk- 
ish Cypriots, respectively, had begun in 1968. They con- 
tinued inconclusively until 1974, the Turks demanding 
and the Greeks rejecting the proposal for a bizonal federa- 
tion with a weak central government. In February 1975, 
after the Turkish Cypriots had proclaimed their own state 
in the Turkish-occupied area (a body calling itself the Pro- 
visional Cyprus-Turkish Administration had been in exis- 
tence among Turkish Cypriots since 1967), Denktash 
claimed that their purpose was not independence but fed- 
eration. Talks were resumed in Vienna in 1975 and 1976 
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under UN auspices, and in early 1977 Makarios and 
Denktash agreed on acceptable guidelines for a bizonal 
federation. In August Makarios died, and Spyros Kypri- 
anou, president of the House of Representatives, became 
acting president of the republic. He returned unopposed to 
that office for a five-year term in January 1978 and was re- 
elected in 1983; Turkish Cypriots took no part in the 1983 
election. (D.W.S.H./J.S.Bo.) 
Kyprianou lost his bid for a third term in 1988 to an in- 

dependent candidate, Georghios Vassiliou, who won in the 
second round by a narrow margin. Vassiliou, in turn, lost 
by a narrow margin in 1993 to the rightist Glafcos 
Clerides, who was reelected in 1998. At first Clerides 
showed no willingness to deal with the Turkish-Cypriot 
leader Denktash, but the two eventually met in New York 
under UN auspices. In late 2002 the European Union of- 
fered Cyprus membership in its organization on the con- 
dition that reunification talks were concluded. Barring 
reunification, membership would go to the Greek Cypriot 
portion of the country only. In February 2003 Tassos Pa- 
padopoulos defeated Clerides and assumed the presidency 
of the Republic of Cyprus, but one month later reunifica- 
tion talks stalled. TRNC leaders responded by opening the 
border for the first time in some 30 years. The failure of a 
reunification vote in early 2004 was followed by further re- 
laxing of border restrictions. (Ed.) 
For later developments in the history of Cyprus, see the 
BRITANNICA BOOK OF THE YEAR. 
For coverage of related topics in the Macropedia and Mi- 

cropedia, see the Propedia, sections 912, 962, and 972. 
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vakia came into being on Jan. 1, 1993, with the dis- 
solution of the Czechoslovak federation. Czechoslo- 

vakia itself had been formed in 1918 at the end of World 
War I, following the collapse of the Austro-Hungarian 
empire. Prior to that, the region consisted of three histor- 
ical lands: Bohemia and Moravia in the west (often called 

the Czech Lands) and Slovakia in the east, which before 
World War I was a part of Hungary inhabited primarily 
by Slovaks. This region lay across the great ancient trade 
routes of Europe, and, by virtue of its position at the heart 
of the continent, it was one in which the most varied 

Ts modern states of the Czech Republic and Slo- of traditions and influences encountered each other. The 
Czechs and Slovaks traditionally shared many cultural 
and linguistic affinities, but they nonetheless developed 
distinct national identities. The emergence of separatist 
tendencies in the early 1990s following the loosening of 
Soviet hegemony over eastern Europe led, by the end of 
1992, to the breakup of the federation. 
This article first discusses the history of the Czechoslovak 

region up to the dissolution of the federation. This is fol- 
lowed by treatments of the geography and recent history 
of the two republics. 
The article is divided into the following sections: 
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HISTORY 

The historical regions to 1914 

The part of Europe that constitutes the modern states of 
the Czech Republic and Slovakia was settled first by Celtic, 
then by Germanic, and finally by Slavic tribes over the 
course of several hundred years. The major political and 
historical regions that emerged in the area are Bohemia, 
Moravia, and Slovakia. These regions coexisted, with a 

constantly changing degree of political interdependence, 
for more than a millennium before combining to form the 
modern state of Czechoslovakia in 1918. Each was subject 
to conquest, each underwent frequent shifts of population 
and periodic religious upheavals, and at times at least two 
of the three were governed by rival rulers. Bohemia and 
Moravia—the constituent regions of the Czech Repub- 
lic—maintained close cultural and political ties and in fact 
were governed jointly during much of their history. Slo- 
vakia, however, which bordered on the Little Alfold (Little 

Hungarian Plain), was ruled by Hungary for almost 1,000 
years and was known as Upper Hungary for much of the 
period before 1918. Thus, the division of Czechoslovakia 
in 1993 was based on long-standing historical differences. 

ORIGINS AND EARLY HISTORY 

Bohemia. The prehistoric people north of the middle 
Danube River were of uncertain origin. The Boii, a Celtic 
people, left distinct marks of a fairly long stay, but its 
time cannot be firmly established. The name Bohemia is 
derived through Latin from Celtic origins. The Celtic pop- 
ulation was supplanted by Germanic tribes. One of them, 
the Marcomanni, inhabited Bohemia, while others settled 
in adjacent territories. No outstanding event marked the 
Marcomanni departure. 
Archaeological discoveries and incidental references to 

Bohemia in written sources indicate that the movements 
of ethnic groups were not always abrupt and turbulent but 
that the new settlers began to enter the territory before the 
earlier inhabitants had left it. It can be assumed, there- 

fore, that the Slavic people were coming in groups before 

the southward migration of the Germanic tribes. In the 
6th century AD, Bohemia and the neighbouring territories 
were inhabited by the Slavs. 
While mountains and forests offered protection to Bo- 

hemia, the tribes in the lowlands north of the Danube 
and along its tributaries were hard-pressed by the Avars of 
the Hungarian plains. Attempts to unite the Slavic tribes 
against the Avars were successful only when directed by 
such personalities as the Frankish merchant Samo, who 
gained control of a large territory in which at least part 
of Bohemia was included. His death in 658 ended the 
loosely knit state. A more auspicious era dawned after 
Charlemagne defeated the Avars in the 8th century. 
There followed a period of comparative security, in which 

the concentration of the Slavs into political organizations 
advanced more promisingly. Soon after 800 three areas 
emerged as potential centres: the lowlands along the Nitra 
River, the territory on both sides of the lower Morava 
(German: March) River, and central Bohemia, inhabited 
by the Czech tribe. In time, the Czechs, protected from 

foreign intruders, rose to a dominant position. Governed 
by rulers claiming descent from the legendary plowman 
Premysl and his consort LibuSe, the Czechs brought much 
of Bohemia under their control before 800 but failed to 
defeat the tribes in the east and northeast. Apart from 
occasional disturbances, such as Charlemagne’s invasions 
(805), the Czech domain was not exposed to war and dev- 
astation, and little of the life there came to the notice of 
clerics who were recording contemporary events in central 
Europe. (O.0.) 
Unification of Great Moravia. The earliest known in- 

habitants of Moravia were the Boii and the Cotini, an- 
other Celtic tribe. These were succeeded about 15-10 
Bc by the Germanic Quadi. The Germanic peoples were 
pushed back from the middle Danube by the coming of 
the Avars in AD 567. The exact date of the arrival of 
the Slavs in Moravia, as in Bohemia, is uncertain; but 
by the late 8th century Moravia was settled by the Slavs, 
who acknowledged no particular tribe but took the general 
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name of Moravians from the Morava River. An important 
trade route from the Baltic to the Adriatic Sea developed 
through the Morava River basin. 
When Charlemagne destroyed the Avar empire about 

796, he rewarded the Moravians for their help by giving 
them a part of it, which they held as a fief from him. 
They thus became loosely tributary to him for all their 
lands, but their princes enjoyed independence and often 
made war on him and on his successors, Louis I the 
Pious and Louis the German. By the first half of the 9th 
century, Moravia had become a united kingdom under 
Prince Mojmir I (ruled c. 818-c. 846). 
In about 833 Mojmir attached the Nitra region (the 

western part of modern Slovakia) to his domain. His 
successor (after 846), Rostislav, consolidated the country 
and defended it successfully. His relations with the East 
Frankish empire (since 843 under Louis the German) 
were determined by political considerations and by the ad- 
vance of Christianity into the Slavic areas. The bishoprics 
of Regensburg, Passau, and Salzburg competed in trying 
to convert the central European Slavs but achieved only 
limited success. The archbishop of Salzburg consecrated a 
church at Nitra about 828. In 845 Regensburg baptized 
14 chieftains from Bohemia. Mojmir’s Moravia appar- 
ently had more frequent contacts with Passau than with 
Salzburg. Archaeological discoveries in the 20th century 
indicate that missionaries made noticeable progress before 
860; stone churches were built as places of Christian wor- 
ship at Mikuléice and elsewhere. 
But Rostislav was dissatisfied with the Latin-speaking 

Frankish clergy and asked the Byzantine emperor Michael 
III for Slavic-speaking preachers. A group of clerics headed 
by two brothers of Greek origin, Constantine and Method- 
ius, arrived from Constantinople in 863. They not only 
preached in Slavic but also translated the sacred books 
into that language and used them in divine services. To 
Constantine is attributed the creation of the first Slavic al- 
phabet. After some two and a half years, the two brothers 
journeyed to Rome to ask for papal support for their work 
and their use of the Slavic language. Constantine entered 
a convent in Rome, taking the name of Cyril; he died in 

869. Methodius received the pope’s sanction for his work 
in Moravia and in Pannonia, Moravia’s southern neigh- 
bour. The two territories were organized as a province 
and connected with the ancient archbishopric of Sirmium, 
restored by the pope. Methodius’ elevation to archbishop 
angered the Frankish clergy, who regarded his archdiocese 
as their missionary field. He was captured and imprisoned 
until 873; he then returned to Moravia and put himself 
under the protection of Rostislav’s successor, Svatopluk. 
Relations between the ruler and the archbishop, however, 
were not harmonious. After Svatopluk’s conciliation with 
the Franks at Forchheim (874), clerics of the Latin rite ap- 
peared again in Moravia, interfering with the archbishop’s 
work. In 880 Methodius obtained from Pope John VIII a 
formal sanction of his work, including the Slavic liturgy. 
Svatopluk distinguished himself in the conduct of polit- 

ical affairs. After the death of Louis the German (876), 
he acquired large territories with Slavic populations. The 
Great Moravia that he created included all of Bohemia, 
the southern part of modern Poland, and the western part 
of modern Hungary. He annexed some territories and left 
local princes who recognized his suzerainty in others. Such 
was apparently the case of the Czech prince Bofivoj I. 
Propagation of Christianity followed Svatopluk’s advances. 
According to legends, Botivoj was baptized by Methodius 
and then admitted clerics of the Slavic rite to his prin- 
cipality. While the archbishop was engaged in missionary 
work in the annexed territories, however, advocates of the 
Latin rite, headed by a Frankish cleric, Wiching, bishop 
of Nitra, strengthened their position in Moravia. During 
Methodius’ lifetime the Slavic clergy had the upper hand; 
but after his death (885) Wiching banned Methodius’ 
disciples from Moravia, and most of them moved to Bul- 

garia. Pope Stephen V reversed his predecessor’s policy 
and forbade the Slavic liturgy. 
Svatopluk continued his policy of expansion for several 

more years, but soon after 890 he made the East Frankish 
king Arnulf his enemy. Arnulf’s expedition into Moravia 
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in 892 opened a period of troubles, which increased when 
Arnulf made an alliance with the Magyars of Hungary. 
Svatopluk’s successor, Mojmir II, tried unsuccessfully 
to protect his patrimony; sometime in 905-908 Great 
Moravia ceased to exist as an independent country. 

(E.Wn./O.0.) 
Slovakia. The country was inhabited in the first cen- 

turies AD by Illyrian, Celtic, and then Germanic tribes. The 
Slovaks—Slavs closely akin to, but possibly distinct from, 
the Czechs—probably entered it from Silesia in the 6th or 
7th century. For a time they were subject to the Avars, 
but in the 9th century the area between the Morava River 
and the central highlands formed part of Great Moravia, 
when the Slovak population accepted Christianity from 
Cyril and Methodius. In the 890s, however, the German 
king Arnulf called in the Magyars to help him against 
Moravia, and Slovakia lay in their path. The Moravian 
state was destroyed in the first decade of the 10th century, 
and after a period of disorder Slovakia became one of the 
lands of the Hungarian crown in the 11th century. 
The main ethnic frontier between Magyars and Slovaks 

ran along the line where the foothills merge into the 
plain, though there were also Magyars settled in the larger 
valleys; later, the landlord class and much of the urban 

population in the whole area was Magyar. On the other 
hand, as the country suffered from chronic overpopula- 
tion, a constant stream of Slovak peasants moved down 
into the plains, where they usually were Magyarized in 
two or three generations. (E.Wn.) 

THE PREMYSLID RULERS OF BOHEMIA (895-1306) 

The prince of Bohemia made an accord with Arnulf (895) 
and thereby warded off the danger of invasion. The do- 
main over which the descendants of Premysl ruled from 
the Prague castle was, in the early 10th century, the 
largest unit in Bohemia. The tribal chieftains who opposed 
centralistic tendencies exercised control over the eastern 
and northeastern districts, but the extent of their power 
is not known. The most powerful of them, the Slavniks 
residing at Libice, remained defiant until the end of the 
10th century. 

Bohemia maintained close relations with neighbour- 
ing Bavaria. Both countries were threatened for several 

decades by the Magyars, and other developments in their 
vicinity also affected political and social life. The most 
important of these was the rise in Germany of the Saxon 
dynasty, which began with Henry I the Fowler; the im- 
perial coronation of Otto I in Rome (962) marked the 
restitution of the Holy Roman Empire, with which Bo- 
hemia was linked thereafter for many centuries. Bohemia’s 
reorientation toward the Saxon dynasty began under the 
grandson of Bofivoj, Wenceslas I (Vaclav, ruled 921-929); 
it was symbolized by the dedication of a stone church 
at the Prague castle to a Saxon saint, Vitus. Both Slavic 
and Latin legends praise Wenceslas as a fervent Christian 
believer but tell little about his political activities. He was 
murdered by his younger brother Boleslav, and soon after- 
ward he became regarded as the patron saint of Bohemia. 
The legends present the murder as an outburst against 
Wenceslas’ devotion to the new faith, but the conspiracy 
probably also had a political motivation. 
Boleslav I (ruled 929-967) reigned as a Christian prince; 

his daughter married Prince Mieszko I of Poland and 
helped spread Christianity in that country. Boleslav at- 
tempted, unsuccessfully, to loosen the ties with the Saxon 
dynasty. Boleslav II (ruled 967-999) used friendly relations 
with the pope and the emperor to enhance his prestige. He 
attached new territories east of Bohemia to his father’s an- 
nexations. In 973 a bishopric was founded in Prague and 
subordinated to the archbishop of Mainz. The first bishop, 
Thietmar, was from the Saxon land but knew the Slavic 
language; he was succeeded in 982 by Adalbert (Vojtéch), 
a member of the Slavynik family. Adalbert’s promotion 
can be viewed as an attempt to harmonize relations be- 
tween the Prague and Slavnik princes, but that result did 

not materialize. Legends hint that Adalbert encountered 
considerable opposition when attempting to raise the stan- 
dards of religious life in his diocese, and tension’ between 
the rival dynasties showed no signs of abating. In 995 
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Boleslav II moved against the Slavniks and broke their 
power. Adalbert enjoyed some initial success among the 
heathen Prussians on the shores of the Baltic Sea but then 
suffered a martyr’s death in 997. 
Struggles among the descendants of Boleslav II plagued 

the country for about 30 years and considerably reduced 
its power. Most of the territories attached to Bohemia in 
the 10th century were lost. Prince Byetislav I, a grandson 
of Boleslav II, led a successful expedition into Moravia; 
he conquered only a minor portion of the former Great 
Moravia, but it was large enough to constitute a province, 
and it was linked from then on with Bohemia. However, 
the ambitions of Bietislav, who was enthroned in 1034, 

ran higher. He invaded Poland in 1039 with only tempo- 
rary success; -he incurred the indignation of the German 
king Henry III and was forced to evacuate the conquered 
territory and to make an oath of fealty (1041). In the latter 
part of his reign, Bretislav cooperated with Henry III, thus 
protecting his domain against armed intervention. 
The entire territory of Bohemia and Moravia was re- 

garded as a patrimony of the house of Premysl, and no 
emperor attempted to put a foreign prince of his own 
choice on the throne. But the ruling family grew large, 
and after Bretislav’s death (1055) it became entangled in 
competition for primacy. For about 150 years the course 
of public life in Bohemia was largely determined by dis- 
sensions among the adult princes, some of whom ruled in 
portions of Moravia under Prague suzerainty. The emper- 
ors and the landowning magnates exploited the conflicts 
to promote their selfish interests. A key problem was the 
absence of any strict law of succession; the principle of se- 
niority usually conflicted with the reigning prince’s desire 
to secure the throne for his oldest son. 
The territory’s minor obligations toward the emperors 

were a handicap under weak princes or when the male 
members of the ruling family were at odds, but a strong 
prince could turn friendly relations with the empire to his 
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advantage. Bietislav’s second son, Vratislav II (ruled 1061- 
92), as a compensation for services rendered, obtained 

from Emperor Henry IV the title of king of Bohemia 
(1085). Another able ruler, Vladislav I, gained the dignity 
of a cupbearer to the emperor (1114), one of the highest 
court offices; as its holder, the prince of Bohemia became 

one of the electors who chose the Holy Roman emperor. 
Vladislav II (ruled 1140-73) participated in the campaigns 
of Frederick I Barbarossa in Italy. He was named king and 
crowned by the emperor at Milan in 1158. 
Active participation in imperial policies and military 

campaigns reduced markedly the Czechs’ isolation, caused 
by Bohemia’s geographic position. Other contacts were 
made with foreign merchants and with clerics who came 
from abroad or who were traveling from Bohemia to 
Rome and to famous shrines. By the early 11th century, 
the Latin rite prevailed. Cosmas of Prague, who recorded 
in his chronicle the history of Bohemia to 1125, was an 
ardent supporter of the Latin liturgy. Western orientation 
of the hierarchy and of the monastic orders was docu- 
mented by the prevalence of Romanesque architecture, of 
which notable examples could be found in Prague and in 
the residences of lesser members of the ruling family. In 
social stratification and in economy, the country reached 
such a degree of consolidation that it withstood, without 
serious damage, the political struggles that ravaged it in 
the late 12th century. 
Frederick I helped foment discord among Premysl’s de- 

scendants. In 1182 he reduced the dependence of Moravia 
on the Prague princes and subordinated that province to 
his imperial authority. In 1187 he exempted the Prague 
bishop, a member of the Premysl family, from the juris- 
diction of the ruling prince and made the bishopric an 
imperial fief. These decisions had no lasting significance, 
however, and the Premysl patrimony survived. The period 
of trials closed with Frederick’s death (1190). Frequent 
subsequent changes on the imperial throne lessened the 
danger of intervention. During the same period, the Pre- 
mysl family was reduced to one branch, so that the prob- 
lem of succession lost its pressing importance. In 1198 
the Premysl duke Otakar I received the royal title for 
himself and his descendants from one: of the competitors 
for the imperial crown. A solemn confirmation occurred 
in 1212, when Frederick II issued a charter known as the 
Golden Bull of Sicily, which regulated the relationship 
between Bohemia and the empire. The king’s obligations 
were reduced to a minimum, but as elector he was able 

to exercise perceptible influence, ranking first among the 
temporal members of the college of electors. 
Under Otakar I and his successors, Bohemia moved from 

depression to political prominence and economic prosper- 
ity. The original socioeconomic structure was giving way 
to a more developed stratification. The clergy gained inde- 
pendence from temporal lords in 1221. The landowning 
class, made up of wealthy lords and less-propertied squires, 
claimed freedom in administering their domains and a 
more active role in public affairs. In the early 13th cen- 
tury the population of Bohemia and Moravia increased 
noticeably through immigration from overpopulated areas 
in Germany. Many of the German-speaking newcomers 
were encouraged by the kings to found urban communities 
or to develop mining, especially of silver. The landowning 
magnates and the ecclesiastical institutions followed the 
royal example and settled the immigrants on their estates. 
There thus came into existence an urban middle class that 
enjoyed valuable privileges, especially the use of German 
law, and that became only slowly amalgamated with the 
native population. Apart from the townsfolk, German 
farmers moved into Bohemia and Motavia and trans- 
formed the less attractive border districts into prosperous 
areas. German immigration continued under Otakar I’s 
successor, Wenceslas I (ruled 1230-53), and reached its 
peak under Otakar II (ruled 1253-78). Bishop Bruno of 
Olomouc, in cooperation with the king, promoted colo- 
nization of large tracts of land in northern Moravia. 
Otakar II was a strong and capable ruler who obtained 

possession of Austrian lands through marriage, and in 
1260 he was invited by the nobility of Styria to become 
their lord. Personal bravery and financial resources facil- 

Vratislav II 

The 

Golden 

Bull of 
Frederick 
Il 



The end 
of the 
Premysl 
dynasty 

itated his penetration into other Alpine provinces. Before 
his opponents could combine forces to check his advance, 
Otakar II had exercised influence in Carinthia as well as 
in some territories along the Adriatic coast. His expansion 
aroused the hostility of the kings of Hungary; but even 
more dangerous was Rudolf, count of Habsburg, who was 
elected king of the Romans in 1273 and, to secure a 
foothold in central Europe, claimed the Austrian lands as 
vacant fiefs of the empire. War followed and ended in 
Otakar’s defeat in 1276. Otakar was unwilling to accept 
the loss of Austria as final, however, and began a new 
campaign. Not only Rudolf’s army but also Hungarian 
troops moved against the Czech forces, and a group of 
noblemen, most of them from southern Bohemia, sided 
with the enemy. Otakar was too weak to resist the unex- 
pected coalition against him, and, on Aug. 26, 1278, at 
Durnkrut, Austria, he lost both the battle and his life. 
Otakar’s only son, Wenceslas II (ruled 1278-1305), was 

too young to take control immediately. During the period 
following Otakar’s death (remembered as the evil years), 
Wenceslas was a mere puppet in the hands of ambitious 
lords, but in 1290 he emancipated himself from the tute- 
lage and ruled with more success than had his father. 
The country was recovering quickly from both political 
and economic depression, and it again played an active 
role in international relations. Instead of resorting to wars, 
Wenceslas engaged in negotiations and soon achieved 
success in Upper Silesia. This was a prelude to his pen- 
etration into Poland, which culminated in 1300 with his 
coronation as its king. Diplomatic dexterity and enormous 
wealth quickly enhanced Wenceslas’ prestige. In 1301 he 
was considered a candidate for the vacant throne of Hun- 
gary, but he recommended his son as a candidate instead. 
Meanwhile, the mines in various parts of the country, 
particularly at Kutna Hora, yielded so much silver that 
the king was able to reform the monetary system and 
issue coins (grossus), which soon circulated within and 
outside his kingdom. Wenceslas II’s acquisitions, however, 
were lost soon after his death; his son Wenceslas II] took 
over Bohemia but was assassinated on his way to Poland 
(1306). Thus ended the long rule of the Premysl family. 

THE LATE MIDDLE AGES (1310-1526) 

The Luxembourg dynasty. After a four-year struggle for 
the throne, the Bohemian magnates decided for John of 

Luxembourg, son of Henry VII, the king of the Romans. 
John, only 14, married Elizabeth (Eliska), the second 
daughter of Wenceslas II. John confirmed the freedoms 
that the Bohemian and Moravian nobles had usurped 
during the interregnum and pledged not to appoint aliens 
to high offices. Nevertheless, a group of advisers, headed 
by Archbishop Petr of Aspelt, followed John to Prague 
and tried to uphold the royal authority. In the resulting 
conflict, a powerful aristocratic faction scored a decisive 
victory in 1318. Its leader, Jindfich of Lipa, virtually 
ruled over Bohemia until his death in 1329. John found 
satisfaction in tournaments and military expeditions, and 
he attached to Bohemia some adjacent territories; the ex- 
tension of suzerainty over the Silesian principalities was 
his most significant achievement. He was assisted late in 
his reign by his oldest son, Wenceslas, who was brought 
up at the French royal court, where he changed his name 
to Charles. Charles endeavoured to raise the prestige of 
the monarchy but was hindered by John’s jealousy and 
by lack of cooperation among the nobility. In 1346 both 
John, then blind, and Charles joined the French in an ex- 

pedition against the English. John fell at Crécy, in France. 
John and Charles benefited from friendly relations with 

the popes at Avignon. In 1344 Clement VI elevated the 
see of Prague and made Arnost of Pardubice its first 
archbishop. Clement VI also promoted the election, in 

1346, of Charles as the king of the Romans. In Bohemia, 
Charles ruled by hereditary right. To raise the prestige 
of the monarchy, he cooperated with the nobility and 
the hierarchy. He made Bohemia the cornerstone of his 
power and, by a series of charters (1348), settled relations 
between Bohemia, Moravia, and other portions of his pat- 
rimony. He acquired several territories in the vicinity at 
opportune times by purchase or other peaceful means. At 
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the end of his reign, four incorporated provinces existed 
in union with Bohemia: Moravia, Silesia, Upper Lusatia, 
and Lower Lusatia. Charles also confirmed earlier docu- 
ments defining the position of Bohemia in relation to the 
empire. In 1355 he was crowned emperor in Rome as 
Charles IV. After consultation with the electors, Charles 
issued the Golden Bull, which remedied some of the po- 
litical problems of the empire, especially the election of 
the emperor. 
Under Charles, Prague became headquarters of the im- 

perial administration. By the foundation of a new district 
(nové mésto), Charles facilitated expansion of the city as 
well as a rapid increase in its population; about 30,000 
people lived there by the latter part of his reign. In 1348 he 
founded in Prague a university with four traditional divi- 
sions (theology, law, medicine, and liberal arts); its mem- 
bers were grouped into four nations (Bohemian, Bavarian, 
Saxon, and Silesian-Polish). Prague attracted scholars. ar- 
chitects, sculptors, and painters from France, Italy, and 
German lands; the most distinguished among them was 
the architect Petr Parlér (d. 1399), a native of Swabia. The 
flourishing of the late Gothic architectural style left a deep 
mark on both the royal residence and the countryside. 
Under Charles, Bohemia was spared entanglements in war 
and reached a high level of prosperity, shared by the up- 
per classes and the peasantry. Charles was eager to save 
the power and possessions accumulated since 1346. He 
succeeded in getting his son Wenceslas crowned king of 
the Romans in 1376. He also made provisions for divid- 
ing the Luxembourg patrimony, with the understanding 
that its male members would respect Wenceslas as their 
head. After Charles’s death (1378) a smooth transition 
to Wenceslas’ reign appeared to be assured. The country 
mourned Charles as “the father of the country.” 
His heir began to rule, without opposition, as Wenceslas 

IV. Although not without talents, he lacked his father’s 
tenacity and skill in arranging compromise, and in less 
than a decade the delicate balance between the throne, 
the nobility, and the church hierarchy was upset. In a 
conflict with the church, represented by Jan of JenStein, 
archbishop of Prague, the king achieved temporary suc- 
cess; the archbishop resigned and died in Rome (1400). 
The nobility’s dissatisfaction with Wenceslas’ regime was 
serious, mainly over the selection of candidates for high of- 
fices, which wealthy families regarded as their domain and 
to which Wenceslas preferred to appoint gentry or even 
commoners. The struggle was complicated by the partici- 
pation of other Luxembourg princes, especially Wenceslas’ 
younger brother Sigismund. The nobles twice captured 
the king and released him after promises of concessions. 
But Wenceslas never took his pledges seriously, and the 

conflict continued. Simultaneously with the troubles in 
Bohemia, discontent with Wenceslas was growing in Ger- 
many. In 1400 the opposition closed ranks; the electors 
deposed Wenceslas and elected Rupert of the Palatinate 
as emperor. 

The turn of the century was a watershed in reform en- 
deavours in Bohemia. The movement arose about 1360 
from various causes, one of which was the uneven distri- 
bution of the enormous wealth accumulated by the church 
in a comparatively short time. Moral corruption infected 
a large percentage of the clergy and spread also among 
the laity. Prague, with its large number of clerics, suffered 
more than the countryside. Both the king and the arch- 
bishop showed favours to zealous preachers like Conrad 
Waldhauser and Jan Mili¢ of Kroméiiz, but exhortations 
from the pulpit failed to turn the tide. The Great Schism 
in Western Christendom after 1378 weakened the central 
authority. Disharmony between Wenceslas and Jan of 
JenStein hindered the application of effective remedies. In 
the late 14th century the reform movement was centred 
at Bethlehem Chapel (Betlémska Kaple) in Prague; its 
benefactors stressed preaching in Czech as the main duty 
of its rector. 
The second, more dramatic, period of the reform move- 

ment began with the appointment in 1402 of Jan Hus to 
the pulpit at Bethlehem Chapel. A scholar, he combined 
preaching with academic activities and thus was able to 
reach the Czech-speaking masses and to group around 
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himself scholars and students dedicated to the idea of re- 
form. The university was split, because foreign members 
followed the conservative line. Another cause of division 
was the popularity of John Wycliffe, an English ecclesi- 
astical reformer, among the Czech masters and students. 
Hus did not follow Wycliffe slavishly but shared with 
him the conviction that the Western church had deviated 
from its original course and was in urgent need of reform. 
Hus enjoyed the goodwill of Zbynék Zajic, archbishop 
of Hazmburk. The atmosphere in Prague deteriorated 

rapidly, however; the German members of the univer- 
sity allied with Czech conservative prelates, led by Jan 
Zelezny (“the Iron”), bishop of Litomysl. Because Wence- 
slas favoured the reform party, its opponents pinned hopes 
on Sigismund, king of Hungary; Wenceslas was childless, 
and Sigismund had a fair chance of inheriting Bohemia. 
In the winter of 1408-09, a strong group of cardinals 

convened a general council at Pisa, which deposed the two 
rival popes and elected Alexander V to fill the vacancy. 
Wenceslas sympathized with the cardinals and invited the 
university to join him. When the Germans did not re- 
spond favourably, he issued, in January 1409 at Kutna 
Hora (Kuttenberg), a decree reversing the traditional dis- 
tribution of votes. Thereafter, the three “foreign” nations 
had one vote and the Bohemian nation had three. The 
Germans rejected the decree and moved to Leipzig, where 
some of them unleashed a polemical campaign attributing 
to Hus more influence on the king than he actually had 
and depicting him as the chief champion of Wycliffe’s 
ideas. Meanwhile, Alexander issued a bull virtually outlaw- 
ing Hus’s sermons in Bethlehem Chapel and authorizing 
rigid measures against discussion of Wycliffe’s ideas. Hus 
and his collaborators continued their activities. Neither 
Wenceslas nor any of the Czech prelates was experienced 
enough to achieve reconciliation between the church au- 
thorities and the reform party, and Bohemia was drawn 
into a sharp conflict. In 1412 the antipope John (XXIII) 
became involved in a war with the king of Naples and 
offered indulgences for contributions to the papal trea- 

sury. When Hus and his friends attacked the questionable 
practices of papal collectors in Prague, John put Prague 
under interdict. Hus, hit by the sentence of excommuni- 
cation, left Prague and moved to the countryside under 
the protection of benevolent lords. 
In 1414 John, acting in harmony with Sigismund (who 

since 1411 had been the king of the Romans), called a 
general council to Constance (modern Konstanz, Ger.). 
Hus went there hoping to defend himself against accu- 
sations of heresy and disobedience. A safe conduct from 
Sigismund: did not protect him in Constance. Late in 
November he was imprisoned and was kept there even 
after John, who had lost control of the council, had fled 

and been condemned by the cardinals. In the spring of 
1415, Hus was called three times before the council to 

hear charges, supported by depositions of the witnesses 
and by excerpts from his own writing. The council paid 
no attention to Hus’s protests that many of the charges 
were exaggerated or false. Hus refused to sign a formula 
of abjuration; he was then condemned and handed over 
to temporal authorities for execution. He was burned at 
the stake on July 6. 
Some scholars reduced to a small number the points 

on which Hus had deviated from the official doctrine. 
But his followers, not interested in doctrinal subtleties, 
reacted emotionally against the council, Sigismund, and 
the conservative clergy. A wave of indignation swept over 
Bohemia and Moravia, and this movement, taking the 
name Hussite from the martyred leader, grew rapidly. A 
letter of protest, signed by 452 members of the nobility, 
was dispatched to Constance in September 1415. The con- 
demnation and burning of Hus’s friend Jerome of Prague 
(May 1416) increased the discontent. 
Hus had not evolved a system of doctrine nor had he 

designated his successor. The most faithful of his disciples, 
Jakoubek of Stiibro, was not strong enough to keep the 

movement under his control. Ideological differentiation set 
in and resulted in divisions and polemics. The moderate 
Utraquists were entrenched in Prague; the radicals came 
mostly from smaller boroughs and the countryside. The 

Germans in Bohemia and in the incorporated provinces 
remained faithful to the church, and, thus, the deep-seated 

ethnic antagonism was accentuated. 
After the death of Wenceslas IV (1419), political issues 

gained in importance. The Hussites were resolutely op- 
posed to Sigismund, but the Czech Catholics and the 

Germans were willing to recognize him. Sigismund, deter- 
mined to break the Hussite opposition, initiated a period 
of bitter struggles that lasted more than 10 years. Sigis- 
mund had the support of opponents of Hussitism within 
the kingdom, of many German princes, and of the papacy. 
Invasions of Bohemia assumed the character of crusades 
but were pushed back by the Hussites, who pulled together 
in times of danger. 
The moderate Utraquists and the radicals reached agree- 

ment on the fundamental articles of their faith. The 
radicals built themselves a centre, given the biblical name 
Tabor. The accord, concluded in 1420 in the nation’s 
capital, became known as the Four Articles of Prague; 
it stressed that (1) the word of God should be preached 

freely, (2) the communion should be administered in both 
kinds (i.e., both bread and wine) to clerics and laypersons, 
(3) worldly possessions of the clergy should be abolished, 
and (4) public sins should be exposed and punished. A 
wide range of disagreements between Prague and Tabor 
was left open and often resulted in mutual accusations 
and embitterment. A third party arose in northeastern Bo- 
hemia, around a newly founded centre at Oreb, but it had 
a much smaller following than either Prague or Tabor. 
Meetings were held at which attempts were made to give 

the country a national government; the most significant 
was an assembly at Caslav (June 1421). A regency council 
was set up, but it lacked sufficient authority, and the vir- 
tual master of the country was the leader of the “warriors 
of God,” Jan Zizka. He was originally attached to Tabor, 
but he became disgusted with the endless disputes of its 
theologians and left the radical stronghold to organize a 
military brotherhood in northeastern Bohemia (1422); its 
members became so devoted to Zizka that after his death 
(1424) they called themselves Orphans. 
Zizka strove tenaciously for two goals—the protection 

of Bohemia from Sigismund and the suppression of the 
enemies of the law of God within Bohemia and Moravia. 
He scored brilliant victories in battles against Sigismund’s 
forces but could not unite the country under his banner. 
A Roman Catholic minority, stronger in Moravia than in 
Bohemia, resisted the overtures of the Hussite theologians 
and Zizka’s attacks. After Zizka’s death, his heirs, headed 
by Prokop Holy the Shaven, lost interest in protracted 
warfare with Catholic lords and undertook instead foraging 
raids into the German territories bordering on Bohemia. 
Whenever a crusade menaced Bohemia, however, the radi- 

cal military brotherhoods joined the conservative forces to 
push back the invader. The last encounter at DomaizZlice 
was bloodless; the crusaders fled in panic upon hearing of 
the Hussite strength. 
Meanwhile, a general council of the church met at Basel, 

Switz., in 1431 and determined to find a peaceful settle- 
ment. At a conference at Cheb (1432), the delegates from 
Basel and the Hussite spokesmen resolved that in contro- 
versial matters “the law of God, the practice of Christ, of 
the apostles and of the primitive church” would be used to 
determine which party holds the truth. The Hussite envoys 
reached Basel and opened debate on the cardinal points 
of their doctrine. It soon became clear, however, that the 
council was unwilling to abide by the Cheb agreement 
and that theologians representing the Tabor and Orphan 
brotherhoods would not acquiesce to a lean compromise. 
A drastic change occurred in Bohemia in 1434. In a frat- 

ricidal battle at Lipany in May, combined Catholic and 
Utraquist forces defeated the radicals and took control 
of the country. Under the leadership of Jan Rokycana, 
dealings with the Council of Basel advanced markedly. 
The final agreement came to be known as the Compacts 
(Compactata); it followed the Four Articles of Prague 
but weakened them with subtle clauses (e.g., the council 
granted the Czechs the communion in both kinds but 
under vaguely defined conditions). After the promulgation 
of the Compacts (July 1436), an agreement followed with 

The 

Compacts 



Election of 
George of 
Podébrady 

Sigismund. But he died in 1437, and Bohemia was neither 
united in religion nor consolidated politically. 
Various forces hindered religious pacification. The 

Catholic clergy refused to respect the Compacts, because 
they were not sanctioned by the pope and would not ac- 
cept Rokycana as archbishop. The radical parties, although 
gravely weakened at Lipany, existed as an uncompromis- 
ing opposition to Rokycana. His bid for recognition was 
also defied by the right Utraquist wing, which had seized 
the key positions during Sigismund’s brief reign. 
The Hussite preponderance. Sigismund had no son, 

and the problem of succession caused a split among 
the nobility, which had been enriched during the revo- 
lutionary era by the secularization of church properties 
and had grown accustomed to the absence of monarchy. 
The conservatives accepted Sigismund’s son-in-law Albert 
Il of Austria, but the more resolute Hussites favoured 

a Polish candidate. Albert’s death in 1439 ushered in 
another interregnum. In January 1440 an assembly was 
held to set up provincial administration for Bohemia; its 
composition demonstrated clearly the steady rise in the 
importance of the wealthy lords, functioning as the first 
estate. The lesser nobility, recognized as the second estate, 
was large in number; although the percentage of Catholics 
among the lords was rather high, the second estate was 
predominantly Hussite and conscious of its contributions 
to the Hussite defense. The upper classes recognized the 
royal boroughs as the third estate but were increasingly 
more reluctant to share power with them. In the January 
assembly the political alignments were not identical with 
religious divisions. Some moderate Catholics cooperated 
with the Utraquist majority, headed by Hynek Ptacek of 
PirkStejn; a group of conservative Utraquists joined the 
Catholic lords, among whom Oldrich of Rozmberk held 

the primacy. The actual leader of the conservative bloc 
was Menhart of Hradec, nominally a Utraquist. No one 

was elected governor of Bohemia. Instead, in the counties 
into which Bohemia was subdivided, leagues were orga- 
nized to promote cooperation of local lords, knights, and 
royal boroughs, irrespective of religious orientation. 
The problem of succession became urgent when Albert’s 

widow, Elizabeth, gave birth to a boy, baptized Ladislas 
and called Ladislas Posthumus. Several foreign princes 
showed an interest in the throne, but in 1443 the es- 
tates recognized Ladislas’ claims. As he resided at the 
court of his guardian, the German king Frederick III, 

the interregnum was extended. Ptacek, who headed the 
majority, died in 1444, and the party acclaimed George 
of Podébrady as its leader. For several years the destiny 
of Bohemia was determined by the efforts of Oldiich of 
Rozmberk and his allies to obstruct George’s endeavours. 
Apart from political and economic stabilization, George 
strove for a papal sanction of the Compacts and for the 
confirmation of Rokycana as archbishop. George realized 
that Menhart’s domination of Prague was a more serious 
obstacle than Rozmberk’s intrigues; in 1448 George at- 
tacked and took Prague without bloodshed. Rokycana also 
entered the city and took over from the archconservatives 
the Utraquist (or Lower) consistory. Although Frederick 
Ill was of the same religion as Rozmberk, he realized 
that an alliance with George would improve Ladislas’ 
chances; in 1451 Frederick designated George governor of 
Bohemia. From that position of strength, George moved 
energetically against both the Rozmberk coterie and the 
remnants of the radicals, entrenched at Tabor. 

In October 1453 Ladislas was crowned king in St. Vitus’ 
Cathedral, and George served as his chief adviser. Ladislas 

had been brought up as a Roman Catholic, and German 
was his mother tongue. George hoped the king could 
reestablish Bohemia’s connection with the incorporated 
provinces, especially the populous and rich Silesia. Ladislas 
died suddenly in November 1457. Several foreign princes 
competed for the throne, but the estates of Bohemia reaf- 
firmed the elective principle and decided unanimously for 
George (March 1458). 
Although attached to the Utraquist party, George endeav- 

oured to rule as a king of “two peoples”: the Utraquists 
and the Catholics; the Czechs and the Germans. He was 

eager to be crowned according to the rites prescribed by 
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Charles IV. George’s son-in-law, King Matthias of Hun- 
gary, sent two bishops to Prague; George took a secret 
oath in their presence, by which he obliged himself to 
defend the true faith and to lead his people from errors, 
sects, and heresies. Because the Compacts were not men- 
tioned, George did not hesitate to make his pledge; since 
the agreement with the Council of Basel, the Utraquists 
considered the communion in both kinds as a lawful 
concession and not a heresy. Because both the election 

and coronation took place in Prague, George’s principal 
concern was to have his title recognized by the estates 
of the incorporated provinces. He was mostly successful, 
but he had to accept the friendly help of papal envoys to 
get at least a provisional recognition by the Catholic and 
predominantly German city of Breslau (modern Wroctaw, 
Pol.) in Silesia (1459). During the next three years George 
enhanced his prestige both at home and abroad. Feeling 
that no lasting peace could be achieved without the speedy 
settlement of religious issues, George attempted in 1462 
to have the Compacts sanctioned by Pope Pius II. Instead 
of approving the Compacts, the pope declared them null 
and void. When informed of the pope’s action, George 
held a solemn assembly in Prague in August and affirmed 
his devotion to the communion in both kinds. Although 
neither the pope nor the king showed any intention of 
retreating from his position, armed conflict was not in- 
evitable, and several princes, including Frederick III, were 
willing to use their influence to arrange a compromise. 
But a new pope, Paul II, was elected in 1464 and soon 
adopted an aggressive policy that encouraged George’s 
foes, especially the city of Breslau. A group of Catholic 
noblemen from Bohemia, headed by Zdenék of Sternberk, 
formed a hostile league at Zelena Hora (1465) and entered 
into negotiations with Breslau and other Catholic centres. 
Shortly before Christmas 1466 the pope excommunicated 
George and released his Catholic subjects from their oath 
of allegiance. In spring 1467 George’s troops attacked 
the rebel forces. George was, on the whole, successful in 
desultory campaigns against the castles of the insurgents, 
but his position became more awkward in the spring of 
1468 when Matthias of Hungary brought support to the 
Czech rebels. The Hungarians invaded Moravia and, by 
tying down a considerable portion of the royal army, they 
facilitated rebel successes in other parts of the kingdom. 
In May 1469 the opposition proclaimed Matthias king of 
Bohemia. In 1470 George achieved some successes over 
his rivals, but he was unable to consolidate them because 
of deteriorating health. He died in March 1471, mourned 

by both the Utraquists and loyal Catholics. 
The Jagiellonian kings. The Holy Roman emperor 

Frederick III had observed benevolent neutrality. George 
also had derived comfort from the friendly disposition 
of Casimir IV, the Jagiellonian king of Poland. Contacts 
with the Polish court continued after George’s death and 
resulted, in May 1471, in the election of Casimir’s son, 

known in Bohemia as Vladislas II, as king of Bohemia. 
Vladislas was supported by George’s partisans irrespective 
of religious affiliation. George’s foes adhered to Matthias, 

who possessed Moravia, Silesia, and the Lusatias. Vladi- 
slas’ forces were not strong enough to defeat the rival, 
and an agreement concluded in 1478 enabled Vladislas 
to consolidate his position in Bohemia but left Matthias 
in temporary possession of the incorporated provinces. 
After Matthias’ death (1490) Vladislas was elected king of 
Hungary (as Ulaszlo II); thus, he was able to reunite the 
incorporated provinces with Bohemia. Vladislas’ successor 
was his only son, Louis, a sickly boy nine years old at his 
father’s death. 
The reign of the two Jagiellonians was marked by a 

decline of royal authority. Vladislas I] had been brought 
up as a Catholic and made no secret of his dislike of 
the Utraquist rites. By his coronation oath, however, he 
obligated himself to respect the Compacts. As long as 
Matthias was alive, Vladislas was supported chiefly by the 
Utraquists. After 1490 he spent more time in Hungary 
than in Bohemia, as did Louis. In this latter period the 

Catholic lords attached themselves to the royal court and 
exercised strong influence on the public affairs of Bohemia. 
The Jagiellonian era at first appears to have been an 
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unbroken chain of aristocratic feuds and rivalries in 
which personal ambitions triumphed over patriotic sen- 
timents, but a closer examination reveals brighter spots 
and concrete examples of constructive cooperation. The 

king stood aloof, and the Catholic and Utraquist factions 
of the estates concluded an agreement at Kutna Hora 

(March 1485) that reaffirmed the Compacts, recognized 

the existing divisions in Bohemia, and forbade attempts 
by either party to extend its sphere of influence at the 
expense of the other. The accord lasted until 1516 but was 

renewed in 1512 as “of perpetual duration.” The Unity 
of the Czech Brethren, which had come into existence in 
1457-58 as a new expression of Hussite rigorism, was not 
granted legal protection. In 1508 Vladislas II issued a stern 
decree, ordering persecution of the Unity, but it was not 
applied too ngidly. 
The provincial diet rather than the royal court held pri- 

macy under the Jagiellonians, especially when the kings 
resided at Buda (modern Budapest). The lords dominated 

the diet and were supported by the lesser nobility when 
attempting to limit royal power or when introducing 
restrictive measures against the lower classes. Both the 
mighty lords and the less propertied knights viewed with 
displeasure the political aspirations of the royal boroughs, 
their competitors in commerce and production. The diets 
passed several resolutions to remove the third estate from 
the positions acquired during the Hussite revolution. Be- 
cause the boroughs obtained little help from the sovereign 
and his officers, the nobility encountered little resistance. 
A land ordinance adopted by the diet in 1500 limited 
considerably participation of the boroughs in the diet. The 
boroughs also were hit by several decrees, approved by 
the diet (especially those of 1487 and 1497), by which the 
landowners attached the peasantry to their estates. They 
thus reduced the possibility of migration into the towns 
and deprived the towns of cheap labour. 

The boroughs, prosperous and self-confident, resisted 
the limitations and sought allies wherever they could be 
found. They obtained some concessions under Vladislas 
II, but a general compromise was made by the diet held 
in 1517 by which the boroughs joined concessions in po- 
litical and administrative matters and surrendered some 
of the earlier privileges on which their economic prosper- 
ity was based. The higher estates tacitly recognized the 
right of the royal boroughs to participate in the diet as 
the third estate but reserved for themselves the positions 
on the board of provincial officers, including that of the 
vice chamberlain, who, in the king’s name, supervised 
municipal administration. Although the boroughs gained 
some reasonable satisfaction, the landowning nobility was 
permitted to engage in production of articles that were 
previously the monopoly of the royal boroughs. 
The agreement of 1517 did not end feuds and conflicts 

among the aristocratic factions and their partisans in the 
lower classes. In 1522 the Hungarian king Louis II left for 
Prague, intending to heighten the royal authority. With the 
help of loyal lords, he relieved Zdenék Lev of Rozmital 
of the office of supreme burgrave in February 1523 and 
appointed Karel of Minstrberk, a grandson of George of 
Podébrady, to that key position in provincial administra- 
tion. Soon after the king’s departure, however, Rozmital 
resumed political activity and searched for allies. Religious 
controversies that flared up soon after Martin Luther’s at- 
tack on indulgences (October 1517) increased tensions in 
Bohemia. Rozmital, posing as a staunch supporter of the 
old faith, ingratiated himself with the king and regained 
his office. Louis, fully occupied with Hungarian affairs, 
was preparing for a campaign against the Turks. Meeting 
the Turkish army with inadequate forces, Louis was de- 
feated; he drowned in the marshes near Mohacs, Hung., 
while retreating from the battlefield (August 1526). 

HABSBURG RULE (1526-1914) 

The Habsburgs to 1848. Ferdinand I of Habsburg, the 
husband of Louis’s sister Anne, presented his claims to 
the vacant throne. He made substantial concessions to 
the Bohemian magnates and was elected king in October 
1526; the coronation took place in February 1527. Ferdi- 
nand also ruled in other countries and, beginning in 1531, 

he assisted his brother, the emperor Charles V, in imperial 
affairs. After Charles’s resignation (1558) Ferdinand was 
elected emperor. He considered Bohemia his most pre- 
cious possession. 
Early in his reign, Ferdinand was frequently absent, but 

when he was in Bohemia, he endeavoured to dilute his 
precoronation pledges and curtail the privileges of the es- 
tates. He was obliged by the coronation oath to observe 
the Compacts and to treat the Utraquists as equal to the 
Catholics. But since 1517 Bohemia had been open to ideas 
emanating from Wittenberg and other Reformation cen- 
tres. Lutheranism had adherents among the Utraquists and 
among the German-speaking inhabitants of Bohemia and 
Moravia. The Unity of the Czech Brethren resisted suc- 
cessfully repeated attempts at its extermination; although 
not protected by the Compacts, the Unity increased in 

numbers and was shielded by sympathetic landowners, 
some of whom became members. The teachings of radical 
reformers also had echoes in Ferdinand’s domains. 
An opportunity to settle controversial problems arose in 

1547. During the Schmalkaldic War (1546-47), between 
the Habsburgs and the Protestant Schmalkaldic League, 

the estates of Bohemia pursued an inconsistent policy, 
and, after the Habsburg victory at Mihlberg (April 1547), 
Ferdinand moved quickly against them. The high nobility 
and the knights suffered comparatively mild losses, but the 
royal boroughs virtually lost their political power and were 
subordinated more rigidly to the royal chamber. Another 
target of the king’s wrath was the Unity; significantly, 
Ferdinand’s vindictive policy did not apply to Moravia, 
the estates of which were more cooperative during the 
Schmalkaldic War than were those of Bohemia. After 1547 
the Unity flourished in Moravia, and its members, driven 

from Bohemia, moved to Moravia or emigrated to Poland. 
The Diet of 1549 approved Ferdinand’s request that 

his firstborn son, Maximilian, be accepted as the future 
king. Ferdinand also resumed his scheme of religious re- 
union on the basis of the Compacts, but he soon realized 

that few Utraquists adhered to that outdated document. 
The majority, called Neo-Utraquists by modern histori- 
ans, professed Lutheran tenets as formulated by Martin 
Luther’s associate Philipp Melanchthen. Disheartened by 
the meagre results of his policy, Ferdinand turned toward 
the Catholic party to consolidate its organization. He in- 
troduced the newly founded and militant Society of Jesus 
(Jesuits) into Bohemia (1556) and obtained from Rome 
consecration of Antonin Brus of Mohelnice as archbishop 
(1561). Shortly before his death, Ferdinand succeeded in 
getting from Pius IV a sanction of the communion in both 
kinds, but the pope insisted on so many restrictions that 
his bull satisfied only the Utraquist extreme right. 
Maximilian II (ruled 1564-76) was reluctant to grant 

free exercise of the Lutheran faith, which the majority 
of the estates requested in 1571. After several years of 
futile efforts, the estates adopted a more flexible policy. 
Both the Czech Neo-Utraquists and the German-speaking 
Lutherans came together and prepared a summary of 
their faith, known as the Bohemian Confession, which 
agreed in the main points with the Augsburg Confession. 
The Brethren cooperated with the adherents of the Bo- 
hemian Confession but preserved both their doctrine and 
their organization. In 1575 Maximilian II approved the 
Bohemian Confession, but only orally; it was commonly 
assumed that his oldest son, Rudolf, who was present at 
the session, would respect his father’s pledge. 
The Counter-Reformation in Bohemia. The early stage 

of Rudolf II’s long reign (1576-1612) was simply an 
extension of Maximilian’s regime. But in 1583 Rudolf 
transferred his court from Vienna to Prague, bringing with 
him the high offices and foreign envoys. The Bohemian 
capital became once more an imperial residence and a 
lively political and cultural centre. Rudolf, brought up in 
Spain, had sympathy only for the Roman Catholic faith. 
Because the crown possessions were too small to yield ad- 
equate income, he depended mostly on the estates, whose 
majority was Protestant; only the provincial diets had the 
power to approve increased taxation and to grant subsi- 
dies for interminable wars against the Turks. The Catholic 
party, stronger among the lords than among the lesser no- 
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bility and burghers, came under the influence of militant 
elements, trained in Jesuit schools, and listened attentively 

to the papai nuncios and Spanish ambassadors. Because 
of its long antipapal tradition and its political promi- 
nence, Bohemia had an important place in the strategy of 

the Counter-Reformation. The Catholics singled out the 
Unity as their first target. Although numerically weak, the 
Brethren exercised a strong influence on Czech religious 
life and developed lively literary activities (in Rudolf’s 
reign they produced a translation of the Bible from the 
original languages, which was printed in a hamlet of Kral- 
ice on the domains of the lords of Zerotin and which 
came to be known as the Kralice Bible). The Catholics 

sought to create a breach between the majority party of 
the Bohemian Confession and the Unity. 
By a succession of new appointments, Catholic radicals 

about 1600 occupied the key positions in the provincial 
administration of Bohemia; their head, Zdenék Vojtéch of 
Lobkovice, served as the supreme chancellor and enjoyed 
Rudolf’s confidence. In 1602 Rudolf issued a rigid decree 
against the Unity, which was enforced not only in the 
royal boroughs but also on the domains of fervent Catholic 
lords. The Brethren and also the more resolute adherents 
of the Bohemian Confession realized that the days of 
peaceful coexistence were gone. They closed ranks under 
the leadership of Vaclav Budovec of Budov, a promi- 
nent member of the Unity. Dissatisfaction with Rudolf’s 
regime was growing rapidly in other Habsburg domains. 
His younger brother, Matthias, made contacts with the 
Austrian and Hungarian opposition; the Moravian estates, 
headed by Karel the Elder of Zerotin, joined Matthias. In 
1608 rebel forces advanced to Bohemia; Rudolf was un- 
able to resist them, and he made peace and transferred to 
Matthias the dissatisfied provinces. The Protestant estates 
of Bohemia used Rudolf’s weakness for their own pur- 
poses. In July 1609, Rudolf reluctantly issued a charter, 
known as the Majestat (Letter of Majesty), that granted 
freedom of worship to the Catholics and to the party of 
the Bohemian Confession, with which the Brethren closely 
cooperated. Some passages of the charter were vague, and 
so the Protestant and Catholic estates concluded an agree- 
ment stipulating that future conflicts should be settled by 
negotiation. The Catholic radicals, too weak to upset the 
agreement, were unwilling to accept the Majestdat as the 
final word in religious controversies. 
In 1611 Rudolf was deposed, and Matthias was crowned 

king of Bohemia. Because he was childless, the ques- 
tion of succession was debated both in the court circles 
and among the estates. In 1617 Matthias presented his 
nephew Ferdinand of Styria to the Diet of Bohemia as 
his successor. The resolute faction among the Protestant 
nobility was caught unprepared and acquiesced in Ferdi- 
nand’s candidacy, and he was accepted and crowned in St. 
Vitus’ Cathedral. Opposition grew quickly to Ferdinand, 
who was suspected of cooperation with the irreconcilable 
opponents of the Majestdt. In the spring of 1618 the 
Protestant estates decided on an action. Two governors 
of Bohemia, William Slavata and Jaroslav Martinic, were 
accused of violation of the Majestdat; after an improvised 
trial they, together with the secretary of the royal council, 
were thrown from the windows of the Royal Chancellery 
in Hradéany Castle (May 23, 1618) but escaped with only 
minor injuries. This act of violence, usually referred to as 
the Defenestration of Prague, sparked a rebellion in Bo- 
hemia. The estates replaced the board, or royal governors, 

with 30 directors, who assembled troops for defensive 
purposes and gained allies in the predominantly Lutheran 
Silesia and in the Lusatias; the estates of Moravia were 

reluctant to join. 
The death of Matthias (March 1619) changed the situa- 

tion profoundly. The directors refused to admit Ferdinand 
II into Bohemia. In Moravia the militant Protestant party 
overthrew the provincial government, elected 30 directors, 
and made an accord with Bohemia. At a general assembly 
of representatives of all five provinces, a decision was made 
to form a federal system. Ferdinand II was deposed, and 
Frederick V, elector of the Rhine Palatinate and a son-in- 
law of James I, king of England and Scotland, was offered 
the crown. He accepted and early in November 1619 was 
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crowned king according to an improvised Protestant rite. 
Frederick’s chances for success were slight: the population 
of Bohemia, especially the peasantry, was unenthusiastic 
in its support of the rebellion. Frederick received some fi- 
nancial help from the Netherlands, but German Protestant 

princes hesitated to become involved in a conflict with 
the Habsburgs, among whose allies were not only Catholic 
Bavaria but also Lutheran Saxony. In late summer 1620 
Maximilian I of Bavaria coordinated the Catholic forces; 
the short battle on the White Mountain, at the gates of 

Prague (Nov. 8, 1620), had a decisive effect and delivered 
Bohemia to Ferdinand II. Frederick and his chief advisers 
fled from Bohemia. Fighting continued in 1621 at some 
isolated places and in Moravia, but no one succeeded in 
pushing back Ferdinand’s troops. 
In imposing penalties, the victorious Ferdinand treated 

Bohemia more harshly than he did the incorporated 
provinces. In June 1621, 27 leaders (3 lords, 7 knights, 

and 17 burghers) were executed. Landowners who had 
participated in any manner in the rebellion had much of 
their property confiscated. The upper estates and the royal 
boroughs were ruined; they ceased to function as centres 
of economic and cultural activities. Ferdinand rescinded 
the Majestat and declared his intention to promote the 
program of re-Catholicization of Bohemia and Moravia. 
The Jesuits, banned in 1618 by the directors, returned 
triumphantly and acted as the vanguard in the systematic 
drive against the non-Catholics, including the moderate 
Utraquists. 
Absolutist rule. In 1627 Ferdinand II promulgated the 
Renewed Land Ordinance, a collection of basic laws for 
Bohemia that remained valid, with some modifications, 
until 1848; he issued a similar document for Moravia 
in 1628. Ferdinand settled, in favour of his dynasty, is- 
sues that had disturbed Bohemian public life since 1526: 
the kingdom was declared hereditary in both the male 
and female branches; the king had the right to appoint 
supreme officers; in the provincial diet the higher clergy 
was constituted as the first estate, and all the royal bor- 
oughs were represented by one delegate only; the diet 
lost legislative initiative and could meet only upon the 
king’s authorization to approve his requests for taxes and 
other financial subsidies; the king could admit foreigners 
to permanent residence; and the use of German besides 
the traditional Czech was authorized. No faith other than 
Roman Catholicism was permitted. 
Royal decrees pertaining to religion granted the upper 

classes the right to choose either conversion or emigra- 
tion. A fairly high percentage decided for the latter and 
settled abroad, mostly in Saxony. Many peasants left the 
country illegally, especially during the Protestant invasions 
of Bohemia. The Czechs’ most significant representative 
abroad was a scholar, John Amos Comenius (Jan Amos 

Komensky). The majority of the population remained in 
the homeland and gradually converted to Roman Catholi- 
cism. The Jesuits became the most important force in 
Czech spiritual life. In 1654 their leading school, the 
Clementinum, was united with the remnants of Charles 

University. The Jesuits controlled not only higher edu- 
cation but also literary production. With an increasing 
number of Czech novices, the Jesuits could reach the 
common people, the majority of whom spoke only the 
Czech language. 
The vacated places among the upper social classes were 

gradually filled by newcomers, most of whom obtained 
land as a compensation for services rendered to Ferdinand 
II and his successor, Ferdinand III (ruled 1637-57); some 
enterprising individuals purchased land in Bohemia either 
during or after the Thirty Years’ War (1618-48). The old 
families and the newcomers had in common their attach- 
ment to the Roman Catholic church and to the dynasty; 
they intermarried and became amalgamated over the next 
several decades. German became the language in which 
public affairs were transacted. Language was not the only 
barrier separating the peasantry and lower middle class 
from the propertied noblemen and burghers, however. 
Both the victorious church and the wealthy laymen re- 
garded the Baroque style as the most faithful expression 
of their religious convictions and their worldly ambitions. 
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For about 100 years, the Baroque dominated in archi- 
tecture, sculpture, and painting and influenced literature, 
drama, and music. The external appearance of Prague and 
the smaller boroughs and towns changed markedly. In the 
countryside, sumptuous aristocratic residences contrasted 

sharply with the modest dwellings of the peasantry. 

Leopold I (ruled 1657-1705) soon became involved in 
long and costly wars against the Turks and the French. 

Although Bohemia was not threatened by either of these 
enemies, its population had to share the financial bur- 
dens. The landed nobility was reluctant to accept financial 
obligation, so the major part of the contributions was ex- 
pected to come from the burghers and the peasants. The 

urban communities, which had been impoverished during 
the Thirty Years’ War, made no progress toward social 
and economic recovery. The lot of the peasantry was so 
heavy that uprisings occasionally took place, though with 
no chance of success. For the common people, the short 
reign of Joseph I (ruled 1705-11) brought some relief, but 
under his brother and successor, Charles VI (ruled 1711- 

40), their plight reached appalling dimensions. The court 
and the residences of the ranking aristocrats consumed 
vast sums of money, which had to be squeezed from the 

depopulated towns and poorly managed domains. At this 
time, the alienation of the masses of people reached its 
apex. 
The Habsburgs, ruling over Bohemia from 1620 to 1740, 

did not insist on its close union with their other domains. 
The kingdom of Bohemia, though under an absolutist 
regime, retained its autonomy. The two Lusatias were 
ceded in 1635 to Saxony; Bohemia, Moravia, and Silesia 
retained their provincial administration. Members of the 
local nobility were appointed to high offices. The supreme 
chancellor of Bohemia served as a link between the king- 
dom and the sovereign and resided in Vienna to facilitate 
communication with the court and various central agen- 
cies attached to it. 
Although motivated primarily by dynastic interests, most 

of the reforms of Charles’s daughter Maria Theresa (ruled 
1740-80) improved the living conditions of the popula- 
tion. Soon after her accession, Bavaria and Prussia in- 
vaded the Habsburg territories. Charles Albert, elector of 
Bavaria, occupied a major part of Bohemia and was ac- 
claimed king by a fairly strong party among the estates; 
but he could not establish himself permanently, and in 
1742 he pulled his forces back. Three wars fought against 
Frederick II the Great of Prussia in 1741-63, mostly in 
Bohemia and Moravia, were more serious and costly. Fi- 

nally, Maria Theresa acquiesced in the loss of the major 
part of Silesia. Small duchies that she was able to retain 
were constituted as a crown land of Silesia and remained 
closely connected with Moravia and Bohemia. 

Realizing that the system inherited from Charles VI was 
the main source of weakness, Maria Theresa launched a 
program of administrative reforms (1749); its principal 
point was a closer union of the Bohemian crown land 
with the Alpine provinces. The queen’s staunchest oppo- 
nents were members of the landowning nobility who, up 
to that time, had controlled the provincial administration. 

In 1763 Maria Theresa made some concessions but would 
not abandon her centralist policy. The opposition did not 
remain united. The conservative faction remained unrec- 
onciled to the new course, but more flexible individuals 

accepted high positions in Vienna or in the provincial 
capitals and helped to build up the system, which Joseph 
II (ruled 1780-90) inherited from his mother and subor- 
dinated more rigidly to the sovereign’s will and discretion. 
Maria Theresa, partly under the influence of her hus- 

band, Francis Stephen of Lorraine, had adopted the idea 
of curtailing the privileges of the upper social classes so 
as not to conflict with the interest of the state, of which 
the ruler was the supreme representative. Joseph II had 

grown up in this enlightened atmosphere, and, when con- 
fronted with conservative opposition as king, he went far 
beyond his mother’s limits. Apart from the administrative 
reforms, the judicial and fiscal systems were revamped to 
serve the enlightened monarch more adequately. The state 
extended its influence in such other fields as education, 
religion, landowner-tenant relationships, the economic re- 

covery of the royal boroughs, and a more adequate distri- 
bution of the burden of taxes. The reforms did not aim 
at total abolition of social and economic distinctions, but 
they generally improved the lot of the lower middle class 
and of the peasant. Two decrees of 1781 made Joseph 

popular among the masses: he abolished restrictions on 
the personal freedom of the peasants, and he granted 
religious toleration. After the long period of oppression, 
these were hailed as beacons of light, although they did 
not go as far as enlightened minds expected. The edict of 
toleration in Bohemia and Moravia was not followed by 
a mass defection from the Roman Catholic church, partly 
because it did not refer to either the Utraquism or the 
Unity but rather authorized worship according to either 
the Augsburg or Reformed Confession. 
Joseph’s conservative successors, Leopold II (ruled 1790- 

92), Francis II (ruled 1792-1835), and Ferdinand V (Fer- 
dinand I of Austria; ruled 1835-48), left intact the cen- 
tralistic system inherited from Maria Theresa and Joseph 
II, but they did engineer a gradual transition from the 
manorial system to the full ownership of land by the 
peasants. They made peace with the landowning nobility, 
seeing in it their most faithful ally, but the provincial 
diets of Bohemia and Moravia still had no more than 
a decorative function. A fairly large number of persons 
of rank distinguished themselves as patrons of learning, 
lovers of theatre and music, promoters of new and more 
profitable methods of agriculture, and, in the early 19th 
century, pioneers of industry. In these activities they made 
contacts with gifted men of middle-class or peasant origin, 
gave them financial support, and shielded them from the 
ubiquitous police and rigid censorship. Provincial loyalties 
were stronger than ethnic differentiation, which emerged 
as a new factor in Bohemia about 1800 partly out of 
opposition to the centralistic tendencies of the Vienna 
court and partly under the impact of the French Revolu- 
tion. Institutions destined to play an important role in the 
Czech national renascence, such as the Royal Bohemia 
Society of Sciences or the National Museum (1818), were 
bilingual and drew support both from the propertied Ger- 
man population and from a small fraction of the Czechs 
who became conscious of their origin, of the brighter pe- 
riods, and of their kinship with other Slavic peoples. 
From absolutism to constitutionalism. In 1848 the 

German-speaking population of Bohemia and Moravia 
had a distinct advantage over the Czechs. The upper 
classes of these two provinces were almost entirely Ger- 
man and the rural areas in which, after 1620, the Germans 

gained predominance extended from the mountain ranges 
deep into the lowlands, once purely Czech. There were, 
however, limited opportunities for Czechs of middle-class 
or peasant origin, who prepared for more lucrative oc- 
cupations through higher studies or who acquired special 
skills. Some improvement could be observed in the last 
stage of Habsburg absolutism, from about 1830 on. The 
efforts of scholars, writers, clergymen, and schoolmasters, 
aware of their Czech origin, stirred a national conscious- 
ness among the common people. Not only the countryside 
but also the urban communities witnessed an awakening. 
The Habsburgs, symbolized by Prince von Metternich, 
tolerated no political activities but did not hinder cultural 
activities, the printing and distribution of nonpolitical 
books in Czech, theatrical performances, and gatherings 
for other than political purposes. The Czechs had their 
social and intellectual elite, small in number but devoted 
to the national cause, and they were shielded by a group 
of sympathetic aristocrats. 

Similar conditions existed in the Hungarian counties 
inhabited by the Slovaks. Contacts between these two eth- 
nic groups were hindered by the existence of provincial 
boundaries, but the groups were close enough to permit 
cultural exchanges. Up to 1840 the Czech language, re- 
generated by such eminent linguists as Josef Dobrovsky 
and Josef Jungmann, was used by both Czech and Slovak 
authors. But the growing national awareness gave rise to 
endeavours to develop a literary language for the Slovaks 
in order to reach people with no more than elementary 
training. The Slovak literary language gradually replaced 
Czech among Slovak authors. Thus, the mounting wave 
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of nationalism created conditions for differentiation and 
for the establishment of two closely related but distinct 
ethnic units. 
In opposing Metternich’s oppressive regime, the Czech 

intellectuals were allied with the progressive forces among 
the Germans. When the revolutionary wave reached Bo- 
hemia in March 1848, leaders of the two nationalities 
worked together in an attempt to shift from absolutism 
to constitutionalism. Both parties had a vague notion that 

Bohemia should return to its autonomous status and be- 
come a constituent part of the regenerated monarchy, but 
they could not resolve specific problems. The Germans 
saw advantages in cooperating with their kinsmen in other 
Habsburg lands; moreover, they were keenly interested 
in the idea of German unification, debated in the Ger- 
man constituent assembly at Frankfurt. The Czech voters 
looked to Frantisek Palacky as their leader; he had written 
several volumes of A History of the Czech People and 
was a respected political thinker. Palacky was assisted by 
Karel Havliéek Borovsky, a journalist, and by Frantisek 
Rieger, a student of political science and economics. The 
Czech leaders sensed danger in the schemes laid before 
the Frankfurt assembly and in plans for a modernized but 
highly centralized Austria. Their primary concern was the 
Diet of Bohemia, and at times they included among their 
desiderata a general assembly of deputies from Bohemia, 
Moravia, and Silesia to stress a continuity of modern po- 
litical efforts with the ancient kingdom. Despite some sup- 
port from the aristocratic circles, however, the Czechs were 

unable to change the movement toward centralization. 
A good deal of vacillation in and after 1848 was caused 

by the inability of Palacky and others to harmonize the 
emphasis of historical rights with genuine devotion to the 
principle of nationality. In late spring 1848 the idea of 
an elected diet for Bohemia was obscured by a loftier 
project, an assembly of spokesmen of the Slavic peoples 
from all parts of the Habsburg empire. No matter how 
sincerely Palacky and other prominent figures professed 
their loyalty to the ruling house, the Slavic congress was 
viewed with displeasure by the Germans and the Magyars 
and was finally dispersed by the archconservative Alfred, 
Prince zu Windischgratz, who ordered that no election for 
the provincial diet could be held. The Czech leaders recog- 
nized that the constituent assembly meeting in July 1848 
in Vienna was the only representative body before which 
they could express their aspirations. They participated in 
the late summer and early autumn sessions and worked 
with even more vigour when the assembly reconvened at 
Kroméiiz (Kremsier). They made themselves allies of all 
factions that attempted to prepare the ground for a consti- 
tutional and federal system. Rieger, in particular, rose to 
the occasion when defending the principle that all power 
comes from the people. But the draft of a constitution 
for the Habsburg monarchy ran counter to ideas prevail- 
ing among the advisers of the new king Francis Joseph I 
(ruled 1848-1916). Early in March 1849 the Kromérfiz as- 
sembly was dispersed. The Habsburg government, headed 
by Felix, Prince zu Schwarzenberg, ruled for some time 
in accordance with a constitution drafted by the crown 
advisers; but, on Dec. 31, 1851, Francis Joseph abolished 
the last vestiges of constitutionalism and began to rule as 
absolute master. 
The regime, allied with the church and supported by 

the army, police, and bureaucracy, was rigid and effective 
but tolerated no opposition. Its weakness was revealed, 
however, by the poor showing of its armies in a war with 
Sardinia in 1859. In October 1860 Francis Joseph issued 
a diploma burying the absolutist rule and inaugurating a 
constitutional era. It soon became clear, however, that no 
scheme forwarded by the crown advisers could reconcile 
the federalist tendencies with the monarch’s desire to con- 
centrate as much power as possible in Vienna. 
After a war with Prussia and Italy in 1866, Francis Joseph 

sought a solution that would promise speedy recovery and 
the stabilization of internal affairs. In 1867 the monarchy 
was transformed into a dual system. The Magyars obtained 
the dominant position in Hungary, where Slovak ethnic 
identity was suppressed; in the conglomeration of other 
provinces, which was briefly called Austria, the Germans 
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were the strongest single group, followed by Czechs, Poles, 
and other nationalities. The dual system passed through 
successive crises but remained in existence until 1918. 
Like other nationalities, the Czechs resumed political 

activities after the promulgation of the October Diploma. 
Palacky was recognized as a dominant figure, but the actual 
leadership passed into Rieger’s hands. Two courses were 
open to the Czechs: to apply the principle of nationality 
or to emphasize historical continuity. Palacky and Rieger 
decided for the latter and were supported by their conser- 
vative collaborators. Clearly, they had no chance for suc- 
cess without a close alliance with the conservative landed 
aristocracy, to which the electoral system granted a strong 
position in the provincial diets and in the parliament. But 
this alliance was exploited by Rieger’s progressive oppo- 
nents. Differentiation within the National Party began in 
1863 and continued more rapidly after 1867. The Czechs, 
irrespective of ideological orientation, opposed the dual 
system and boycotted institutions that Austria received 
after the promulgation of a new constitution in Decem- 
ber 1867. After two stormy years, an attempt was made 
to devise a solution that would give Bohemia autonomy 
within the Austrian half of the monarchy. In agreement 
with the historically minded nobility, Rieger negotiated in 
1870 and 1871 with the Vienna cabinet and consented to 
a compromise. In October 1871 Francis Joseph, although 
originally sympathetic, yielded to heavy pressure from 
many sides and refused to sanction the compromise. No 
attempt was made to revive the project. 
Despite this setback, Rieger was able to retain leadership 

for some 20 more years. Most official statements either in 
the Vienna Chamber of Deputies or in the provincial diets 
of Bohemia and Moravia contained a formal declaration 
in favour of the state right. The idea of restitution of the 
kingdom of Bohemia to its former rank, similar to that of 
Hungary, was never given up; but its chances of realization 
declined with the consolidation of the dual system, and 
Francis Joseph showed no intention of going to Prague to 
be crowned with the ancient crown of St. Wenceslas. After 
1871 the Czech political leadership was confronted with 
a dilemma: whether to boycott the parliament and the 
diets or to join the government majority for concessions 
in education and economic life. In 1874 the National 
Party split, with the progressive wing—commonly called 
the Young Czechs—gaining in popularity among the ur- 
ban middle class and well-to-do peasants. Rieger found it 
increasingly difficult to defend his alliance with the big 
landowners, because it brought no tangible results and ob- 
structed the flow of progressive ideas. The Young Czech 
deputies insisted on its dissolution and were applauded by 
their supporters, to whom progress in education, emanci- 
pation from clerical influences, and improvement of living 
standards were more vital than the continued emphasis 
on unforfeited state right. The Old Czechs lost ground in 
the 1880s and suffered a total defeat in the parliamentary 
election of 1891. 
The most determined opponents of the state-right scheme 

in 1871 and thereafter were the spokesmen of the German- 
speaking population of Bohemia and Moravia, later known 
as the Sudeten Germans, who realized the losses they would 
suffer with any decentralization of Austria. In the Vienna 
parliament they cooperated with their kinsmen from the 
Alpine provinces and helped determine the composition 
of the cabinets. An alliance between Austria-Hungary and 
Hohenzollern Germany (1879) increased their sense of be- 
longing to one of Europe’s strongest ethnic units, but the 
German population in Bohemia and Moravia was being 
reduced in proportion to that of the Czechs. The losses 
were not spectacular and were largely neutralized by Vien- 
na’s reluctance to change the traditional practices of giving 
preference to German over Czech candidates in civil ser- 
vice and especially in the army. The electoral system for 
the provincial diet, introduced in 1861, was not changed, 

although the right to vote in parliamentary elections was 
extended several times to benefit less-propertied voters. 
The immediate cause of Rieger’s fall was dissatisfaction 
over concessions he was willing to make to the Germans 
in 1890. Thereafter, no attempt was made to achieve gen- 
eral agreement on problems of coexistence between the 
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two ethnic blocs. The largest and richest crown land, in 

fact, became a trouble spot second only, after 1908, to the 
southern Slavic provinces. 
But the Young Czech leaders were soon caught in the 

same dilemma that had plagued Rieger. Solemn declara- 
tions of adherence to the state-right scheme were followed 
by bargaining with the prime ministers, who sought po- 
tential members of a government coalition and offered 
tempting concessions, including cabinet posts. Count Ka- 
zimierz Badeni, who headed the Austrian cabinet in 1895— 
97, promised administrative measures that would sanction 
wider use of Czech in Bohemian civil service and law 
courts. But he encountered vigorous opposition, organized 
by German nationalists, in the parliament and lost the 
emperor’s confidence. He resigned, and his successor rec- 
ognized the futility of trying to adjust the outdated laws 
in favour of the Czechs. 
The changing social and economic stratification also 

sped the decline of the Young Czechs. They unsuccess- 
fully courted industrial workers, who were more attracted 
by the Social Democrats and voted for their candidates. 
Vaclav Klofa¢, a talented journalist, after several years 
of cooperation with the Young Czechs, founded the Na- 
tional Socialist Party. The peasants, dissatisfied with the 
increasing influence of big business and the upper middle 
class, turned away from the Young Czechs after 1890. 
An agrarian movement soon became the Young Czechs’ 
most dangerous rival, because the peasants predominated 
in the Czech-speaking areas of Bohemia and Moravia. The 
Young Czech political program was pervaded by liberal 
principles, which included anticlericalism; that made it un- 

palatable to the conservative groups, which favoured close 
cooperation with the Roman Catholic church and which 
were stronger in Moravia than in Bohemia. Finally, voters 
led in Moravia by Adolf Stransky and in both provinces 
by Tomas Garrigue Masaryk came to feel that the Young 
Czechs were not seriously carrying out the progressive 
ideas included in their program. Parties that developed out 
of ideological opposition were small when compared with 
the Agrarians, the Socialists, and the Young Czechs, but 
their ideas reached the noncommitted voters. The grant of 
universal manhood suffrage in 1906 greatly improved the 
chances of parties appealing to the less-propertied voters; 
instead of helping to consolidate the parliament, however, 
it caused such differences that the prime ministers, follow- 
ing each other in quick succession, found it increasingly 
difficult to form a solid majority block. Thus, from the 
election in 1907 to the outbreak of World War I in 
1914, the Chamber of Deputies could easily be bypassed 
by the court and by the ministries of foreign affairs and 
war, over which Francis Joseph exercised strong control. 
The dual monarchy was moving toward more dangerous 
involvements in international affairs and, finally, toward 
catastrophe. 

Czechoslovakia 

THE REPUBLIC TO 1945 

Struggle for independence. World War I increased the 
estrangement between the Germans and the Czechs within 
the Czech Lands. The Germans lent full support to the 
war effort of the Central Powers, but among the Czechs 
the war was unpopular. Opposition to the war, however, 
was uncoordinated, because Czech political leaders were 
unable to agree on a program. In December 1914 Masaryk, 
a representative in the Vienna parliament, left Prague to 
organize activities that could not be developed at home 
because of political persecution and the suspension of civil 
rights. After staying some months in neutral countries, 
Masaryk moved to London. In 1915 he had been joined 
in Switzerland by a former student, Edvard Benes, and by 
Josef Dirich, a member of the conservative Czech Agrar- 
ian Party. Masaryk at first had rather vague notions of the 
tasks ahead of him, but he eventually opted for a program 
of political union of the Czechs and Slovaks. A young 
Slovak astronomer, Milan Rastislav Stefanik, offered his 
support. Masaryk established contacts with the Czechs 
and Slovaks living in Allied and neutral countries, espe- 
cially the United States. In 1916 a Czechoslovak National 

Council was created under Masaryk’s chairmanship. Its 
members were eager to maintain contacts with the leaders 
at home in order to avoid disharmony, and an under- 
ground organization called the Maffia served as a liaison 
between them. 
At home the influence of the military increased. The 

press was heavily censored, public meetings were forbid- 
den, and those suspected of disloyalty were imprisoned. 
Among those arrested were the pro-Russian Young Czech 
leader Karel Kramafy and the economist Alois Ragin. Dis- 
satisfaction among the Czech soldiers on the Eastern Front 
became more articulate in 1915, and whole units often 
went over to the Russian side. 
Francis Joseph died in November 1916 and was suc- 

ceeded by Charles I. The new emperor called the parlia- 
ment to session in Vienna and granted amnesty to political 
prisoners. Charles’s reforms, although in many respects 
gratifying, called for more intensive activities abroad in or- 
der to convince the Allied leaders that partial concessions 
to the Czechs were inadequate to the problems of postwar 
reconstruction. The position of the Slovaks was not im- 
proving, and the Hungarian government showed no incli- 
nation to reorganize the kingdom in accordance with the 
principle of nationality. Two major events coincided with 
Charles’s new course in home affairs and with his discreet 
exploration of the chances of a separate peace: the Rus- 
sian Revolution (March 1917) and the U.S. declaration of 
war on Germany. In May 1917 Masaryk left London for 
Russia to speed up organization of a Czechoslovak army. 
While small units of volunteers had been formed in the 
Allied countries during the early part of the war, thousands 
of prisoners of war were now released from Russian camps 
and trained for service on the Allied side. A Czechoslovak 
brigade participated in the last Russian offensive and dis- 
tinguished itself at Zborov (Ukraine) in July 1917. From 
the United States came moral encouragement, but U.S. 
President Woodrow Wilson’s early statements pertaining 
to the peace aims were rather hazy. Several weeks after 
the United States declared war on Austria-Hungary, Pres- 
ident Wilson promulgated his celebrated Fourteen Points 
(January 1918), the 10th of which called for “the freest 
opportunity of the autonomous development” of the peo- 
ples of Austria-Hungary. 
After the Russian Revolution, Czechoslovak troops be- 

came involved in struggles between the Bolsheviks and the 
conservative forces for the control of the Siberian railroad. 
Their achievements, noticed favourably by the Western 
governments and press, gave the Czechoslovak cause wide 
publicity and helped its leaders to gain official recognition. 
Masaryk left Russia for the United States, where, in May 
1918, he gained solid support from Czech and Slovak 
organizations. A declaration favouring political union of 
the Czechs and Slovaks was issued at Pittsburgh, Pa., on 
May 31, 1918 (called the Pittsburgh Convention). 
Throughout 1918, dealings with the Allies progressed 

more successfully. Added to the favourable publicity of 
the Siberian campaigns were increased activities at home 
to get the struggle for independence endorsed by the Al- 
lied governments. A demand for a sovereign state “within 
the historic frontiers of the Bohemian lands and of Slo- 
vakia” was made in Prague at the Epiphany Convention 
(January) and repeated later with more vigour. In May 
not only the Czechs but also the Slovaks made statements 
to which Masaryk and his collaborators could point when 
pressing for an official recognition. The anti-Austria reso- 
lution, adopted at the Congress of Oppressed Nationalities 
at Rome (April), helped in disarming conservative circles 
in the Allied countries who opposed a total reorganization 
of the Danubian region. After several encouraging state- 
ments came the recognition by France of the Czechoslo- 
vak National Council as the supreme body controlling 
Czechoslovak national interests; the other Allies soon fol- 
lowed the French initiative. On September 28 Bene’ signed 
a treaty whereby France agreed to support the Czechoslo- 
vak program in the postwar peace conference. To preclude 
a retreat from the earlier Allied declarations, the National 
Council constituted itself as a provisional government 
(October 14). Four days later, Masaryk and Bene§& issued a 
declaration of independence simultaneously in Washing- 
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ton, D.C., and Paris. Events were moving rapidly toward 
total collapse of the Habsburg monarchy. The last attempt 
to avert it, the manifesto issued by Charles on October 
16, brought no positive results. After that, Vienna had no 
choice but to accept Wilson’s terms. The surrender note, 
signed by Count Gyula Andrassy, the last foreign minister, 
was accepted as a sanction of the idea of independence. 
The Prague National Committee proclaimed a republic 
on October 28, and, two days later, the Slovak National 

Council at Turtiansky Svaty Martin acceded to the Prague 
proclamation. 

Establishment of Czechoslovakia. Despite all efforts to 
maintain contacts between the leaders abroad and those 
at home, the early years of the republic were hindered by 
differences of opinion and occasional frictions. Masaryk 
returned to Prague on December 21. BeneS stayed in Paris 
and was joined by Karel Kramar, who had been prime 
minister since November. The Slovak leader Stefanik de- 
cided to return home but died in an airplane crash in May 
1919. Masaryk and BeneS conducted foreign relations, and 
the leaders of five major parties controlled home affairs. 
Of the many tasks facing the new government, negotia- 

tions at the postwar peace conference, though complicated 
by dissensions among the Great Powers, were the least 
onerous. The frontiers separating Bohemia and Moravia 
from Germany and Austria were approved, with minor 
rectifications, in favour of the republic. The Slovak bound- 
ary also was satisfactory. The dispute over the Duchy of 
Teschen strained the relations with Poland; the partition 

of the duchy in 1920 was opposed by powerful Polish 
groups, and the Polish senate did not ratify the treaty. 
The northeastern counties of prewar Hungary (Carpathian 
Ruthenia) were attached to the new state. The area was 
inhabited by Slavic peoples, the majority of whom were 
keenly aware of their kinship with the Ukrainians. 
Consolidation of internal affairs proceeded slowly. The 

winter of 1918-19 was critical. The most urgent task of 
the new government was to replace the wartime economy 
with a new system. The network of railroads and highways 
had to be adjusted to the new shape of the republic, which 
stretched from the Cheb (Eger) region in western Bohemia 
to the Carpathians in the east. The new country’s first 
minister of finance, Alois Rasin, saved the Czechoslovak 
currency from catastrophic inflation, and his death in 
February 1923, after he was shot by a young revolution- 
ary, was a shock to the new republic. 
In the chaotic conditions prevailing in central Europe af- 

ter the armistice, a parliamentary election appeared to be 
impossible. The Czech and Slovak leaders agreed on the 
composition of the National Assembly. The Assembly’s 
main function was the drafting of a constitution. The new, 
democratic constitution was adopied on Feb. 29, 1920, 
and was modeled largely on that of the French Third Re- 
public. Supreme power was vested in a bicameral National 
Assembly. The Chamber of Deputies and the Senate had 
the right to elect, in a joint session, the president of the 
republic for a term of seven years. The Cabinet was made 
responsible to the Assembly. Fundamental rights of the 
citizens, irrespective of ethnic origin, religion, and social 
status, were defined generously. Some parties, however, 
saw a contradiction between the constitutional guarantee 
of equal rights for all citizens and the intention to create 
a state of the Czechs and Slovaks. 
Large segments of the population gave wholehearted 

support to the republic; the most resolute opposition, 
however, came from an ethnic minority that soon came 
to be known as the Sudeten Germans. The age-old antag- 
onism between Germans and Slavs, accentuated during 
the war, prevented cooperation during the opening stages 
of the republic. The Germans issued protests against the 
constitution but participated, nevertheless, in parliamen- 
tary and other elections. In 1925 two German parties— 
the Agrarian and Christian Socialist—joined the govern- 
ment majority, thus breaking a deadlock. Disagreement 
with the trend toward centralism was the main source of 
dissatisfaction among the Slovak Populists, a clerical party 
headed by Andrej Hlinka. Calls for Slovak autonomy were 
counterbalanced by other parties seeking closer contacts 
with the corresponding Czech groups; the most significant 
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contribution to that effort was made by the Agrarians un- 
der Milan HodzZa and by the Social Democrats under Ivan 
Dérer. The strongest single party in the opening period, the 
Social Democracy, was split in 1920 by internal struggles; 
in 1921 its left wing constituted itself as the Czechoslo- 
vak section of the Comintern. After the separation of 
the communists, the Social Democracy yielded primacy 
to the Agrarians. The Republicans, as the peasant party 
was called officially, became the backbone of government 
coalitions until the disruption of the republic; from its 
ranks came Antonin Svehla (prime minister 1921-29) and 
his successors. 
Political consolidation. Foreign relations were largely 

determined by wartime agreements. Czechoslovakia ad- 
hered loyally to the League of Nations. Treaties with 
Yugoslavia and Romania gave rise to the Little Entente. 
France was the only major power that concluded an al- 

liance with Czechoslovakia (January 1924). Relations with 
Italy, originally friendly, deteriorated after Benito Mus- 
solini’s rise to power in 1922. Czech anticlerical feeling 
precluded negotiation of a concordat with the papacy until 
1928, when an agreement was worked out providing for 
settlement of the most serious disputes between church 
and state. It was Germany, however, that most strongly 
influenced the course of Czechoslovak foreign affairs. The 
relations between the two neighbours improved slightly 
in 1925 after the Locarno Pact, a series of agreements 
among the powers of western Europe to guarantee peace. 
In the milder climate of the late 1920s, a third party, the 

Social Democrats, joined the German activists. Attempts 
to change the attitude of the Slovak Populists met with 
partial success. Reorganization of public administration in 
1927, while marking a retreat from rigid centralism, did 

not go far enough to meet demands for Slovak autonomy. 
Hlinka and his chief collaborator, Josef Tiso, tenaciously 

pursued the program of decentralization and only at short 
intervals supported the Prague government. 
When the impact of the Great Depression reached 

Czechoslovakia, soon after 1930, the highly industrialized 
German-speaking districts were hit more severely than 
the predominantly agricultural lowlands. The ground was 
thus prepared for the rise of militant nationalism. Parties 
supported by middle-class German voters and persisting 
in opposition to Prague gained in popularity and were 
encouraged by Adolf Hitler’s rise to power in Germany. 
In October 1933 Konrad Henlein, a supporter of Hitler 
and head of the politically active Sudeten Turnverband 
gymnastics society, launched his Sudeten German Home 
Front. Professing loyalty to the democratic system, he 
asked for recognition of the German minority as an au- 
tonomous body. In 1935 Henlein changed the name of 
his movement to the Sudeten German Party so as to en- 
able its active participation in the parliamentary election 
(May 1935). The party captured nearly two-thirds of the 
Sudeten German vote and became a political force second 
only to the Czech Agrarians. 
Moving toward the abyss. A tense interlude of little 

more than two years followed the landslide victory of 
the Sudeten Germans. In December 1935 Masaryk retired 
from the presidency, and Benes was elected his successor 
by an overwhelming majority, including Hlinka’s party. 
A treaty with the Soviet Union in 1935 enhanced the 
sense of national security. The program of the Commu- 
nist Party was determined not only by this treaty but 
also by the general reorientation of the Comintern, which 
now urged cooperation with antifascist forces in popular 
fronts. The Czechoslovak communists did not, however, 

seek cabinet posts. The erection of fortifications along 
the German frontier modeled on France’s Maginot Line 
was commonly interpreted as an unwritten pledge of the 
French army to aid Czechoslovakia in the event of an 
unprovoked attack. Their capture would have given (and 
later did give) the Germans the key to the French defensive 
system. In February 1937 Prime Minister Milan Hodza 
made significant progress toward gaining the cooperation 
of those segments of the German population that were 
attached to the principles of democracy. The hope that 
Czechoslovakia would be able to withstand pressure from 
Nazi Germany seemed, for a while, to be justified. 
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But, soon after the death of Masaryk, in September 1937, 
Hitler embarked on his program of eastward expansion. As 

early as November 1937, he informed his military chiefs 
of his intention to move against Austria and Czechoslo- 
vakia. After the annexation of Austria in March 1938, the 
Czechoslovak crisis became acute. 
The Czechoslovak leaders divided their energies. Hodza 

devoted all his talents to a search for a compromise that 
would satisfy the Sudeten Germans and held long confer- 
ences with Henlein’s lieutenants. President Bene, assisted 
by his foreign minister, Kamil Krofta, maintained contacts 
with foreign powers. Henlein played his hand so skillfully 
that the influential circles, especially in London, believed 
that he was a free agent and not Hitler’s stooge. The 
advocates of “appeasement,” then rapidly gaining ground 
in Britain and France, failed to realize that the Sudeten 
German negotiators had no intention of compromise and 
acted on instructions from Berlin. The main task of Hen- 
lein’s party was to give Hitler a better chance to dislocate 
the republic without recourse to war. To invalidate critical 
comments from London and Paris, Benes consented late 
in July to the mission of Lord Runciman, whose avowed 
purpose was to observe and report on conditions within 
the country. 
The crisis culminated in September 1938. Armed with in- 

formation supplied by Lord Runciman, the British prime 
minister Neville Chamberlain visited Hitler at Berchtes- 
gaden and Godesberg. Chamberlain assured Hitler that 
the German objectives could be achieved without fighting. 
The French consented to Chamberlain’s policy, thus aban- 

doning their former commitments. The Soviet Union was 
under no treaty obligation to assist Czechoslovakia, since 
the treaty of 1935 was to be operative only if the French 
would honour their pledges. Thus, the stage was set for 
a meeting between Hitler, Mussolini, Chamberlain, and 
Edouard Daladier, at Munich on September 29-30. They 

agreed on a document enjoining the Prague government 
to cede to the Third Reich all districts of Bohemia and 
Moravia with populations that were 50 percent or more 
German; October 10 was set as the deadline for the trans- 
fer of these territories. Although presented as a measure 
to make Czechoslovakia more homogeneous and viable, 
the pact and its ruthless implementation sealed the fate of 
the country. 

From Munich to the disruption of the republic. Benes 
resigned the presidency rather than agree to the German 
annexation. After several weeks he left Prague, first for 
London and then for Chicago. The leaders who took 
over had to face mounting difficulties. The annexations 
completed according to the Munich timetable were not 
Czechoslovakia’s only territorial losses. Poland obtained 
the Duchy of Teschen as a reward for its menacing at- 
titude during the Munich crisis. By the Vienna Award 
(November 2), Hungary was granted large portions of Slo- 
vak and Ruthenian territories. By all these amputations 
Czechoslovakia lost about one-third of its population, and 
the country was rendered defenseless. 

The chances of recuperation were greatly reduced by 
the rapid growth of centrifugal tendencies. The Slovak 
Populists, headed since Hlinka’s death by Tiso, pre- 
sented Prague with urgent demands for autonomy, which 
the government accepted. A similar request came from 
Carpathian Ruthenia. A cumbersome system composed 
of three autonomous units (the Czech Lands, Slovakia, 

and Ruthenia) united by allegiance to the Prague gov- 
ernment was introduced late in the fall. On November 
30 Emil Hacha was elected president; an Agrarian leader, 
Rudolf Beran, formed the federal cabinet. Under German 
pressure the complicated party system was changed dras- 
tically. The right and centre parties in the Czech Lands 
formed the Party of National Unity, while the Socialists 
organized the Party of Labour. In Slovakia the Populists 
absorbed all the other political groups. Despite all efforts 
of the loyal elements, stabilization of political and eco- 
nomic life made little progress. Moreover, the public knew 
little of the confidential negotiations being conducted in 
Vienna and Berlin by Tiso’s aides, who went along with 
Hitler’s preparation for the final takeover. In early 1939 
Tiso’s group prepared for the secession of Slovakia, and, 

on March 14, 1939, the Slovak National Assembly voted 
for independence. On the following day, Bohemia and 
Moravia were occupied and proclaimed a protectorate of 
the Third Reich. 
Struggles at home and abroad. The basic laws regu- 

lating the status of Bohemia and Moravia were drafted 
hastily, and many loopholes were left in them to facilitate 
German intervention. Hitler installed a Reich protector, 
Konstantin von Neurath, in Prague as his personal rep- 
resentative. The cabinet under President Hacha operated 
with limited mghts and powers. For some two years the 
protectorate kept the semblance of an autonomous body, 

but in September 1941 Reinhard Heydrich replaced Neu- 
rath as Reich protector and inaugurated a reign of terror. 
After Heydrich’s assassination (May 1942), the Germans 

virtually took over the country. Hacha stayed on as pres- 

ident, but the cabinet was reconstructed in such a way 
that it served only as a screen behind which the Germans 
carried out retaliatory measures and exploited the coun- 
try’s economy for their own purposes. Mass executions, 
consignment of Czech patriots to concentration camps, 
and recruitment of young people for work in Germany 
or behind the front continued until the collapse of the 
Nazi regime. 

Several months after the proclamation of the protec- 
torate, BeneS moved from Chicago to London to resume 

his political activities. His position originally was rather 
awkward, as neither French nor British statesmen wanted 
to deal with him. But, after the fall of France in the spring 
of 1940, the British prime minister Winston Churchill 

granted Bene recognition; a provisional government, with 

Jan Sramek as prime minister, began to function in Lon- 
don. In July 1941 Britain and the Soviet Union granted 
Benes and his government-in-exile full recognition. Be- 
ne’’s main occupation was with diplomacy. He devoted 
considerable energy to getting the Munich agreement de- 
nounced as invalid. While London and Washington were 
reluctant to make statements that might prejudice the 
outcome of the future peace conference, Moscow did not 

hesitate to condemn the past and open bright prospects 
for cooperation in the war and in the postwar reconstruc- 
tion. Bene’ visited Moscow in December 1943 and signed 
a treaty of alliance for 20 years, the terms of which far 

exceeded the pact of 1935. Not only the treaty but also 
conversations with Klement Gottwald, the leader of the 

Czechoslovak communists, from then on determined the 

policies of both the exiles and the underground movement 
in the protectorate and in Slovakia. 

The communist groups gradually took over the leadership 
from other clandestine organizations. It was of decisive 
importance that the Red Army penetrated deep into the 
territory of the republic several months before the Western 
Allies were able to cross the traditional borderline between 
Germany and Bohemia. In March 1945 Benes and other 
political figures journeyed from London to Moscow to 
make a final accord with Stalin and Gottwald. A pro- 
gram of postwar reconstruction was worked out under 
decisive communist influence; Zdenék Fierlinger became 
prime minister. 
The new government, set up at KoSice in Slovakia on 

April 3, 1945, exercised jurisdiction in the eastern por- 
tion of the republic; fighting continued in Moravia and 
Bohemia until early May. Underground activities, guided 
by the Czech National Committee, were intensified. On 
May 5 the people of Prague launched an uprising against 
the German troops concentrated in central Bohemia and 
fought them bravely for four days. Their appeals for Al- 
lied help were largely ignored. The U.S. general George 
S. Patton, though sympathetic, did not move from Plzen, 
complying with instructions from General Dwight D. 
Eisenhower. On May 9 the forces of the Soviet marshal 
Ivan Konev entered Prague. (O.0./Z.A.B.Z.) 

POSTWAR CZECHOSLOVAKIA 

Provisional regime (1945-48). President Bene’ returned 
to Prague on May 18, 1945, after seven years of exile, with 
the intention of restoring in Czechoslovakia the liberal 
democratic regime that he had been forced to abandon in 
1938. It would not be an exact replica but an “improved” 
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version adapted to the new circumstances. The problem 
of minorities was resolved by large-scale expulsions of 
the Germans and Hungarians from Czechoslovakia. The 
country was to remain a republic whose president would 
retain considerable constitutional and executive power; a 
government based on the electoral performance of the 
political parties would run the country by means of a pro- 
fessional civil service, while the judiciary would enforce 
laws passed by parliament (the National Assembly). In 
his search for improvement, Benes decided to limit the 
number of political parties to six; subsequently two addi- 
tional parties were permitted in Slovakia, but too late for 
the election in 1946. In the autumn of 1945 Benes nom- 
inated a Provisional National Assembly, which reelected 

him president and confirmed in office the government 
that he had appointed in April. Its premier, Fierlinger, 
was a Social Democrat. The vice premier was Gottwald, 

and the leaders of all the other political parties also held 
vice premierships. A general election was to be held to 
legitimize the provisional regime as well as to test the 
nation’s acceptance of this new order, in compliance with 
the agreement of the Great Powers at Yalta. 
On May 26, 1946, the Communist Party of Czechoslo- 

vakia won a great victory in the general election, polling 
2,695,293 votes—38.7 percent of the total. The non- 

communist parties were not alarmed, however, because in 
combination they had a decisive majority. Gottwald be- 
came premier, and the communists controlled all the key 
ministries, including interior (Vaclav Nosek), information 
(Vaclav Kopecky), agriculture (Julius DuriS), and finance 
(Julius Dolansky). Foreign affairs were administered by 
Jan Masaryk, and General Ludvik Svoboda remained 
minister of defense. Thus the provisional system had been 
endorsed by an overwhelming majority of the Czechoslo- 
vak people; provided the political parties, grouped in a 
coalition called the National Front, continued to work 
harmoniously, the provisional regime would be finalized 
in 1948, when the Constituent Assembly was to produce a 
constitution and the next general election was to be held. 
From the beginning, however, collaboration between the 

communists and noncommunists was difficult, and it only 
became worse. While all parties agreed that the program 
of postwar economic recovery should continue, and while 
a two-year plan was launched to carry it out, they began 
to differ as to the means to be employed. The non- 
communists wanted no further nationalizations or land 
confiscations, no special taxes, raises in pay for the civil 
service, and, above all, economic aid from the United 
States by way of the Marshall Plan. When in 1947 the idea 
of Marshall Plan aid had to be abandoned because of pres- 
sure from the Soviet Union, the Czechoslovak coalition 
partners realized that long-term cooperation was impossi- 
ble, and each party thought of how to resolve the conflict 
in its own favour. Gottwald and the communists, while 

mistrusting their coalition partners, still thought in purely 
Czechoslovak terms when they announced their strategy: 
gain an absolute majority (51 percent) in the next election. 
They organized their party in such a way as to achieve this 
aim and more: they wanted to be able to mobilize their 
membership at any given time to exert pressure within the 
system. Their opponents were disunited, with no common 
tactics or organization; they had only a common desire to 
defeat the communists within the system. After blocking 
communist policies within the government throughout 
1947, they were eagerly waiting for the coming election to 
defeat the communists decisively. 
The crisis between the two factions came over the ques- 

tion of who was to control the police during the elections. 
In February 1948 a majority at a cabinet meeting adopted 
a resolution ordering the minister of the interior (a com- 
munist) to stop the practice of packing the police force 
with communists. The minister ignored the instruction 
and was supported by Gottwald. On February 20 most 
of the noncommunist ministers resigned, hoping to force 
Gottwald to resign as well. He did not. Instead, commu- 
nists seized the ministries held by resigning ministers and 
the headquarters of the parties now in opposition. Mass 
demonstrations of communist-led workers took place, and 
columns of workers armed with rifles paraded through the 

Czech and Slovak Republics 915 

streets of Prague. In the capital and in the provinces, “ac- 
tion committees” of communists and of men and women 
nominated by communists were set up, and authorities 
were ordered to cooperate with them. 

President Benes yielded. On February 25 a new govern- 
ment was formed in which the communists held the key 
posts, left-wing Social Democrats were well represented, 

and the other parties were nominally represented by in- 
dividual members chosen not by the parties themselves 
but by the communists. The Provisional National Assem- 
bly overwhelmingly endorsed the new government and 
its program. 
Most of the noncommunist political leaders fled the 

country; thousands of intellectuals and managers also es- 
caped, in some cases shooting their way out; many ordi- 
nary people also went to the West to avoid living under 
communism. On March 10 the body of Jan Masaryk was 
found beneath a window of the Foreign Ministry. 
Overnight the Communist Party had come to be the 

only organized body left to run the country. More than a 
million noncommunists joined it to help Gottwald, who, 
overwhelmed by the power he so suddenly possessed, con- 
tinued to cherish a dream of the Czechoslovak way to 
communism. 
People’s democracy. As had happened in the past and 

was to happen in the future, the Czechs and Slovaks 

became so self-centred after momentous events that they 
forgot the world around them. Gottwald also chose to ig- 
nore foreign affairs, even the expanding Soviet hegemony 
in eastern Europe, and plunged into domestic reforms. 
Industry was now completely nationalized, and the con- 
fiscation of agricultural land was further extended. A new 
constitution was promulgated on May 9; since it was based 
on the Soviet model, Benes refused to sanction it and re- 

signed (he died three months later). Under a new electoral 
law and with a single list of candidates, a general election 
was held on May 30, and the new National Assembly 
elected Gottwald president. His friend Antonin Zapotocky 
succeeded him as premier, while the Communist Party 

itself was headed by Rudolf Slansky. Throughout the au- 
tumn of 1948, the National Assembly, now a pliant tool 
of the party, passed reform laws, preparing the administra- 
tive reorganization and drawing up a five-year economic 
plan. But it all proved to be in vain. Gottwald went on 
a holiday to the Crimea, where the Soviet premier Joseph 
Stalin told him what would happen in Czechoslovakia. 
Stalin’s will subsequently was imposed on the country. 

Czechoslovakia had to adopt the Soviet model of gov- 
ernment: the Communist Party substituted itself for the 
state. Gottwald and his communists seemed incapable of 
running the country along Soviet lines and rooting out 
subversion. Josip Broz Tito’s break with Stalin in Yu- 
goslavia prompted Moscow to tighten discipline within the 
socialist camp; in autumn 1949 Soviet advisers were sent 
to Czechoslovakia. 
Gottwald had initiated a campaign against the Christian, 

especially the Roman Catholic, church in June, interning 
Catholic archbishops and bishops and isolating the church 
from Rome. Monasteries and religious orders were dis- 
solved, and a state office for church affairs was set up to 
bring churches under communist control. Soviet security 
advisers helped prepare the trials of the clergy who refused 
to cooperate with the communist authorities, and an effort 

was made to organize a group of collaborationist clergy. 
A series of purges began in 1950, with noncommunists 

charged with various antistate activities. In June, Milada 
Horakova, a former member of the National Assembly, 
and other politicians from the right to the left were tried 
for espionage, and several, including Horakova, were sen- 

tenced to death. Gottwald also was under pressure to 
uncover ideological opponents in his own party, whose 
leaders the Soviet advisers now began to scrutinize. Evi- 
dence of “nationalistic deviationism” and “Titoism” was 
found, and a purge of the Communist Party of Czechoslo- 
vakia followed. 
In 1950 Vladimir Clementis, the foreign minister, was 

dismissed from office, as were Gustav Husak, the Slo- 

vak regional premier, and several other Slovaks; all 
were accused of bourgeois nationalism. In February 1951 
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Clementis, Husak, and several others were arrested, and 

in December 1952 Clementis was executed. Ten other 
high party officials, one of whom was the first secretary, 
Rudolf Slansky, also were killed. The 10—most of whom, 
including Slansky, were Jewish—were accused of leading 
an antistate conspiracy. Altogether, some 180 politicians 
were killed in these purges, while thousands were held in 
prisons and concentration camps. 
In March 1953, a few days after Stalin’s death, Gott- 

wald unexpectedly died. Antonin Zapotocky succeeded 
Gottwald as president, while Viliam Siroky became pre- 
mier. Both wanted to return to a less repressive way of 
government, but the widespread rioting that followed a 
monetary reform (which effectively deprived the farmers 
and better-paid workers of all their savings) in May 1953 
gave the diehard faction, led by Antonin Novotny, the new 
first secretary, an excuse to check Zapotocky’s and Siroky’s 
initiative. Novotny formally became first secretary of the 
party in September 1953, and in 1954 he and his faction 
appealed to the Soviet Union to stop the reform attempts. 
The Czechoslovak leadership was invited to Moscow, and 

President Zapotocky was told to adhere to “collective 
leadership,” which in practice meant abandoning power 
to Novotny. Events in Poland and Hungary in 1956 fur- 
ther justified Novotny’s caution in the eyes of the Soviet 
authorities, and in 1957, when Zapotocky died, Novotny 
was able once again to combine the party secretaryship 
with the presidency. His faction—mostly mediocre appa- 
ratchiks—became supreme and remained so until 1968. 
Novotny kept Stalinism alive. Show trials continued un- 

til 1955, after which administrative sanctions began to 
be employed. Terror and administrative sanctions, how- 
ever, could not solve problems, either in the economy or 
in cultural life, and the bullying of the Novotny faction 
resulted only in hopeless “distortions.” In 1958 an indus- 
trial reform was carried through, but it failed to resolve 
long-term problems. Under the first three five-year plans, 
industrial production was much increased, but by the 
early 1960s stagnation had set in and production began 
to fall. Production costs were high, fuel supplies were 
short, the quality of goods was poor, and absenteeism was 
widespread. In agriculture the situation was worse: collec- 
tivized agriculture produced less in 1960 than had been 
produced in the prewar years. The educational system was 
reorganized on the Soviet model, and in the arts Socialist 
Realism became the norm; both were stultified. 
In July 1960, at a conference of the Communist Party of 

Czechoslovakia, a new constitution was approved, becom- 
ing law in the same month. It laid down that “education 
and all cultural policy are carried out in the spirit of sci- 
entific Marxism-Leninism,” and it limited personal prop- 
erty to “consumer goods” and “savings acquired through 
work.” The country’s official title of “people’s republic” 
was changed to “socialist republic.” 
Reform movement. After Novotny had proclaimed his 

achievements in the new constitution, he experienced 

nothing but setbacks. His Third Five-Year Plan had to be 
canceled in the summer of 1962. The agricultural situation 
did not improve, and the young generation, raised under 
the communist regime, became critical of the low standard 

of living that the system seemed to generate. Novotny, 
whether he liked it or not, was forced into reforms pro- 
posed by new members of the Central Committee. 
In September 1964 the government accepted a new set of 

economic principles put forward by the reformers, promi- 
nent among whom was Ota Sik, a professor of economics. 
The main principle was to move from total planning and 
centralization to a mixed economy, with managers of en- 
terprises having more control over their management and 
the efficiency of each enterprise being measured by its 
“profitability” in terms of the labour and capital invested. 
Wholesale prices were to be reformed, and in 1966 it was 
decided to do this in two stages, in 1967 and 1968. Reform 
in agriculture was approached in 1966, with a cutback in 
central planning and introduction of marketing principles. 
To attract Western currency, tourism was to be encour- 
aged, and from June 1964 visitors were offered double the 
old tourist rate of exchange. Novotny, however, refused 
to seek credit from the West, and this nullified many 

reform measures. In agriculture he was cautious about a 
new plan for cooperatives to be amalgamated into huge 
agricultural enterprises, and as a consequence production 
continued to stagnate. Novotny’s timid reforms thus sat- 
isfied no one, resolved no serious problems, and brought 
into existence pressure groups (the “economists”) within 
the party leadership. 
Still, the pressure groups would not have been able to 

overturn him had he not stirred up Slovak nationalism. 
In 1960 he agreed to the rehabilitation of the Slovaks 
purged in the 1950s. The new constitution, however, re- 

stricted Slovak autonomy further. By 1963, new leaders 
had moved into power in Slovakia; Karol Bacilek, who 

was compromised by the purges in the 1950s, was replaced 
as first secretary of the party in Slovakia by Alexander 
Dubéek. When the rehabilitated Slovaks, among whom 
was Gustav Husak, began to clamour for a federal solution 

to their problem, Novotny thought of another repression 
in Slovakia. But the new men, dissatisfied with the loss 
of autonomy in 1960, turned against him, and they were 
largely responsible for his downfall. Before this could be 
achieved, Novotny blundered in the field of international 
affairs. In October 1964, when the Soviet leaders removed 
Nikita Khrushchev from power, Novotny protested. Thus, 

when it came time for his own deposition in 1968, he 
had no one to appeal to as he had had in 1954 against 
Zapotocky. 

Curiously, the immediate cause of his downfall was un- 
rest in the cultural sphere. Students had been restless 
throughout the 1960s, and their traditional procession, 

the Majales, in 1966 was turned into a riot against the 
regime. Then in 1967, dissatisfied with the conditions in 
their colleges, they went into the streets and clashed with 

the police. In the end, the minister of the interior had to 

apologize to them (December 15) for police brutality. The 
intelligentsia in general was more insistently questioning 
why no institutionalized criticism and no official opposi- 
tion were permitted. 

It was the writers (who since 1962 had been challenging 
censorship and the ideology that supported it), however, 
that were the most immediate cause of Novotny’s fall. At 
their fourth congress, in 1967, many. writers refused to 

conform to the standards of intellectual discipline set by 
Novotny. He was still able to answer back with sanctions: 
Jan Benes was sent to prison for antistate propaganda; 
Ludvik Vaculik, Antonin J. Liehm, and Ivan Klima were 
expelled from the party; and Jan Prochazka was dismissed 
from the Central Committee, of which he was a candidate 

member. This repression so disturbed the opponents of 
Novotny that they provoked a crisis in the leadership. 
During the session of the Central Committee in Octo- 

ber 1967, an open clash occurred between Novotny and 
the Slovaks. Novotny hinted that Alexander Dubéek and 
the other Slovak opposition were tainted with bourgeois 
nationalism, and he thus sealed his fate as a leader. In 

addition, he spoke to his generals of a coup de palais and 
invited Leonid Brezhnev, first secretary of the Communist 
Party of the Soviet Union, to Prague to help him. Brezh- 
nev apparently refused to be involved, and Novotny, now 

deserted, had to face a hostile session in December. After 
Sik’s demand that the presidency be separated from the 
party office, Novotny offered his resignation as first secre- 
tary. This was accepted at the next session, and in January 
1968 Novotny himself recommended as his successor his 
Slovak opponent Dubéek, who was elected unanimously. 
The Prague Spring of 1968. Although Alexander 

Dubéek subsequently became the chief reformer, he was 
not particularly qualified for this role. He was a young 
Slovak who made his way into politics through the party 
apparat. People did not expect much from him, and for 
a month nothing seems to have happened. As the rep- 
resentative of a new generation, Dubéek must have felt 
frustrated with the Novotny type of apparatchiks, and, 
though he was in power, he did not control the appa- 
rat. That is probably why he decided on an experiment 
rather than the time-honoured purge techniques. His way 
of getting rid of the old guard was to subject them to the 
pressure of public opinion. Once he had made this vital 
decision, many reforms followed. By April the apparat was 
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Dubéek’s. Several diehards preferred suicide to disgrace, 
but Novotny and many others resigned only after a hard 
struggle. There was a new premier, Oldfich Cernik, and 
Sik and Husak became vice premiers in charge of reforms 
in, respectively, the economy and Slovakia. Czechoslo- 
vakia also had a new president (from March 30), Ludvik 

Svoboda, who had been purged in the 1950s and had lived 
in retirement since then. The Ministry of the Interior was 
under the control of another purge victim, Josef Pavel. 
The newly elected Presidium of the Communist Party 
consisted largely of newcomers, and the Action Program 
was compiled by young party intellectuals. 
The Action Program, adopted by the Central Commit- 

tee on April 5, embodied the reform ideas of the several 

years preceding, and it accepted the connection between 
economic and political reform. Among its most important 
points were a new autonomy for the Slovaks (federation); 
industrial and agricultural reforms, so long overdue; a 
revised constitution that would guarantee civil rights and 
liberties; and complete rehabilitation of all citizens whose 
rights had been infringed in the past. The program also 
envisaged a strict division of powers: the National Assem- 
bly, not the Communist Party, would be in control of the 
government, which in turn would become a real executive 
body and not a party body; courts were to become in- 
dependent and act as arbiters between the legislative and 
executive branches. The Communist Party would have to 
justify its leading role by competing freely for supremacy 
with other forces in elections. This democratization of life 
in the country also would extend to the party, in which 
all offices would be elective. Dubéek claimed that he was 
offering “socialism with a human face.” 
The effect that all these happenings had on the Czechoslo- 

vak public was unprecedented and quite unexpected. With 
freedom of the press reestablished, there was a revival 
of interest in alternative forms of political organization. 
There were even efforts to reestablish the Social Demo- 
cratic Party, fused forcibly with the Communist Party in 
1948. With the collapse of the official communist youth 
movement, youth clubs and the Boy Scout movement 
were resurrected. The Christian churches became active as 
unexpectedly as did many long-forgotten societies, national 
minority associations, and human-rights movements. 
On June 27 there appeared in Literdrni listy (“Liter- 

ary Gazette”) a document written by Ludvik Vaculik 
and signed by a large number of people representing all 
walks of Czechoslovak life. This was the “Two Thousand 
Words,” urging even more rapid progress to real democ- 
racy. Dubéek—not to mention the Soviet Union and the 
other Warsaw Pact allies (with the exception of Roma- 
nia)—became apprehensive, but, though shocked by the 
proclamation, Dubéek remained convinced that he could 
control the transformation of Czechoslovakia. The Soviet 
Union, however, began to take a different view. The 
Czechs and Slovaks failed to comprehend the hostility of 
the reaction to the “Two Thousand Words,” particularly 
by the Soviet Union, Poland, and East Germany. Dubéek 
declined an invitation to participate in a special meet- 
ing of the Warsaw Pact powers, which on July 15 sent 
him a letter saying that his country was on the verge of 
counterrevolution and that they considered it their duty 
to protect it. To the last, Dubéek remained confident 
that he could talk himself out of any difficulties with 
his communist neighbours. He accepted an invitation by 
Brezhnev to a conference at Cierna-nad-Tisou (a small 
town in Slovakia), where the Soviet Politburo and the 
Czechoslovak leaders tried to resolve their problems. On 
August 3, representatives of the Soviet, East German, Pol- 
ish, Bulgarian, Hungarian, and Czechoslovak Communist 
parties met at Bratislava; the communiqué issued after the 
meeting, while loosely written, gave the impression that 
pressure would be eased on Czechoslovakia in return for 
somewhat tighter control over the press. 
On the evening of August 20, however, Soviet, East 

German, Polish, Hungarian, and Bulgarian armed forces 
invaded the country and occupied it with little opposition. 
Politically, the invasion was a catastrophe. The Soviet au- 
thorities seized Dubéek, Cernik, and several other leaders 
and took them to Moscow but failed to produce alterna- 
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tive party and state leaders acceptable to the people. The 

population reacted against the invasion with passive resis- 
tance and improvisation (e.g., road signs were removed so 
that the invading troops would get lost). Communications 
were disrupted, supplies were held up, and the country 
was almost leaderless, but life went on as if the occupation 
forces were not there. Even the scheduled 14th Commu- 
nist Party Congress took place on August 22 and elected a 
pro-Dub¢éek Central Committee and Presidium—the very 
thing the invasion had been timed to prevent. The Na- 
tional Assembly (declaring its loyalty to Dubéek) contin- 
ued its plenary sessions. On August 23 President Svoboda, 
accompanied by Husak, left for Moscow to negotiate a 
solution. The negotiations were concluded on August 27, 
and Svoboda, bringing with him Dubéek, Cernik, and 
Smrkovsky, returned to Prague to tell the Czechs and 
Slovaks what price they would have to pay for their social- 
ism with a human face: Soviet troops were going to stay 
in Czechoslovakia, and the leaders had agreed to tighter 
controls over political and cultural activities. 
The presence of Soviet troops helped the hardliners de- 

feat Dubéek and the reformers. First of all, the 14th party 
congress was declared invalid, as required by the Moscow 
Protocol agreed upon on August 26. Thus, the hardliners 
remained in positions of power and, by using Soviet 
pressure and divisions among the reformers, ultimately 
achieved their victory. In the meantime Czechoslovakia 
became a federal republic, the Czech Lands (Bohemia 
and Moravia) and Slovakia becoming the Czech Socialist 
Republic and the Slovak Socialist Republic, respectively, 
with national parliaments and governments. The Czech 
and Slovak people, however, were more impressed by the 
suicide of Jan Palach—a student who in January 1969 set 
himself afire in protest against infringements of national 
independence—than by Dubéek’s declarations that the 
revival movement was going on as before the invasion. 
Gradually Dubéek either dismissed his friends and allies 
or forced them to resign, until he found himself isolated. 
This slow rise of the hardliners and of the “realists” 

(among whom was Husak) culminated on April 17, 1969, 
when Dubéek was removed as first secretary after anti- 
Soviet rioting in Czechoslovakia. Dubéek was replaced by 
Husak, who promptly declared the Dubéek experiments 
to be finished and proposed a process that he called 
“normalization.” 
Husak’s policies. Husak’s modest policy of normaliza- 

tion included the dual aim of ending political experiments 
and concentrating on economic progress. He patiently 
tried to persuade Soviet leaders that Czechoslovakia was 
an orthodox member of the Warsaw Pact. He had the 
constitution amended to embody the newly proclaimed 
principle of proletarian internationalism and in 1971 went 
as far as to repudiate the Prague Spring, declaring that “in 
1968 socialism was in danger in Czechoslovakia, and the 
armed intervention helped to save it.” His most cherished 
aim was to turn the federal arrangements, which came 
into force on Jan. 1, 1969, into a reality and then concen- 
trate on economic problems. In fact, the implementation 
of federalism had helped him to get rid of many hardliners 
and supplant them with his own people. In 1970 Oldiich 
Cernik was finally forced to resign the premiership and 
was succeeded by Husak’s Czech rival, Lubomir Strougal. 
In 1975, when President Svoboda retired because of ill 
health, Husak once again fused the two most important 
offices in Czechoslovakia and became president himself, 
with full Soviet approval. 
Economic problems. After the purge of 1969-71, Husak 

concentrated almost exclusively on the economy. In the 
short term, Czechoslovakia did not suffer significantly, 
even from the disruption caused by the military occupa- 
tion in 1968. Husak, however, did not permit the indus- 
trial and agricultural reforms to be applied and so failed 
to cure the long-term economic problems. The achieve- 
ments of the next several five-year economic periods were 
modest, and by the early 1980s Czechoslovakia was expe- 
riencing a serious economic downturn caused by a decline 
in markets for its products, burdensome terms of trade 
with several of its supplier nations, and a surplus of out- 
dated machinery and technology. 
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Political dissidence. In the years that he was in power, 

Husak succeeded in consolidating public life without the 
bloodletting of his predecessors, but his party purges dam- 
aged Czechoslovak cultural and scientific life, since posi- 
tions in these two areas depended on membership in the 
party. Many writers, composers, journalists, and historians 
as well as scientists found themselves unemployed and 

forced to accept menial jobs to earn a living. 
Many of these disappointed communist intellectuals tried 

to continue the political struggle against Husak, but he 

eliminated them by proving in court that they had com- 
mitted criminal acts in pursuance of political objectives. 
Though these trials could not be compared to the Stalinist 
show trials, they kept discontent among the intellectuals 
simmering, even if the mass of the population was indiffer- 
ent. Intellectual discontent erupted again in January 1977, 
when a group of intellectuals signed a petition, known as 
Charter 77, in which they aired their grievances against the 
Husak regime. Many intellectuals and activists who signed 
the petition subsequently were arrested and detained, but 
their efforts continued throughout the following decade. 

(J.F.N.B./Z.A.B.Z.) 

The collapse of communism and dissolution of the feder- 

ation. The persecuted Charter 77 group played a leading 
role in the popular upheaval (known as the Velvet Revo- 
lution) that ended communist control of Czechoslovakia 
in late 1989. On November 17 the authorities allowed a 
demonstration commemorating the 50th anniversary of 
the brutal suppression of a student demonstration in Ger- 

man-occupied Prague. The recurrence of police brutality at 
the anniversary observance set off a protest movement that 
gained particular strength in the country’s industrial cen- 
tres. Prodemocracy demonstrations and strikes continued 
nationwide under the leadership of Civic Forum, an oppo- 
sition group for which the dissident playwright and Char- 
ter 77 signer Vaclav Havel served as chief spokesman. It 
was Havel who in late December became Czechoslovakia’s 
first noncommunist president in more than 40 years fol- 
lowing the resignation of the communist government and 
his election to the office by a parliament still dominated by 
communist deputies. In addition, the former party leader 
Alexander Dubéek returned to political life as the new 
speaker of parliament. In June 1990, in the first free elec- 
tions held in Czechoslovakia since 1946, the Civic Forum 
movement and the Slovak counterpart won decisive ma- 

jorities in both houses of parliament. 
The new government undertook the multifarious tasks of 

transition, including privatizing businesses, revamping for- 
eign policy, and writing a new constitution. The last Sovi- 
et troops were withdrawn from Czechoslovakia in June 

1991, and the Warsaw Pact was disbanded the following 
month, thus completing Czechoslovakia’s separation from 
the Soviet sphere. The drafting of a new constitution was 
hindered by differences between parties, Czech-Slovak ten- 
sions, and power struggles. 

As separatism became a momentous issue in 1991-92, 
the Czechoslovak federation began to appear fragile; the 
Civic Forum disintegrated. Parliamentary elections in June 
1992 gave the Czech premiership to Vaclav Klaus, an eco- 
nomic reformer, while the Slovak premiership went to 
Vladimir Me¢iar, a vocal Slovak separatist. Though they 
headed the two strongest political parties on both the re- 
public and federal levels, they were supported by only 
about one-third of the electorate. In addition, no suitable 
candidate for the federal presidency emerged. After Havel’s 
resignation on July 20, Czechoslovakia lacked a visible 
symbol as well as a convincing advocate. Thus, the as- 
sumption was readily made, at least in political circles, that 
the state would have to be divided. Negotiations between 
the two republics took place in an atmosphere of peace and 
cooperation, though there was little evidence of public en- 
thusiasm. By late November, members of the National As- 
sembly had voted Czechoslovakia out of existence and 
themselves out of their jobs. Both republics promulgated 
new constitutions, and at midnight on December 31, 
Czechoslovakia was formally dissolved. (Z.A.B.Z.) 
For coverage of related topics in the Macropedia and Mi- 

cropedia, see the Propedia, sections 921, 962, 963, 971, 
and 972, and the Index. 
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MODERN STATES 

Czech Republic 

The landlocked Czech Republic (Czech: Ceska Republika) 
comprises the historic lands of Bohemia and Moravia (col- 
lectively often called the Czech Lands) and the southwest- 
ern corner of Silesia. The modern Czech nation was inau- 
gurated on Jan. 1, 1993, when the union with Slovakia was 
dissolved; the Communist Party controlled the federal gov- 
ernment from 1948 to 1989. The Czech Republic is bor- 
dered by Poland to the north and northeast, Slovakia to the 
east, Austria to the south, and Germany to the west and 
northwest. It has an area of 30,450 square miles (78,864 
square kilometres). The capital is Prague (Praha). 

THE LAND 

Relief. The Bohemian Massif occupies most of the 
Czech Republic. It consists of a large, elevated basin (the 
Bohemian Plateau) encircled by six major mountain 
groups. In the southwest, the Sumava Mountains include 
the Bohemian Forest. In the west are the Berounka River 
highlands. The Ore Mountains (Czech: KruSné hory; Ger- 
man: Erzgebirge) in the northwest border Germany and 
contain the country’s lowest point (384 feet [117 metres]), 
where the Elbe (Labe) River breaches this range. The Sude- 
ten Mountains in the northeast form most of the frontier 
with Poland west of Ostrava and contain the country’s 
highest elevation—5,256 feet (1,602 metres) at Mount 
Snézka in the KrkonoSe (Giant) Mountains. Farther east is 
the Oder (Odra) River lowland, a small fringe along the 

Polish border. Finally, south of the Bohemian Plateau is 
the Bohemian-Moravian Highlands, which includes the 
spectacular Moravian Karst. 
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OF THE REGION 

In the east the Outer Carpathian Depressions, known to 

geographers as the Moravian-Silesian Beskids, include the 
valleys of the upper Oder and Morava rivers and the head- 
streams of the Dyje. Along the Czech-Slovak border rise 
the Little Carpathian (Czech: Bilé Karpaty) and Javorniky 
ranges, the westernmost of the Western Carpathian Moun- 
tains that dominate Slovakia. 
Drainage and soils. The Czech Republic lies in the 

headwater area of the central European watershed. The 
Elbe River rises near the Czech-Polish border and sweeps 
southwestward across Bohemia, receiving the Jizera, the 
Vitava, and Ohie rivers before flowing northward into 
Germany. The Morava River, flowing south toward the 
Danube (Dunaj) River, drains most of Moravia in the east. 
The Oder River rises in the northeastern Czech Republic 
and flows northward into Poland. There also are many 
smaller rivers of little economic importance. The greatest 
flows generally occur in spring and the lowest in summer. 

The country is rich in mineral springs, and groundwater re- 
serves are extensively used. 

The soil profile consists of rich black chernozems and 
good-quality brown soils in the drier and lower areas, pod- 
Zols in the wet districts, and stony mountain soils at high 
elevations. Alluvial soils occur in the river basins, and 
heavy clay soils are found in the eastern ridges. 
Climate. The Czech climate is mixed. Continental in- 

fluences are marked by large fluctuations in both temper- 
ature and precipitation, while moderating oceanic influ- 
ences diminish from west to east. In general, temperatures 
decrease with increasing altitude but are relatively uniform 
across the country at lower elevations. The mean annual 
temperature at Cheb in the extreme west is 45° F (7° 

‘Tempera- 

tures 



C) and rises to only 48° F (9° C) at Brno in southern 

Moravia. High temperatures can reach 91° F (33° C) in 
Prague during July, and low temperatures may drop to 1° 
F (—17° C) in Cheb during February. The growing season 
is about 200 days in the south but less than half that in 
the mountains. 

Annual precipitation ranges from 18 inches (450 mil- 
limetres) in the central Bohemian basins to more than 60 

inches on windward slopes of the KrkonoSe Mountains of 

the north. Maximum precipitation falls during July, while 
the minimum occurs in February. There are no recogniz- 
able climatic zones but rather a succession of small and 
varied districts; climate thus follows the topography in 
contributing to the diversity of the natural environment. 
Plant and animal life. Although large areas of the orig- 

inal forest cover have been cleared for cultivation and for 
timber, woodlands remain a characteristic feature of the 
Czech landscape. Oak, beech, and spruce dominate the 
forest zones in ascending order of altitude. In the high- 
est elevations can be found taiga and tundra vegetation 
characteristic of more northerly or more elevated regions 
elsewhere in Europe. The timberline runs at about 4,500 
feet above sea level. At these higher elevations, as in the 
KrkonoSe Mountains, the tree cover below the timberline 
consists of little more than dwarf pine. The Alpine zone 
supports grasses and low-growing bushes. 
The country’s wildlife is extensive and varied. Large 
mammals include bears, wolves, lynx, and wildcats (Fe- 

lis sylvestris). Smaller mammals such as marmots, otters, 
martens, and minks also inhabit the forests and wetlands. 
Game birds, especially pheasants, partridges, wild geese, 
and ducks, are common. Rarer species such as eagles, 

vultures, ospreys, storks, eagle owls, bustards, and caper- 
caillies generally are protected. 
The preservation of the natural heritage is an important 

goal of the Czech government. Rare or endangered species 
such as the mouflon (a mountain sheep) are bred in game 
reserves, and nature reserves have been created to pre- 
serve especially important landscapes, notably the Sumava 
Forest, Moravian Karst, and Jizera Mountains. Tourists 

are given controlled access to the reserve areas. Krkonose 
National Park, established in 1963, protects glacial and 

Alpine landscapes and vegetation and some relict boreal- 
Arctic species, such as the Alpine shrew (Sorex alpinus); 
it is extensively developed as a ski resort, however. 
Settlement patterns. Industrialization and urbanization 

have changed the face of the Czech traditional regions, 
although Bohemia and to a lesser extent Moravia are 
still recognizable entities, reflecting different national and 
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cultural heritages. Local traditions are preserved in south- 

ern Bohemia and southeastern Moravia in cuisine and 
in the styles of folk costumes worn on special occasions. 
Traditional wooden architecture is a distinctive feature of 
some rural areas. 
The country has a high density of settlement, with com- 

munities lying, on average, only a few miles apart. A 
notable feature is the low density in some frontier areas, 
partly reflecting the induced emigration of minorities af- 
ter World War II. Rural settlements are characteristically 
compact, but in the mountainous regions, colonized dur- 
ing the 13th and 14th centuries, villages straggling along 
narrow valleys are common. The collectivization of farm- 
land that took place in the decades following World War 
II resulted in a pattern of large, regularly shaped fields, 
replacing the centuries-old division of land into small, 
irregular, privately owned plots. 
Urbanization in the Czech Republic is not particularly 

high for an industrialized country. Even the smallest urban 
centres, however, usually contain some manufacturing in- 
dustry. Prague, the national capital, historically occupies a 
predominant role. Brno is the chief city of Moravia. The 
other large cities are Ostrava, the leading coal-mining and 
steel centre; and Plzen, with old, established engineering 
and brewing industries. 
New towns were founded both before and after World 

War II. Notable among prewar settlements is the Morava 
valley town of Zlin, founded in 1923. The towns of 
Havifov in the east and Ostrov, near Karlovy Vary, in 
the west have been built since World War II, and all have 
substantial populations. 

THE PEOPLE 

Ethnic groups. Czechs make up roughly 95 percent of 
the population, although the Moravians consider them- 
selves to be a distinct group within this majority. A sig- 
nificant Slovak minority remains from the federal period. 
A small Polish population exists in northeastern Moravia, 
and some Germans still live in northwestern Bohemia. 
The Gypsies (Roma) constitute a small, distinct minority. 
Languages. The majority of the population speak Czech 

as their first language, while Slovak is the first language of 
the largest minority. These mutually intelligible languages 
belong to the West Slavic language group, which uses the 
Roman rather than the Cyrillic alphabet. Czech as a lit- 
erary language dates to the late 13th century. Hungarian, 
Polish, German, Ukrainian, Romany, and Russian are 

among the other languages spoken in the republic. 
Religions. During the communist era, no official statis- 
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Ski resort in the KrkonoSe (Giant) Mountains, a range in the Sudeten Mountains in 
northeastern Bohemia, Czech Republic. 
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tics were kept on religion, though the activities of the 
churches were financed by the government following the 
nationalization of all church property by 1949. Atheism 
was the official government religious philosophy, and the 

churches’ role was largely restricted to religious rites. Fol- 
lowing restoration of religious freedom in 1989, it was 
estimated that some three-fifths of Czechs professed a re- 
ligious affiliation. A visit to Czechoslovakia by Pope John 
Paul II in April 1990 celebrated the resurgence of Ro- 
man Catholicism, which counted nearly two-fifths of the 
population as adherents. There are also Eastern Orthodox 

congregations and various small Protestant sects. 

Cities over 1,000,000 

e Cities 100,000 to 1,000,000 

Persons 
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International boundaries 
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Population density of the Czech Republic. 

Demographic trends. In the past, population growth 
was slowed by emigration to the urban centres of Austria- 
Hungary and overseas, especially to the United States. 
During the modern federal period, Czechoslovakia’s rather 
slow rate of growth was attributable in part to the changes 
in lifestyle associated with urbanization and with the in- 
creased employment of women outside the home. With 
relatively low birth rates and a prolongation of the average 
life span, the average age of the population is increasing. 
A high percentage of the inhabitants of central and east- 
ern Bohemia are elderly. Partition in 1993 exerted new 
and unpredictable demographic pressures, as citizens of 

the dissolving country—many of them living outside their 
home region—selected the new republic to which they 
would belong. (M.BI./R.H.O./F.W.C.) 

THE ECONOMY 

In many respects, the partition of Czechoslovakia in 1993 
represented for the emergent Czech Republic an econo- 
mizing measure far more effective than any that domestic 
government policy could hope to accomplish. While the 
Czech Republic and Slovakia officially shared the status of 
successors to the federal state, long-standing inequities in 
economic development gave the Czechs a decided advan- 
tage at independence. Rigid compartmentalization under 
the Czechoslovak planned economy made Slovakia, with 

its mineral resources and hydroelectric potential, a major 
producer of armaments for the former communist nations 
of eastern Europe. The economy of the Czech Republic, 
on the other hand, was relatively diversified and stable, re- 
flecting both a more amenable geography and the historic 
predominance of Czechs in the federal administration. 
Similarly, the transition to a market economy initiated af- 
ter the so-called Velvet Revolution of 1989 lagged behind 
in Slovakia. Irrespective of deeper societal factors, these 
imbalances predisposed Czechs to favour partition, while 
the Slovaks were divided in their view of the federal part- 
nership as either an obscuring shadow or a sheltering wing. 
Once the political breach came to seem inevitable, the 

unprecedented requirements for dividing the economy as- 
sumed a somewhat tentative order of priority. At partition, 
the federal monetary system remained essentially intact, 
each country identifying its currency supply by means of 
applied stamps. The rapid economic divergence of the two 
republics, however, ended the arrangement after only one 

month, and separate currencies were inaugurated. 

The historic imbalance in government assets between the 
two territories made fair apportionment after partition a 
difficult goal. This was particularly true in the case of 
military installations and equipment, of which the Czech 
Republic held the great majority. The bulk of Slovakia’s 
military-industrial component, by contrast, consisted in its 
armament manufacture, which had declined precipitously 
with the collapse of communism. Despite its inherent 
advantages, the Czech economy faced independence at a 
time when recent emergence from the Soviet bloc, coupled 
with the rigours of privatization, had caused a dramatic 
short-term increase in prices and unemployment. The 
government instituted a value-added tax in its effort to 
align the economy with Western markets. (F.W.C.) 

Resources. Although reserves are limited, bituminous, 
anthracite, and brown coals are produced in significant 

quantities. Most of the bituminous coal is derived from 
the Ostrava-Karvina coalfield, though it is also mined near 
Kladno, in the Plzen basin, near Trutnov, and near Brno. 

A high proportion of the bituminous coal is of coking 
quality. Production of brown coal increased rapidly up 
to the mid-20th century and has remained fairly static 
since then, although demand for it was maintained by the 
delay in conversion to gas heating; open-pit mining meth- 
ods are used. The main mining areas are in the extreme 
west around Chomutov, Most, Teplice, and Sokolov. The 

brown coal is used in thermal power stations, as fuel in the 
home, and as raw material in the chemical industry. Small 
quantities of petroleum and natural gas are produced near 
Hodonin on the Slovak border. Pipelines import Russian 
oil and natural gas, the latter supplementing existing coal 
gas supplies. Plans for reducing dependence on Russian 
oil sources include the building of a pipeline to carry oil 
from Trieste to the Czech Republic. There has been a 
slight drop in energy use, and brown coal output also has 
suffered some decline. Nuclear power plants located in 
Dukovany and Temelin, as well as nuclear power from 
Slovakia, have reduced the country’s dependence on coal. 
The Czech Republic has a limited endowment of metal- 

lic ores. The area between Prague and Plzei has been 
important for its iron deposits. Lead and zinc ores are 
mined near Kutna Hora and Piibram in Bohemia and in 
the Hruby Jesenik Mountains in the northeast. Uranium 
is mined near Piibram and around Hamr in northern Bo- 
hemia. There is a significant deposit of gold at Mokrsko, 
in central Bohemia south of Prague. The Ore Mountains 
of Bohemia yield small quantities of tin. Other mineral re- 
sources include graphite near Ceské Budéjovice and kaolin 
near Plzen and Karlovy Vary. 
Agriculture and forestry. Czech agriculture is among 

the most advanced in eastern Europe, with better-than- 

average yields. The country does not suffer from a short- 
age of agricultural land, but such land in the Czech 
Republic is used far less efficiently than that in western 
Europe. Economists have predicted that removal of agri- 
culture from central government planning would render it 
more responsive to consumer demand and business pro- 
ductivity. Gradual restoration of land to previous owners 
from whom it had been confiscated after World War II 
was expected to result in the reestablishment of private 
farming in some cases and in the continuation of some 
cooperative ventures. 

Cereals lead in total agricultural production, with wheat, 
barley, rye, oats, and potatoes as the most important crops. 
Pigs, cattle, sheep, and poultry are the dominant livestock. 
Reforestation efforts of the early 1980s were offset by the 

effects of acid rain, which prompted cutting beyond the 
projected rate. By 1989 nearly three-fifths of the republic’s 
forests had been destroyed or seriously damaged. 
Industry. Although overall industry in the Czech Re- 

public can be characterized as obsolete, some sectors, 
notably electronics, are modern and efficient and could 
be competitive in international markets, given an infu- 
sion of investment and management skill. Engineering is 
the largest branch of industry. Also important is food 
processing, followed by the chemical, rubber, cement, 

and glass industries, ferrous metallurgy, and fuel mining 
and processing. The Czech iron and steel industries have 
traditionally been among the largest in eastern Europe 
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and are based mainly on imported ores. Steel production 
is centred in the Ostrava area (in Moravia), with lesser 
amounts produced at Kladno, Plzei, and Chomutov (all in 
Bohemia). The heavy manufacturing sector produces au- 
tomobiles, trucks, tractors, buses, airplanes, motorcycles, 
and diesel and electric locomotives and rail cars. 
Tourism. Prior to 1989 the tourism industry catered 

largely to eastern Europeans. Following democratization, 
an increasing proportion of tourists came from western 
Europe and the United States, and earnings from tourism 
increased dramatically throughout the 1990s. Principal at- 
tractions include historic Prague, numerous spas and min- 
eral springs, winter resorts, and various cultural festivals. 
Finance. On the day of partition, the Czech National 

Bank (and its Slovak counterpart) replaced the federal 

monobank, the State Bank of Czechoslovakia. The Na- 
tional Bank oversees all financial institutions. Numerous 
commercial and joint-venture banks developed after de- 
mocratization. The banking industry suffered a major cri- 
sis in 1996, when the fifth and sixth largest banks failed. 
During the 1990s total foreign investment, particularly in 
the communications, transportation, and consumer goods 

industries, was greater than that of most other former So- 
viet bloc countries. 
Trade. The Czech Republic depends on foreign trade to 

boost economic growth. Czechoslovakia was one of the 
largest foreign traders in eastern Europe and was a mem- 
ber of the Council for Mutual Economic Assistance 
(Comecon) until that organization disbanded in 1991. 

With democratization, trade patterns shifted, and by the 
end of the 1990s exports to former Comecon members had 
declined to about one-fourth of total exports. Germany is 
the country’s main trading partner. Machinery and trans- 
portation equipment comprise the largest share of both ex- 
ports and imports. 
Transportation. Owing to terrain, settlement patterns, 

former federal policies, and geographic orientation toward 
western Europe, the Czech Republic possesses a more ex- 
tensive transportation system than that of Slovakia. About 
5,900 miles (9,500 kilometres) of rail lines serve all regions 
of the country and link the republic with its neighbours. 
Despite a modernization of the railways, there has been a 
steady decline in both passenger and freight operations; 
EuroCity trains connect Prague with most major European 
cities. An extensive network of more than 35,000 miles of 
paved roads crisscrosses the Bohemian Plateau, while a su- 
perhighway links Prague, Brno, and Bratislava. 
The Elbe and the Vltava are the principal navigable rivers 

in the Czech Republic, with Dé¢in and Prague their chief 
ports, respectively. The Oder provides access to the Baltic 
Sea via the Polish port of Szczecin. Air service connects 
Prague with Ostrava, Brno, Karlovy Vary, and other re- 
gional centres, as well as with Bratislava in Slovakia. 

ADMINISTRATION AND SOCIAL CONDITIONS 

Government. Constitutional framework. On Dec. 16, 
1992, the Czech National Council adopted a new consti- 
tution establishing the Czech Republic as a parliamentary 
democracy. This document reflected the Western liberal 
tradition of political thought and incorporated many of the 
principles codified in the Charter of Fundamental Rights 
and Freedoms, which was adopted by the former Czecho- 
slovak Federal Assembly in January 1991. The constitu- 
tion provides for a bicameral Parliament consisting of a 
Chamber of Deputies (200 members elected on a propor- 
tional basis for four-year terms) and a Senate (81 members 
elected by district for six-year terms). 
Executive power is shared by the prime minister and the 

president, who is the representative head of state and is 
elected by a joint session of Parliament to a five-year term. 
The president, in turn, appoints a prime minister, who 
heads the government and advises the president on the ap- 
pointment of other members of the government. 
There is universal direct suffrage, and there are several 

prominent political parties, some of which represent par- 
ticular interests, such as Gypsy (Roma) rights, environ- 
mentalism, and farmers’ concerns. 
Local government. The Czech Republic revised its ad- 
ministrative structure in 2000. The country is divided into 
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14 regions, which reflect the divisions that existed between 
1948 and 1960, and 77 districts. Local governments have 
the power to levy local taxes and are responsible for roads, 
utilities, public health, and schools. 

Justice. The judicial system consists of the 15-member 
Constitutional Court, the Supreme Administrative Court, 
and the Supreme Court, as well as high, regional, and dis- 

trict courts. Military courts are under the jurisdiction of 
the department of defense. During the 1990s, the Czech 
government took steps to modify its legal system to meet 
standards set by the Organization for Security and Coop- 
eration in Europe. 
Armed forces. The Soviet troop withdrawal from 
Czechoslovakia in mid-1991 coincided with the dissolution 
of the Warsaw Pact. At partition, apportioning military re- 
sources was one of the major tasks of the new Czech and 
Slovak defense ministries. Two-thirds of the matériel went 
to the Czech forces. The Czech military includes ground 
and air forces and frontier guards. In the 1990s Czech units 
served in the Balkans conflict as part of the international 

force of United Nations and NATO troops. In 1999 the 
Czech Republic (along with Poland and Hungary) joined 
NATO. 
Education. Children 3 to 6 years old may attend state 

kindergartens. Compulsory education lasts 10 years, from 
age 6 to 16. Most students 15 to 18 years of age continue 
their education either at a general secondary school, which 

prepares them for college or university studies, or at a vo- 

cational or technical school. Since 1990 many private and 
religious schools have been established. 
Enrollment in colleges and universities is low in compar- 

ison to many other European countries. The leading insti- 
tutions of higher education, which provide four to five 
years of intensive study, have long-standing traditions. 
Charles University (founded 1348) and the Czech Techni- 
cal University (founded 1707), both in Prague, are among 
the oldest universities of their kind in central Europe. Brno 
has two universities, and Olomouc has one. A number of 
teachers’ colleges were redesignated as universities during 
the 1990s. Research work is carried out at universities and 
at special research institutions affiliated with the Academy 
of Sciences of the Czech Republic. 
Health and welfare. To restructure the health care sys- 

tem inherited from the communist era, the Czech Repub- 
lic sought to end state control of health services, create a 
health care system that would include privately adminis- 

tered facilities, and introduce a funding structure to un- 
derwrite the system. By 1994 privatization had been 
accomplished and the number of private health-care facil- 
ities had increased substantially. Simultaneously, there was 
a dramatic increase in costs, which proved difficult to ad- 
dress. Despite the increased cost of health care, however, 

Czechs generally benefited from greater access to advanced 
medical technologies and procedures. 
Housing conditions are relatively good in comparison to 

other eastern and central European countries. However, 
there have been severe housing shortages, which were ex- 
acerbated during the 1990s, owing to the major political 
and economic changes. Czechs generally enjoy a higher 
standard of living than other former communist countries 
in Europe. 
Increasing crime rates were a major problem in the 1990s. 

The lowering of entitlements for unemployment worked as 
a disincentive to registering for unemployment benefits 
and encouraged the spread of an illegal, “parallel” econo- 
my. There was also a large influx of political and econom- 
ic refugees from Europe and elsewhere. Coupled with 
increasing mutual resentment between Czechs and the 
local Gypsy population, ethnically motivated violence was 
frequent in the late 1990s. (F.W.C./Mi.Ha./Ed.) 

CULTURAL LIFE 
Czech cultural traditions reflect a German and Slavic mix- 
ture. Influences from farther afield also have been strong. 
Visually the most striking influences are Italian—in Re- 
naissance and Baroque architecture for instance—while lit- 
erature, music, the visual arts, and popular culture are 
indebted to a variety of external influences. Most of the 
Western cultural influences on the Czech Lands have 
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passed through a German filter, and in response Czech cul- 

tural traditions are marked by a strong sense of national 

identity. 
Literature. Czech literature can claim a remote ancestry 

in the vernacular writing connected with the mission sent 
to Moravia in AD 863 by the Byzantine emperor Michael 

Ill. Christianity had reached the Slavs of Moravia from the 
west under the influence of the Frankish empire. To count- 
er this Frankish influence, Prince Rostislav, the ruler of 
Great Moravia, sought help from the east. The resulting 
mission was led by an experienced scholar and diplomat, 

Constantine (better known as Cyril), and his brother 
Methodius. The brothers translated much of the Bible and 
the essential liturgical texts into a Slavonic literary lan- 
guage of Cyril’s devising, based on the Macedonian- 

Slavonic vernacular of his native Salonika but enriched 
from other sources, notably Greek and the Slavonic of 

Moravia. 
The most noteworthy literary monuments of this lan- 

guage (now known as Old Church Slavonic) are the Lives 
of the two brothers, which were almost certainly written 
before 900 (though they are preserved only in later copies). 
Other Old Church Slavonic texts, however, can be assigned 
to the Czech era, notably the Legends about St. Wenceslas 
(Vaclav), prince of Bohemia (ruled 921-929), and his 

grandmother Ludmila, probably from the 10th century. 
The Old Church Slavonic language, employed for a while 
along with Latin, fell out of use after 1097, when the last 
Slavonic monastery in Bohemia was taken over by Bene- 
dictine monks. (Ro.Au./Z.A.B.Z.) 
Writing in the Czech language emerged in the 13th cen- 

tury, establishing a generally continuous tradition. Chival- 
rous romances and chronicles, legends of the saints, love 
lyrics, satires, translations of the Bible, and religious prose 
were written in the 14th and 15th centuries. During the 
Counter-Reformation there was a serious decline in the so- 
cial and administrative use of Czech, though the Baroque 
period brought fresh impulses to popular poetry and influ- 
enced both Roman Catholic and non-Catholic writers. A 
renewed flowering of Czech literature occurred during the 
19th century (referred to as the Czech National Revival), a 
movement that later took on distinctly political overtones. 
For the Czechs to become full-fledged members of the 
19th-century community of European nations, their histo- 
ry had to be constructed and their language rediscovered, 
reconstructed, and codified. Josef Dobrovsky, a Jesuit 

priest and scholar who wrote in German, published an out- 
standing systematic grammar of the Czech language. Fran- 
tiSek Palacky, a historian turned politician, published the 

first volume of an ambitious history of the Czech nation in 
German in 1836. After 1848 Palacky continued his histo- 
ry in the Czech language only, though subsequent volumes 
appeared in both Czech and German. 

Meanwhile, the Romantic literary movement of western 
Europe began to affect the emerging Czech literature. The 

Czech Romantic school of poetry, dating from the early 
19th century, is best represented by Karel Hynek M4acha 
and Karel Jaromir Erben. In Bohemia the Romantic 
movement gave way in the 1840s to a more descriptive and 
pragmatic approach to literature. Bozena Némcova’s novel 
Babicka (1855; “The Grandmother”) became a lasting 
favourite with Czech readers, while the journalist and poet 
Karel Havliéek Borovsky acquainted Czechs with some of 
the stark facts of political life. Jan Neruda, in his poetry 
and short stories, domesticated literary sophistication with- 
in a familiar Prague framework. Toward the end of the 
19th century, the historical novels of Alois Jirasek began to 

claim a wide readership, while poetry moved through Par- 
nassian, Symbolist, and Decadent phases. 

The making, and breaking, of the Czechoslovak state be- 
tween the two world wars was reflected in its literature. 
Jaroslav HaSek’s sequence of novels Osudy dobrého vojaka 
Svejka za svétové valky (1921-23; The Good Soldier 
Schweik) made a mockery of authority, especially that of 
the former Austro-Hungarian army. Karel Capek wrote 
popular plays, novels, and travel books, many of which 
have been translated into English. Vitézslav Nezval, Fran- 
tiSek Halas, Vladimir Holan, Josef Hora, and Nobel Prize 
winner Jaroslav Seifert were among other writers whose 

poetry came to prominence during the first half of the 20th 
century. As World War II and German-imposed censor- 
ship closed in, poetry became even more popular than in 
peacetime: the brief life and work of Jifi Orten is an out- 
standing example of his tragic generation. 
Before the destruction of Czech Jewry by the Nazis and 

the expulsion of the German minority at the end of the 
war, Bohemia and Moravia had a strong German literary 
tradition. About the mid-19th century, Adalbert Stifter’s 
descriptions of nature and the common people inspired 
local followers in the borderland between Bavaria and Bo- 
hemia. During the first half of the 20th century, the Ger- 
man-Jewish group of writers in Prague—Franz Kafka, 
Franz Werfel, Rainer Maria Rilke, and Max Brod— 
achieved international recognition. 
Among the postwar generation of writers, Bohumil Hra- 

bal became well-known for his haunting short stories. 
While Hrabal remained largely apolitical, after 1948 the 

majority of Czech writers became enthusiastic members of 
the Communist Party. Communism had strong domestic 
roots and thrived as an ideology among intellectuals as well 
as organized workers, as communist propagandists suc- 
cessfully integrated strong doses of anti-German hatred 
with pan-Slavic solidarity and socialist visions of utopia. 
However, the Stalinist purges of the 1950s and the upris- 

ings of 1956 discredited the party and gave birth to a re- 
form movement. Before and after the invasion of 
Czechoslovakia by Warsaw Pact forces in 1968, Czech 
writers were at the forefront of the communist reform 
movement. Many suffered for their political commitment; 

a number of writers, including Milan Kundera and Josef 
Skvoreck¥, were forced to live and work abroad. Ludvik 
Vaculik and Ivan Klima, writers of the same generation 
and of similar conviction, were among those whose novels 
were circulated in Prague as underground publications. 
Since 1989 Czech writers have continued to have a major 

political influence, perhaps best exemplified by the election 
of Vaclav Havel, a prominent dissident playwright, as the 
country’s first postcommunist president. 
Theatre. The Czech Republic’s theatrical tradition is 

usually connected with the Prague National Theatre, 
which was completed in 1881. In the 1930s the “liberated 

theatre” movement made popular by two*tomic actors, Jiri 
Voskovec and Jan Werich, and the musician Jaroslav 
Jezek launched a new genre of political satire. Czech stage 
designers such as Franti8ek Tréster, Franti8ek Muzika, 
Josef Capek, and Josef Svoboda achieved worldwide recog- 
nition. Vaclav Havel’s best-known and most-translated 
plays are Zahradni slavnost (1963; The Garden Party) and 
Vyrozuméni (1965; The Memorandum). 
Music. During the 18th century, Bohemia produced sev- 

eral musicians and composers who greatly influenced mu- 
sical styles throughout Europe. Johann Stamitz, the 
founder of the Mannheim school of symphonists, made 
key contributions to the development of the classical sym- 
phonic form and had a profound influence on Mozart. 

During the 19th century, operatic and symphonic music 
retained an important place in Czech cultural life. Bediich 
Smetana injected Czech nationalism into his works. An- 
tonin Dvorak, LeoS Janacek, and Bohuslav Martini drew 
heavily on folk music and achieved international fame. 
Since World War II, Czech musicians have gained notice 
on the European jazz circuit, and jazz-rock keyboardist 
Jan Hamr (Jan Hammer) won international acclaim for 
his television and motion picture soundtracks. 
Film. During the communist era, film was valued as a 

propaganda tool, and the state-supported Czechoslovak 

motion picture industry produced an average of 30 feature 
films annually. With the withdrawal of state sponsorship 
during the 1990s, fewer than 20 films appeared each year. 
Despite the limitations imposed by a small market, Czech 
films and film directors have made their international 
mark. Among the best known internationally are those of 
the Czech New Wave period (1962-68), including Milo’ 
Forman’s Lasky jedné plavolvlasky (1965; Loves of a 
Blonde) and Jiti Menzel’s Closely Watched Trains (1967), 
which won an Academy Award. In 1997 Jan Svérak’s film 
Kolya, set just before the Velvet Revolution, also received 
international acclaim. 
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Fine, applied, and folk arts. The Czechs have a strong 
tradition in the graphic arts. This includes many forms of 
caricature: Josef Capek, the brother of the writer Karel 
Capek, is remembered for a series of drawings, entitled The 
Dictator’s Boots, which date from Adolf Hitler’s rise to 
power. Much of Czech graphic art derived its inspiration 
from popular, narrative art, such as the happy marriage be- 
tween HaSek’s texts and Josef Lada’s illustrations. Since 
the 19th century, Czech painters and graphic artists have 
generally followed the broad European movements, but re- 
alism usually prevailed. One of the best-known painters of 
the 19th century was Josef M4nes. Paris-based Art Nou- 
veau illustrator Alphonse (Czech: Alfons) Mucha captured 
the fin-de-siécle mood in his paintings and posters, which 
gained him world renown. During the 20th century, Czech 
painters such as Franti8ek Kubka, Emil Filla, Toyen, Jin- 
drich Styrsk¥, and Josef Sima were influenced by Cubism 
and Surrealism. Prominent painters active since the mid- 
20th century include Jan Zrzavy, Mikul4S Medek, Adriena 
Simotové, Jan Bauch, and Jifi Kolai. 
In the applied arts, manufactured glass ornaments, tradi- 

tional northern Bohemian costume jewelry, and toys are 
internationally known. Popular art has been preserved 
most often in useful ceramic and wood objects; embroi- 
deries and traditional costumes are now less important. 
Libraries and museums. The Czech Republic’s network 

of public libraries dates to the 19th century. The largest li- 
brary is the National Library in Prague, created in 1958 by 
the merger of several older libraries. Other major collec- 
tions are in the National Museum Library, also in Prague 
and founded in 1818, and the State Scientific Library in 
Brno. Of the republic’s many museums, three in Prague 
are especially noteworthy: the National Museum (founded 
1818), the National Gallery (1796), and the Museum of 
Decorative Arts (1885), the last housing one of the world’s 
largest collections of glass. 
Sports and recreation. Czechs enjoy a variety of outdoor 

activities including football (soccer), golf, canoeing, and 
cycling, as well as winter sports such as cross-country ski- 
ing, snowboarding, and ice hockey. The country’s nation- 
al ice hockey team won four world championships from 
1996 to 2001 (including three consecutive) and the gold 
medal at the 1998 Olympic Games. Several of the coun- 
try’s most prominent players, such as Dominik HaSek and 
Jaromir Jagr, performed in North America’s National 
Hockey League. International tennis stars Ivan Lendl and 
Martina Navratilova were both native Czechs. 
Press and broadcasting. Until 1989 the media were sub- 

ject to censorship through the government’s Office for 
Press and Information. The government owned all tele- 
phone, telegraph, television, and radio systems, and news 
was disseminated by the official Czechoslovak News 
Agency. State control of radio and television ended in 
1991, and during the 1990s many new newspaper and 
book publishers were established. (Z.A.B.Z./Mi.Ha./Ed.) 

For statistical data on the land and people of the Czech 
Republic, see the Britannica World Data section in the 
BRITANNICA BOOK OF THE YEAR. 

HISTORY 

The Czech Republic came into existence upon the dissolu- 
tion of the Czechoslovak federation on Jan. 1, 1993. Upon 
partition, the Czech Republic was given two-thirds of the 
federation’s assets; special agreements were made for the 
diplomatic service and the armed forces. The citizens of 
the former federation also were divided on the basis of new 
nationality laws, and, soon after partition, many Slovaks 
applied for Czech citizenship. 
Vaclav Havel, the first postcommunist president of 

Czechoslovakia, was elected the republic’s president in 
1993. The government immediately faced the problem of 
monetary arrangements with Slovakia and decided that a 
monetary union would be unworkable. Although the sep- 
aration with Slovakia was amicable, customs posts were 
erected along the Czech-Slovak border, and there were 
signs of rising national tempers. 
During much of the 1990s, the Czech Republic dealt with 

a variety of internal issues, including the restitution of 
property expropriated from Jews during Nazi occupation, 
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the rights of former communists to hold senior govern- 
ment posts, and relations with its minority Roma (Gypsy) 
population. In foreign affairs, the Czech Republic focused 

much of its efforts on forging a new relationship with Slo- 
vakia and in reorienting itself toward western Europe; in 
1999 the Czech Republic joined the North Atlantic Treaty 
Organization, and in 2004 it became a member of the Eu- 
ropean Union. (Z.A.B.Z./Ed.) 

For later developments in the history of the Czech Re- 
public, see the BRITANNICA BOOK OF THE YEAR. 

Slovakia 

The mountainous, landlocked Slovak Republic (Slovak: 

Slovensk4é Republika) is roughly coextensive with the his- 
torical region of Slovakia, the easternmost of the two terri- 
tories that from 1918 to 1992 constituted Czechoslovakia. 
Slovakia became independent on Jan. 1, 1993. The coun- 
try is bordered by its former federal partner—the Czech 
Republic—to the west, Poland to the north, Ukraine to the 
east, Hungary to the south, and Austria to the southwest. 
It has an area of 18,933 square miles (49,035 square kilo- 
metres). The capital is Bratislava. 

THE LAND 

Relief. The Western Carpathian Mountains dominate 
the topography, consisting of three regions of east-west- 
trending ranges—Outer, Central, and Inner—separated by 
valleys and intermontane basins. Two large lowland areas 
north of the Hungarian border, the Little Alfold (called the 
Podunajskaé, or Danubian, Lowland in Slovakia) in the 
southwest and the Eastern Slovakian Lowland in the east, 
comprise part of the Inner Carpathian Depressions region. 
The Outer Western Carpathians to the north extend into 

the eastern Czech Republic and southern Poland and con- 
tain the Little Carpathian (Slovak: Bielé Karpaty), Ja- 
vorniky, and Beskid (Beskydy) mountains. The Central 
Western Carpathians across central Slovakia include the 
country’s highest ranges: the High Tatra (Vysoké Tatry) 
Mountains, containing the highest point in the republic, 
Gerlachovsky Peak, at 8,711 feet (2,655 metres); and, to 
the south, the Low Tatra (Nizke Tatry) Mountains, which 
reach elevations of about 6,500 feet. Farther to the south 
are the Inner Western Tatra Mountains, which extend into 
Hungary and contain the economically important Slovak 
Ore (Slovenské Rudohorie) Mountains. 
Drainage and soils. Slovakia drains predominantly 

southward into the Danube (Dunaj) River system. Two 
major rivers, the Morava and the Danube, form the re- 
public’s southwestern border. The principal rivers draining 
the mountains include the V4h, Hron, Horndd, and Bo- 
drog, all flowing south, and the Poprad, draining north- 
ward. Flows vary seasonally. Mountain lakes and mineral 
and thermal springs are numerous. 
Slovakia contains a striking variety of soil types. The 

country’s richest soils, the black chernozems, occur in the 
southwest, although the alluvial deposit known as Zitny 
(Rye) Island occupies the core of the Slovakian Danube 
basin. The upper reaches of the southern river valleys are 
covered with brown forest soils, while podzols dominate 
the central and northern areas of middle elevation. Stony 
mountain soils cover the highest regions. 
Climate. Slovakia has a more continental climate than 

the Czech Republic. The mean annual temperature drops 
to 25° F (—4° C).in the High Tatras, rising to 51° F (11° 
C) in the Danube lowlands. Average July temperatures ex- 
ceed 68° F (20° C) in the Danube lowlands, and average 
January temperatures can be as low as 23° F (—5° C) in 
mountain basins. The growing season is about 200 days in 
the south and less than half that in the mountains. Annu- 
al precipitation ranges from 22 inches (570 millimetres) in 
the Danube plains to more than 43 inches in windward 
mountain valleys. Maximum precipitation falls in July, 
while the minimum is in January. 
Plant and animal life. Although Slovakia is small, its 

varied topography supports a wide variety of vegetation. 
Agriculture and timber cutting have diminished the re- 
public’s original forest cover, but approximately half of its 
area is still forested. The major forest types include the 
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Strbské Pleso, a morainic lake in the High Tatras, High Tatra National Park, Slovakia. 
Frantisek Malecek 

oak-grove assemblages of the Podunajské Lowland, the 
beech forests of the lower elevations of the Carpathians, 
and the spruce forests of the middle and upper slopes. The 

highest elevations support taiga and tundra. The country’s 
forestland is most extensive in the mountainous districts. 
The timberline runs at about 5,000 feet. At these upper el- 
evations, particularly in the Tatras, the tree cover below 
the timberline consists largely of dwarf pine. At around 
7,500 feet, Alpine grasses and low-growing shrubs give way 
to lichens. 
Slovakia’s wildlife is abundant and diverse; the High 

Tatra National Park shelters an exceptional collection of 
wild animals, including bears, wolves, lynx, wildcats (Felis 
sylvestris), marmots, otters, martens, and minks. Hunting 
is prohibited in the parks. Some animals, such as the cham- 
ois, are protected nationwide. The forests and lowland 
areas support numerous game birds, such as partridge, 
pheasant, wild geese, and ducks. Raptors, storks, and other 
large birds are protected. 
The country has seven national parks. The High Tatra 

and Pieniny parks are situated along the Polish border and 
are administered in cooperation with Polish authorities; 
the Low Tatra National Park is located in the interior. All . 
three of these areas preserve many species of wildlife, along 
with glacial landscapes, Alpine flora and fauna, and relict 
species from the Pleistocene glaciations (i.e., those that oc- 
curred from about 1,600,000 to 10,000 years ago). 

Settlement patterns. Slovakia’s population density is rel- 
atively low, largely because of its rugged terrain. Highland 
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Population density of Slovakia. 

villages, many of them dating from the Middle Ages, con- 
form to linear ridges and valleys. Dispersed settlement oc- 
curs along the Czech border and in the central mountains, 
reflecting the later colonization of the 17th and 18th cen- 
turies. Rural settlements with up to several hundred in- 
habitants tend to prevail except in the more heavily 
urbanized southwest. The most concentrated population is 
found on the Podunajské Lowland. Collectivization of 
farmland under Czechoslovakia’s communist regime sup- 
planted the ancient small-scale pattern of land use with a 
giant agricultural grid. Reprivatization of farmland follow- 
ing the events of 1989 effected a gradual reconfiguration of 
the arable landscape. 

Postwar industrialization programs increased urbaniza- 
tion. Three-fifths of the population lives in urban areas. In 
addition to Bratislava, regional centres include Nitra, Ban- 
ska Bystrica, Zilina, KoSice, and PreSov. 

THE PEOPLE 

Ethnic composition. Slovakia’s population is about 85 
percent Slovak. Hungarians, concentrated in the southern 
border districts, form the largest minority, comprising 
about one-tenth of the population. Small numbers of 
Czechs, Germans, and Poles live throughout the country, 
while Ruthenians (ethnic Ukrainians) are concentrated in 
the east and northeast. There is a sizable and relatively mo- 
bile population of Gypsies (Roma), estimated at roughly 2 
percent of the population, who live mainly in the eastern 
part of the country. 
Languages. The majority of the population identify Slo- 

vak as their first language, but there is widespread fluency 
in Czech. As members of the West Slavic language group, 
these closely related and mutually intelligible languages use 
the Roman rather than the Cyrillic alphabet. Slovak as a 
literary language dates to the 19th century. Hungarian, 
Polish, German, Ukrainian, Russian, and Romany are 
among the other languages spoken in Slovakia. In 1996 a 
controversial law established Slovak as the nation’s official 
language. 

Religions. Four decades of official atheism ended in 
1989, and the widespread persistence of religious affiliation 
became quickly visible in both the sectarian and political 
spheres. Three-fifths of the population are Roman 
Catholic, but the Protestant Lutheran and Calvinist 
churches claim a significant minority of adherents. Eastern 
Orthodoxy remains strong in Ruthenian districts. 
Demographic trends. Historically, emigration to other 

countries kept Slovakia’s growth rate low. Well over half a 
million Slovaks emigrated to the United States prior to 
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1914, During communist rule, emigration virtually ceased. 
Industrialization policies were responsible for significant 
internal migration and increased urbanization. Slovakia’s 
birth rate outpaces its death rate, and the number of eld- 
erly citizens has steadily increased. 

THE ECONOMY 

The brevity of the fanfare that greeted the rebirth of Slo- 
vakia in 1993 was largely an acknowledgement of eco- 
nomic reality. Slovak political autonomy was popular, but 
many viewed the pursuit of it outside the Czechoslovak 
federation as potentially disastrous. Others argued that the 
conversion to a market economy in a federated Czecho- 
slovakia would favour the Czech region. Geographic and 
historical conditions, including the central planning of the 
communist era, had left Slovakia more rural and less eco- 

nomically diversified than its Czech neighbour. Indeed, the 
process of privatization undertaken after the fall of the 
communist regime in 1989 proceeded much more slowly 
in Slovakia than in the Czech Republic. Furthermore, 
since Czechs had long dominated the federal leadership of 

Czechoslovakia, the Slovak regional leaders lacked experi- 
ence at the national level, compounding the burden of Slo- 
vak independence. 
Initially, the engineers of Czechoslovakia’s political sepa- 

ration had assumed that the two countries could share, for 
a limited period, the existing monetary system. This ar- 
rangement was quickly considered untenable: Czechs fore- 
saw contagious inflation in Slovakia, and Slovaks feared 
economic “shock therapy” by the Czechs. The short-lived 
plan that emerged prescribed a stepped transition in which 

each republic would recall a portion of its Czechoslovak 
currency supply for stamping with a country mark, and 
newly printed bills would gradually replace the stamped 
ones. The agreement established an initial exchange rate of 
1 to 1 for the new currencies. However, the two nations 
soon adopted separate currencies. 
The apportionment of government assets presented a 
major challenge, particularly those of the former Czecho- 
slovak military. Although Slovakia accounted for as much 
as two-thirds of the federation’s arms production, the ma- 
jority of bases, aircraft, and associated equipment were on 
Czech soil. Slovakia’s economy suffered an economic 
downturn in the early 1990s, prompting the government to 
implement a privatization program. By the end of the cen- 
tury, approximately three-fourths of Slovakia’s gross do- 
mestic product was generated by the private sector. 
Resources and power. Slovakia has limited but econom- 

ically important reserves of brown coal and lignite near 
Handlova and Modry Kamen. Pipelines import Russian 
oil and natural gas, the latter supplementing existing sup- 
plies. A natural-gas field was discovered near the western 
town of Gbely in 1985. 
Substantial deposits of iron ore, copper, manganese, mag- 

nesite, lead, and zinc are mined in the Slovak Ore Moun- 
tains. Imported bauxite and nickel ore are refined at Ziar 
nad Hronom and Sered’, respectively. Eastern Slovakia has 
some economically significant salt deposits. 
The chief energy source for industry is hydroelectric 

power, generated by a series of dams on the Vah, Orava, 
Hornad, and Slana rivers. In 1977 the Czechoslovak and 
Hungarian governments agreed to build a major hydro- 
electric project on the Danube southeast of Bratislava at 
Gab¢ikovo. The project called for the diversion of the 
Danube and the construction of two dams to be built by 
each country. In 1989 Hungary withdrew from the ven- 
ture. In 1997 the International Court of Justice ruled that 
both states had violated the agreement and advised Slova- 
kia and Hungary to negotiate a new agreement that would 
specify more stringent environmental standards, though 
neither nation was inclined to do so. 
Nuclear power plants generate a substantial portion of 

Slovakia’s electricity. To meet European safety regulations, 
the Slovak government agreed to decommission two po- 
tentially hazardous Soviet-era reactors by 2008. 
Agriculture and forestry. During communist rule, agri- 

culture was subordinate to industrialization. By the end of 
the 20th century, only about one-third of Slovakia’s terri- 
tory was cultivated. On the fertile lowlands, wheat, barley, 
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sugar beets, corn (maize), and fodder crops are important, 
but on the relatively poor soils of the mountains the prin- 

cipal crops are rye, oats, potatoes, and flax. Tobacco and 

fruits are grown in the V4h valley, and vineyards thrive on 
the slopes of the Carpathian ranges in the southeastern part 
of the country. On the plains, farmers raise pigs and cattle, 
while sheep raising is prevalent in mountain valleys. De- 
spite reforestation efforts, nearly one-third of Slovakia’s 
forests were destroyed or seriously damaged by 1989. 
Industry. Because it was the location of some of eastern 

Europe’s most inefficient state-run industries, Slovakia, in 

some ways, has felt the effects of economic reform more 
acutely than has its former federal partner. Bratislava, 

KoSice, and the towns along the Vah River are Slovakia’s 
main manufacturing centres. Important industries include 
ceramics, chemicals, machinery, steel, textiles, food and 

beverage processing, and petroleum products. Slovakia’s 
armaments industry has revived since 1993 and produces 
military equipment primarily for export. Environmental 
pollution—the legacy of communist-era industrializa- 
tion—is a pressing concern. 
Tourism. During the communist period, most visitors 

were from eastern Europe. As in the Czech Republic, since 

independence, tourism has dramatically increased from 
western Europe and North America. Attractions include 
mountain scenery, caves, castles and other historical build- 
ings and monuments, arts festivals, and numerous thermal 
and mineral springs. 
Finance and trade. The National Bank of Slovakia suc- 

ceeded the Czech and Slovak central bank as the republic’s 
principal financial institution. It governs monetary policy, 
ensures the stability of the Slovak currency, the koruna, 
and oversees the republic’s commercial banks. Following 
decentralization of the banking system, a number of com- 
mercial and joint-venture banks developed. However, dur- 

ing the mid-1990s several banks were shuttered as the 
result of financial scandals. A stock exchange operates in 
Bratislava. 
Slovakia’s well-educated labour force helps attract foreign 

investors from Austria and Germany as well as other West- 
ern nations. In general, though, direct foreign investment 
lags behind that of other former Eastern-bloc countries. 
During the late 1990s, the government established tax in- 
centives to stimulate foreign investment. 
Slovakia depends on foreign trade to boost economic 

growth. Following the dissolution of the Council for Mu- 
tual Economic Assistance (Comecon), trade with former 
eastern European countries declined, while that with West- 
ern countries expanded. The volume and profile of trade 
between Slovakia and the Czech Republic remains impor- 
tant despite occasional disruptions stemming from politi- 
cal squabbles. Slovakia’s principal trade partners include 
the Czech Republic, Russia, Germany, Italy, Poland, and 
Austria. 
Transportation. Slovakia’s transport system is relatively 
modern, though somewhat inefficient. Its most important 
element is the railways, which provide the bulk of freight 
transport. With assistance from the European Investment 
Bank, Slovakia has sought to electrify its entire rail system. 
Development of the highway network, which is not very 
extensive, proceeded at a slower pace than that of the rail- 
way system. A superhighway from Bratislava to Brno and 
Prague was begun in 1938 but completed only in 1980. 
The Danube River, forming the western third of the bor- 

der with Hungary, dominates water transport. Komarno 
and Bratislava are the country’s .principal ports. Interior 
rivers are not navigable. There are airports at Bratislava, 
Luéenec, Zilina, Zvolen, Poprad, and KoSice; however, 
most international travelers to Bratislava use Vienna’s air- 
port, which is 40 miles (60 kilometres) west of the Slovak 
capital. 

ADMINISTRATION AND SOCIAL CONDITIONS 

Government. Constitutional framework. The Slovak 
National Council adopted a new constitution on Sept. 1, 
1992, four months before the federation’s partition. This 
document—like its Czech counterpart—reflects the Char- 
ter of Fundamental Rights and Freedoms passed by the 
former Czechoslovak Federal Assembly in 1991. The con- 
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stitution provides for a unicameral legislature (the Nation- 
al Council), consisting of 150 deputies chosen by direct 
general election. The head of state, the president, is elect- 
ed for a five-year term. The 1992 constitution specified 
that the president was to be elected by a three-fifths ma- 
jority of the National Council. However, after several years 

of considerable controversy, in 1999 the government ap- 
proved a constitutional amendment that allowed for the 
direct election of the president. The supreme executive 
body is the government, which is formed by a prime min- 
ister, whom the president appoints. 
Local government. The constitution addresses the issue 

of local administration only cursorily, defining the munic- 
ipality as a territorial and administrative entity exercising 
jurisdiction over its permanent residents. Slovakia is com- 

posed of eight administrative regions (including Greater 
Bratislava) and 79 districts. 

Justice. The apex of the Slovak judicial system is the 
Constitutional Court, comprising 10 judges appointed by 
the president for seven-year terms. The lower courts re- 
solve civil and criminal matters and assess the legality of 
administrative rulings. Slovakia’s civil law code is based on 
Austro-Hungarian codes but has been revised to eliminate 
language dating from the communist era and to comply 
with requirements set by the Organization on Security and 
Cooperation in Europe (OSCE). 

Armed forces. With the Soviet troop withdrawal and the 
dissolution of the Warsaw Pact in 1991, Czechoslovakia as- 
sumed control of its own military affairs. The apportion- 
ment of formerly federal military property between the two 
new republics was a major hurdle in the partition process, 
as was the creation of separate armed forces. 
Slovakia’s armed forces comprise an army and an air 

force of approximately 50,000 troops. There also are sepa- 
rate civil defense troops and internal security forces. Mili- 
tary service is compulsory for all men over age 18. During 
the 1990s Slovakia participated in peacekeeping efforts in 
Albania, Angola, Croatia, and Syria. In 1994 Slovakia 
joined NATO’s Partnership for Peace program. 

Education. The Slovak constitution guarantees free pri- 
mary and secondary public education. There are also a 
number of private and church-affiliated schools. Kinder- 
gartens are available for children 3 to 6 years old. Educa- 
tion is compulsory between the ages of 6 and 16 and 
usually includes instruction in a major foreign language. 
General secondary schools offer preparation for university 
study. Vocational secondary schools provide training in 
technical and clerical fields and the service industries. 
Slovakia has nearly 20 higher education institutions, of 

which the largest and oldest is Bratislava’s Comenius Uni- 
versity (founded 1919). Also in Bratislava are the Slovak 
Technical University, the University of Economics, the 
Slovak Academy of Sciences, and several arts academies. 
Health and welfare. The 1992 constitution retained 

guarantees of free health care under a public insurance pro- 
gram. The health care system remains largely under state 
control, though private facilities and private medical in- 
surance have been introduced. Factory and community 
clinics, first-aid stations, and other outpatient facilities sup- 
plement the national system of hospitals. In addition, spas 
such as Bardejov (established in the 13th century) have 
long been a feature of Slovak health care. 
Housing shortages have been severe, and many of the 

urban high-rise housing estates dating from the 1970s are 
in ill-repair. In the cities and towns, almost all housing 
units are supplied with electricity, water, and bathrooms. 
Housing in some rural areas is inferior. 

Slovakia’s standard of living is generally adequate, though 
members of the Gypsy minority frequently have a much 
lower standard of living than the general population, owing 
to high unemployment and discrimination. Higher wages 
prevail in the urban and industrial areas. Unemployment 
is a significant problem outside the major cities. As in the 
Czech Republic, there was an increase in crime in the 
1990s. (F.W.C./Mi.Ha./Ed.) 

CULTURAL LIFE 

The antecedents of a distinct Slovak culture date from the 
mission sent to Moravia in AD 863 by the Byzantine em- 

peror Michael III at the request of the Moravian prince 
Rostislav; the Moravian state then encompassed at least 

part of the territory of present-day Slovakia. Byzantine in- 
fluence was short-lived, however, disappearing from the re- 
gion after the invasions by nomadic Magyar tribes toward 
the end of the 9th century. Thus the South Slavs were sep- 
arated from the Western Slavs living north of the Danube 
River, and, as the territory of Slovakia came under Mag- 
yar control, it became known as Upper Hungary. 
Literature. Slovak dialects are related to Czech, but they 

have been distinct since the Middle Ages. No systematic at- 
tempt was made, however, to develop a Slovak literary lan- 
guage, although in the 18th century devotional texts were 
produced with an increasingly local flavour. Josef Ignac 
Bajza wrote the didactic novel René (1783-85) in heavily 

Slovak-influenced Czech. Finally, Anton Bernolak consol- 
idated a Slovak literary form in a grammar (1790) and a 
six-volume dictionary (1825-27), using the western Slovak 
dialect as a base. The poet Jan Kollar, using this language, 
completed S/avy dcera (“The Daughter of Slava”) in 1824, 
which, in the Romantic literary tradition, celebrated the 
common past of the Slavs. Jan Holl¥, who wrote lyrics, 
idylls, and national epics, also used Bernolak’s language. 
The Slovak Protestant minority continued to use Czech 

as their liturgical language. Another attempt to codify lit- 
erary Slovak was made by L’udovit Stir, this time based 
on the commonly spoken dialect of central Slovakia. Star’s 
new idiom was quickly taken up by a group of poets, in- 
cluding Andrej Sladkovié (Andrej Braxatoris), whose Mari- 

na (1846) became a national epic. The most significant 

figure was Janko Kral’, whose exploits in the Revolutions 
of 1848 made him a legend. His writings are among the 
most original works of Slavonic Romanticism. 
In the 20th century, the strength of Slovak literature was 

in lyric poetry. The preeminent poet before World War I 
was Hviezdoslav (Pavol Orsz4gh), who enriched Slovak po- 
etic language with original work and translations. Other 
notable poets were Svetozar Hurban Vajansky and Ivan 
Krasko (the pseudonym of Jan Botto), whose volumes of 
verse Nox et solitudo (1909) and Verse (1912) were among 
the most notable achievements of Slovak literature. 
After the war, the leading lyric poets were Martin R4zus, 

Janko Jesensky, Emil Boleslav Lukaé, Jan Smrek (Jan Ai- 
etek), Jan Poniéan, and Laco Novomesky¥. In fiction, the 
country tales by Timrava (BoZena Slan¢ikova), a vast chron- 
icle of 20th-century Slovakia by Milo Urban, and the lyrical 
prose of Margita Figuli were outstanding. The difficulties of 
World War II and its aftermath of communist rule found 
vivid, personal expression in the work of Ladislav Miatko, 
Alfonz Bednar, and Dominik Tatarka. While Mnatko was 
among the first eastern European writers to criticize Stalin- 
ism, in the novel Ako chuti moc (1967; The Taste of Power), 

. Tatarka attacked the Husak regime’s process of “normal- 
ization” in Czechoslovakia after 1969 in Sam proti noci 
(1984; “Alone Against the Night”). In the years leading up 
to the Velvet Revolution, novelists such as Ladislav Ballek, 
Vincent Sikula, and Jan Johanides asserted a distinct Slovak 
voice. Martin Simetvka’s novel DZin (1990; The Year of the 
Frog), set in the Czechoslovakia of the mid-1980s, recounts 
the life of a young man who is barred from a university ed- 
ucation because of his father’s anticommunist activities. 
During the 1990s a new generation of writers, including 
DuSan Mitana and Pavel Vilikovsky, distinguished them- 
selves. Milan Rufis is generally considered Slovakia’s pre- 
eminent contemporary poet. 

Music and theatre. Music occupies an important place 
in Slovak cultural life. Its development has been traced to 
Roman times, and it was nurtured by the Roman Catholic 
church and by the Magyar nobility. In addition, a strong 
folk tradition developed, which became an object of schol- 
arly interest in the first half of the 19th century, when a 
separate national musical tradition began to emerge under 
the influence of such composers as Frico Kafenda. Modern 
Slovak music has drawn from both classical and folk tra- 
ditions, particularly with the generation of composers that 
gained prominence after World War I, including Andrej 
OéenaS and MikulaS Moyzes. Slovakia’s leading orchestra 
is the Slovak Philharmonic. Opera singer Lucia Popp per- 
formed internationally during the 1970s and ’80s. 
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Slovak drama developed at about the same time as Slo- 
vak literature; Juraj Palkovit’s play Dva buchy a tri Suchy 
(1800; “Two Bangs and Three Ripples”) is considered the 
first example. Jan Chalupka produced a lively satire, 
Koctrkovo, in 1830, while Jan Palarik wrote his popular 
comedies in the 1850s and ’60s, including Inkognito (1857) 
and Zmeranie (1862; “Measurement”). The first profes- 

sional theatre featuring performances in the Slovak lan- 
guage was the Slovak National Theatre in Bratislava, 
established in 1920. Now the state subsidizes a number of 
theatre companies including several professional minority 
theatres. 

Fine and applied arts. Slovak painters typically have 
looked outside the country for inspiration, particularly to 
Prague. At the end of the 19th century, however, Slovakia 
was “discovered” by Mikola8 Ale’ from Bohemia and Joza 
Uprka from Moravia. After 1918 a number of Slovak 
painters studying in Prague developed the “descriptive re- 
alism” school. 
The Slovak film industry emerged in the 1920s. Notable 

from this period is the silent film Janosik (1921), based on 
the life and legend of the Slovak folk hero. Of the films 
produced after World War II, perhaps the best known in- 

ternationally are The Shop on Main Street (1965), directed 
by Jan Kad4r and Elmar Klos, which received an Acade- 
my Award, the first ever awarded to a Czechoslovak, and 
Ost¥e sledované vlaky (1966; Closely Watched Trains), di- 
rected by Jifi Menzel. Like Kad4ér and Menzel, Juraj Jaku- 
bisko, whose strongly visual, metaphorical films include 
Nejasna zprava o konci sveta (1997; An Ambiguous Report 
About the End of the World), was among the film directors 
who first gained acclaim during the late 1960s as part of 
the Czech New Wave. 

Libraries and museums. The Slovak National Library is 
in Martin, while the Slovak Technical Library and the 
University Library are in Bratislava. Most major muse- 
ums, including the Slovak National Museum (founded 
1893) and the Slovak National Gallery (founded 1948), are 
located in Bratislava. The Museum of Jewish Culture, a 
part of the Slovak National Museum, opened in 1991. 
Sports and recreation. Given the country’s mountainous 

terrain, hiking, mountaineering, downhill skiing, and rock 
climbing are popular sports. Other outdoor sports such as 
fishing, white-water rafting, ice skating, cycling, spelunking, 
and horseback riding attract large numbers of enthusiasts. 
Among spectator sports, football (soccer) and ice hockey 
draw the largest crowds. Slovak athletes participated in the 
Olympic Games as members of the Czechoslovak team 
until 1994, when the republic competed as a separate coun- 
try at the Winter Games at Lillehammer, Nor. Slovakia 
won its first Olympic medals in canoe events at the 1996 
Summer Games in Atlanta, Ga. 
Press and broadcasting. Slovakia has a number of Slo- 

vak-language daily newspapers. Novj Cas (“New Time”) 
and Pravda (“Truth”), formerly the organ of the Commu- 
nist Party but now independent, have the largest circula- 
tions. The state subsidizes a number of periodicals in 
Hungarian, Czech, Ukrainian, German, and Romany. 
The state-controlled monopolies on newspaper and book 

publishing were broken up with greater ease in Czechoslo- 
vakia after 1989 than was the monopoly in broadcasting. 
The division of Czechoslovakia, however, brought about 
the collapse of the federal broadcasting system in 1993. 
Both state-sponsored and commercial radio and television 
stations operate in Slovakia. (Z.A.B.Z./Mi.Ha./Ed.) 
For statistical data on the land and people of Slovakia, see 

the Britannica World Data section of the BRITANNICA 
BOOK OF THE YEAR. 

HISTORY 

The Slovak Republic was established following the disso- 
lution of the Czechoslovak federation on Jan. 1, 1993. The 
new prime minister, Vladimir Metiar, and his Czech coun- 
terpart, Vaclav Klaus, had been the strongest proponents 
of separation. Although a renewed sense of national pride 
welled up in Slovakia, so, too, did a feeling of apprehen- 
sion about the republic’s future. This uneasiness manifest- 
ed itself in the large numbers of Slovaks that applied for 
Czech citizenship immediately after partition. 
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Slovakia generally was considered a junior partner in the 
federation, but that arrangement provided the republic 
with a degree of political security and economic stability 
that became less certain with independence. Long-standing 
political differences and tensions with neighbouring coun- 
tries, most notably with Hungary regarding its concerns 
about the future of the large Hungarian minority in south- 
ern Slovakia, that had been suppressed during the period 
of Soviet hegemony reemerged. In addition, economic 
forecasts for Slovakia generally were less optimistic than 
those for the Czech Republic. Slovakia inherited an econ- 
omy dependent on large-scale but obsolete heavy industry, 
and the country faced rising unemployment and poor 
prospects for foreign investment. 

During the early and mid-1990s the government focused 
much of its attention on reviving the economy and at- 
tempting to ease relations with its minority Hungarian 
population. It reoriented its foreign policy toward western 
Europe, seeking membership in the North Atlantic Treaty 
Organization and the European Union (EU). Metiar’s 
sometimes autocratic government was criticized by the in- 
ternational human rights community for use of intimida- 
tion tactics against opponents, including its support for an 
antisubversion law (which was eventually rejected) that 
critics charged would have allowed the government to re- 
strict individual freedoms. The government also sparked 

widespread protests for twice canceling referendums on po- 
litical reform. 
In 1998 the opposition scored dramatic successes, with a 

four-party coalition replacing Metiar with Mikulas 
Dzurinda. Dzurinda’s government focused on meeting 
economic and political criteria for entry into the EU. In 
1999, for example, Dzurinda allayed the concerns of sey- 
eral EU countries regarding Slovakia’s treatment of mi- 
norities, securing passage of legislation that provided equal 
status for any language in an area where it was spoken by 
at least 20 percent of residents. He also engineered the 
country’s entry into the Organization for Economic Co-op- 
eration and Development in 2000. Confirming the coun- 
try’s integration with the West, Slovakia was admitted to 
both the EU and NATO in 2004. (Z.A.B.Z./Ed.) 
For later developments in the history of Slovakia, see the 
BRITANNICA BOOK OF THE YEAR. 
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mong ancient cities of the world, Damascus is per- 
At the oldest continuously inhabited. Its name, 

imashq in Arabic (colloquially ash-Sham, mean- 
ing “the northern,” as located from Arabia), derives from 
Dimashka, a word of pre-Semitic etymology, suggesting 
that the beginnings of Damascus go back to a time before 
recorded history. Today it is the largest city and capital of 
the Syrian Arab Republic. Over the centuries, Damascus 
has been conqueror and conquered, wealthy and destitute, 

and capital of empire. Its life has been nourished peri- 
odically by immigrants from its hinterland and from the 
Mediterranean Basin and Southwest Asia. Often a focus 
of contention by powers of East and West, Damascus’ for- 
tunes have frequently been linked to those of distant capi- 
tals. Now a burgeoning metropolis of the Middle East, it 
retains, as it has through centuries of triumph and disaster, 
an indomitable spirit and a not inconsiderable charm. 
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Physical and human geography 

THE LANDSCAPE 

The city site. Water and geography have determined the 
site and role of Damascus. Early settlers were naturally 
attracted to a place where a river, the Barada, rising in the 
Anti-Lebanon Mountains, al-Jabal ash-Sharqi, watered a 
large and fertile oasis before vanishing into the desert. This 
tract, al-Ghttah, has supported a substantial population 
for thousands of years. Damascus itself grew on a terrace, 
2,250 feet (690 metres) above sea level, overlooking the 
Barada River. The original settlement appears to have been 
situated in the eastern part of the Old City. City and oasis 
grew together, and over time Damascus came to dominate 
the lesser settlements near it. 
The natural endowments of an assured water supply and 

fertile land made Damascus self-sufficient. Its position on 
the edge of the desert and at the eastern end of the only 
easy route through the Anti-Lebanon range also made it a 
trade centre where caravan routes originated and termi- 
nated. Also, since the advent of Islam, Damascus has been 
the starting point of a pilgrimage road, the Darb al-Haijj, to 
the Muslim holy cities of Arabia. 
Climate and vegetation. Some 50 miles (80 kilometres) 

from the sea, yet separated from it by two mountain 
ranges, Damascus receives only about seven inches (178 
millimetres) of rain annually, most of it from November 
through February. The Anti-Lebanon range gets far higher 
amounts of both rain and winter snow, which annually 
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replenish the water table that is a source of the Barada 

River. Winter, because of altitude, is rather cold, with 

average temperatures around 40° to 45° F (5° to 7° C). 

A short blossoming spring in March and April is followed 
by six to seven months of hot, dry summer. Temperatures 

average around 80° F (27° C) in midseason, although they 

occasionally reach 100° F (38° C) or above. Dust-laden 
winds blowing in from the desert are somewhat mitigated 
by small mountain ranges. 

Travellers to Damascus have been struck by the sight of 
aspens and poplars growing along streams, of fruit (par- 
ticularly apricot) and nut orchards, and of olive groves 
and vegetable gardens. Ibn Battitah, the Arab travel 
writer, reaching Damascus in 1326, said that no words 
could do justice to the city’s charm and resorted to quot- 
ing his predecessor of more than a century earlier, Ibn 
Jubayr, that Damascus had “adorned herself with flowers 
of sweet scented herbs” and “is encircled by gardens as 
the moon... by its halo.” A European traveller, Ludolph 
van Suchem, in 1350 wrote of the city as “. . . begirt with 

gardens and orchards and watered in and out by waters, 
rivers, brooks and fountains cunningly arranged to min- 
ister to men’s luxury....” While the growth of the city 
since World War II has sharply raised the ratio of buildings 
to trees and open space, Damascenes still enjoy the parks 
and gardens of the oasis. 

The city layout. The heart of the Old City, that part 
which contains most of the artifacts of its long history, is 
a rough oblong about 1,640 yards long and 1,100 yards 
wide, which is defined by historic walls. The long axis of 
the oblong runs east and west. Many of its most promi- 

nent features owe their positions to the city planners of 
early Hellenistic times and the Roman builders who fol- 
lowed them. 
In the 13 centuries following Damascus’ capture by Mus- 

lim armies, Islamic urban life and building have largely 
obscured the classical remains, whose pavements lie some 
15 feet below the present street level. Although the popu- 

lation decreased drastically in the early Middle Ages, by 
the 13th and 14th centuries Damascus had revived and 
was outgrowing its walls. Two axes of development pre- 
dominated—one to the northwest linking the city with the 
suburb of Salhiyah on the slopes of Jabal Qasiyiin; the sec- 
ond growing like a long finger to the south. 
The modern city follows a plan devised by the French 

during the mandate period and revised in the 1960s. Along 
wide boulevards much new housing has developed in the 
form of concrete blocks of flats. Government buildings are 
concentrated in an area west of the walled city around 
Marjah Square and in several districts west of Salhiyah 
Street. Stimulated by the appeal of modern housing and 
amenities, well-to-do families began in the 1930s to move 
to the area northwest of the Old City and, subsequently, in 
other directions. As the population grew, more and more 
of the garden and farm area was converted to residential 
districts. Farming villages close by were incorporated into 
the city, administratively and physically. Government ef- 
forts to retain green areas and to zone industry have slowed 
the loss of gardens and orchards. 

THE PEOPLE 

Damascus’ population has grown more than sixfold 
since World War II. It has grown at a rate higher than 
that of the country as a whole mainly because of migration 
from rural areas. So heavy has been the influx of mi- 
grants drawn by employment and educational opportu- 
nity that the average age of the Damascenes dropped 
below that of the national level. Among the religious mi- 
norities, the ‘Alawites from the Latakia region are notable 
for their prominence in government. Other groups main- 
tain their identity among the majority Sunni Muslim 
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populace; there are a substantial number of Christians and 
Palestinians, but the once-flourishing Jewish population 
has shrunk to a few thousand. 

THE ECONOMY 

Industry. Government is Damascus’ most important 
economic activity. National politics and administration, 
including a large military establishment, are centred there. 
Well known over the centuries for luxurious manufac- 
tured wares, especially textiles, the growing city with its 
work force has attracted many new industries since the 
mid-20th century. All major factories and most industries 
are state-run. Textile plants, the chemical industry, and 

cement works are principally distributed to the south, east, 
and northeast. Traditional artisan crafts are still practiced, 
and most of the population’s requirements for food, cloth- 
ing, and the like are sold by private businesses. 
Commerce. The historic role of Damascus as a “des- 

ert port” has changed because of political developments 
and the scale of modern commerce. Most imports come 
through Syria’s own ports of Latakia and Baniyas instead 
of through Lebanon, as was the case until about the mid- 

20th century. Goods are transshipped to countries of the 
Arabian Peninsula, but trade with Iraq ceased after the 
borders were closed in 1982. Damascus distributes its own 
products and imported goods within Syria as well. A large 
international trade exposition is held there in the autumn. 
Transportation. In modern Damascus the internal-com- 

bustion engine is superseding horses and donkeys as a 
means of transport, and camel caravans have vanished 
from the city scene. Motor vehicles are now the backbone 
of Damascus’ transport system. Buses carry passengers 
both within the city and to other parts of the country; 
they are supplemented by the “service”—a car or van that 
travels an established route for a fare when a full load has 
been gathered. Major highways fan out in all directions 
from Damascus, leading to such cities as Beirut, Amman, 
Baghdad, and Aleppo. A standard-gauge rail line north 
to Hims (Homs), opened in 1983, ties in with the na- 
tional railroad system; it and the trucking industry bring 
imported products to the city. Damascus International 
Airport is about 20 miles east of the city. 

ADMINISTRATION AND SOCIAL CONDITIONS 

Government. The municipality is administered as a 
muhdfazah (governorate), one of 14 in the country. The 
president of Syria appoints a governor who administers 
the city with the assistance of a council made up of elected 
and appointed members. The post of governor of Dam- 
ascus is an important one that has national implications. 
Political activity is national, not municipal, Syria being a 
centralized state with one party dominating public affairs. 
The outlying portions of the Ghitah and a vast surround- 
ing district constitute another governorate, Dimashq, of 
which Damascus city is the capital. 
Services and health. The growing population has put a 

strain on the city’s services and health facilities. Damas- 
cus draws its water from a Barada River source, receiving 
it through a centuries-old system that has been enlarged 
several times. Electricity is generated locally and also is 
brought from the hydroelectric station at the Euphrates 
Dam. Health care has been improving and is better than 
in much of the country. About half of the country’s doc- 
tors practice in the capital, dividing their services between 
government hospitals and private clinics. The ratio of 
hospital beds to population has been rising but is still low 
compared to more industrialized countries. 
Education. An extensive public school system provides 

primary and secondary education for the vast majority 
of Damascene children. Private schools supplement the 
public schools, and there is a separate system run by the 
United Nations for Palestinian refugee children. The Uni- 
versity of Damascus, founded in 1923, is the largest and 
oldest of Syria’s four universities, and there are several 
institutes of technical training. 

CULTURAL LIFE 

Damascus is Syria’s cultural as well as its political centre. 
Under the Ministry of Culture, which supervises most of 

the formal aspects of the cultural life of the capital, there 
is an effort to combine elements of the city’s heritage 
with contemporary developments. The National Museum, 
charged with preserving the country’s past, and the Mu- 
seum of Popular Arts and Traditions are well attended. 
An institute for music instructs in both traditional and 
Western styles; another institute promotes the theatre arts; 

a third sponsors a performing folklore troupe. The work of 
Syrian artists and of foreigners is exhibited regularly. Sub- 
sidized by the government, however, artistic expression is 
from time to time impeded by bureaucratic caution. The 
state dominates publishing, which is centred in Damascus; 
three national dailies are edited in the city, as are most of 
the nation’s magazines. Damascus also leads the country 
in book publication, an enterprise that involves the gov- 
ernment as the leading publisher. 
Television enjoys considerable appeal; programming in- 

cludes locally produced material in addition to imports 
from other Arab countries and from abroad. Damascus 
radio broadcasts in Arabic, English, French, Turkish, and 

other languages. Sports among the Damascenes are grow- 
ing in popularity. Association football (soccer) especially is 
becoming a national pastime, and swimming and basket- 
ball, along with wrestling, boxing, and tennis, are among 
other popular recreations. The city’s three stadiums draw 
large crowds for a heavy schedule of events. 

History 

EARLY CENTURIES 

Excavations in 1950 demonstrated that an urban centre 
existed in the 4th millennium sc at Tall as-Salhiyah, 
southeast of Damascus. Pottery from the 3rd millennium 
Bc has been found in the Old City. Before the 2nd mil- 
lennium BC an intricate system of irrigation for Damascus 
and al-Ghitah had been developed that was augmented 
by successive rulers through the centuries. Historically, 
the first written reference to the city is in the hieroglyphic 
tablets of Tell el-Amarna in Egypt, where “Dimashqa” is 
listed among conquered territories in the 15th century Bc. 
Biblical sources refer to it as the capital of the Aramaeans, 
a Semitic people who have left a legacy in portions of 
the canal system, place-names, and, in one outlying area, 

the Aramaic language itself. In succeeding centuries be- 
fore Christ, it fell like other capitals of the Middle East 
to foreign conquerors—to Assyrians in the 8th century, 
Babylonians in the 7th, Persians in the 6th, Greeks in the 
4th, and Romans in the Ist. 
With Alexander’s conquest in 333 Bc, Damascus became 

part of the Hellenistic world for almost a thousand years. 
The Aramaean quarters coexisted with a new Greek settle- 
ment, whose architectural remains may be seen in arcaded 
streets. Incorporation into the Roman Empire continued 
the Hellenistic tradition. The citadel in the northwest cor- 
ner rests on Roman foundations. About 220 yards east 
of it is the Great Mosque of Damascus, built by the 
Umayyads on the same site as the Byzantine Church of St. 
John, the Roman Temple of Jupiter, and the Aramaean 
sanctuary of Hadad. Still preserved is Ananias (Hanani) 
Chapel, commemorating the conversion in Damascus of 
Saul of Tarsus, who became the Apostle St. Paul. It stands 
near the eastern end of the Street Called Straight (modern 
Bab Sharqi Street), the classical east-west thoroughfare of 
the Romans. 
With the division of the Roman Empire at the end of the 

4th century AD, Damascus became an important military 
outpost for the Byzantines. Religious and political differ- 
ences, however, increasingly divided Constantinople from 
the Syrians. Furthermore, the Persian wars of the 6th cen- 
tury, fought largely on Syrian soil, ruined the economic 
life of the country. As a result, Damascus opened its gates 
not unwillingly to the Muslim armies in 635. 

THE MUSLIM CITY 

Damascus was the first great city of the ancient world that 
the Muslim Arab forces encountered. In 661, Mu‘awiyah, 
the first Umayyad caliph, moved out of Arabia and es- 
tablished his court in the Syrian capital. The city was 
renowned for almost a century thereafter as the capital of 

State 
regulation 
of arts 

Invasions 
in ancient 
times 



Capital of 
Islam 

Revival 

under 

Nureddin 

4 

The mosque of Siileyman |, Damascus, with Jabal QasiyGn in the background. 
Carl Frank 

a luxurious and extensive empire—the most far-reaching 
of any achieved by Islam. The principal extant monument 
of this period is the Great Mosque of Damascus, begun 
under caliph al-Walid I in 705. Although it has been dam- 
aged, burned, and repaired several times, it is still a glory 
of Islamic architecture. On the west wall of the courtyard 
are the remains of 8th-century mosaics: a golden vision 
of houses, gardens, streams, and bridges, which has been 
variously interpreted as a scene of paradise or of Damas- 
cus as it then was. 
The ‘Abbasids on coming to power in 750 transferred the 

capital of the Muslim state east to Baghdad. From that 
time until the advent of Seljuq Turkish power in the 1 1th 
century, Damascus languished in the backwaters of the 
Muslim world. As ‘Abbasid power weakened, Damascus 
and other cities in the region constantly warred with one 
another. Public order and economic life declined. 
During this chaotic period the open plan of the Roman 

town was modified considerably. With little civic authority 
city life increasingly centred on quarters where people of 
common ethnic, religious, or occupational interest lived 
together: the Muslims in the centre of the city, the Chris- 
tians to the northeast, and the Jews in the southeast. Be- 
hind its barricades, each neighbourhood was thus a mini- 
city under a leader and with its own amenities—mosque, 
bath, public oven, water supply, and markets. A typical 
house in the Old City was erected around a courtyard with 
fountains and trees and showed a blank wall to the street. 
A new era opened when Nureddin (Nir ad-Din ibn 

Zangi), a powerful Seljuq, captured the city in 1154 and 
made it once again the capital of a large empire. The town 
revived; religious buildings were erected, new forms of 
architecture were introduced, and new quarters for immi- 
grants sprang up. The city continued to flourish under his 
successors, the Ayyubids, and their successors, the early 
Mamluks, who ruled Egypt and Syria from 1250 until 
1382. There were unfortunate interludes when the city was 
occupied and partially burned by the Mongols. Damascus 
was the second city—after Cairo—of the Mamluk Em- 
pire, its first line of defense, and the staging point for 
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attacks to drive out crusaders and Mongols. Suqs, or mar- 
kets, serving the garrisons grew up in the area to the north 
of the citadel, and suburbs were extended. In the 14th 
century as many Damascenes lived outside the walls as 
within. Excess food was exported primarily to the Egyp- 
tian capital, and the manufacture of luxury items such 
as brocaded silks, inlaid metalwork, ceramics, and glass 
for the conspicuous consumption of the lavish Mamlik 
courts and for European markets was encouraged. 
For several Islamic rulers Damascus was a favourite place 

of residence. Four—Nureddin, Saladin and his brother, 

al-‘Adil, and Baybars I—are interred within the Old City. 
Their tombs, which are combined with religious colleges, 
or madrasahs, are among the city’s most attractive me- 
dieval buildings, blending unobtrusively into the urban 
surroundings. A charming feature is the segmented melon 
dome that crowns the cupolas. Two of these complexes, 
the ‘Adiliyah Madrasah and the az-Zahiriyah Madrasah, 
face one another across a narrow street and house, respec- 

tively, the Arab Academy and the National Library. 
Under the later Mamliks, Damascus suffered from ra- 

pacious governors and civil strife among contenders for 
power. More dire were the pillage of the city in 1401 by 
Timur (Tamerlane) and his deportation of skilled artisans 
and workmen to Samarkand. Damascus regained some 
prosperity in the mid-15th century as corrupt Mamlik 
leaders jostled for power. Paradoxically, a lively project 
of public works continued, but in a more ostentatious 
fashion than under the Ayyubids. 

OTTOMAN PERIOD 

With the Ottoman conquest of Syria in 1516, Damascus 
lost its political strength yet retained its commercial im- 
portance. Treaties opened the Turkish and Syrian ports 
of the eastern Mediterranean chiefly to the French and 
later to other nationalities. For Damascus, Sidon (now 
in Lebanon) was the chief port. Within the city khans, 
or warehouses, proliferated. These handsome stone struc- 
tures served as hotels for merchants and places for the 
storage, exchange, and transshipment of goods. By the 
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18th century the Damascene merchant had reduced the 

open courtyard of the khan and covered it with cupolas to 
protect the merchandise from the weather. The As’ad Pash 

Khan (1732) is a notable example. 

A second factor in the continuing prosperity of Damas- 
cus was the pilgrimage (Aajj) to Mecca and Medina. An- 
nually a great caravan under the command of the pasha 

of Damascus (the Ottoman governor) left Damascus for 

the Muslim holy cities. The pilgrims spent weeks provi- 
sioning themselves in Damascus before the caravan set 
out. The city also profited from trade in the merchandise 
that the pilgrims brought back from Arabia. The Maydan, 
the southernmost part of the city, was the headquarters for 
this traffic, which centred around the 16th-century as- 
Sinaniyah Mosque with its green-tiled minaret. 
Between 1831 and 1840 Syria once more came under 

Egyptian control with the rise of Muhammad ‘Ali. Euro- 
peans were allowed into the city on more lenient terms; 

foreign schools and missions were established. The restora- 
tion of control of Syria from Constantinople was followed 
by a violent outbreak of religious fanaticism in the 1850s 
and early 1860s. After Midhat Pasa, the great Ottoman re- 
former, became governor in 1878, he made civic improve- 
ments, widening streets and improving sanitation. In the 

early 20th century the Damascus—Medina rail line, which 

shortened the pilgrim’s trip to five days, was built by Ger- 
man engineers. During World War I the Syrian capital 
was the combined headquarters of Ottoman and German 

forces in their thrust to the Suez Canal and subsequent de- 
fensive war against British forces and their Arab allies. 
Before and during World War I the rise of Arab nation- 

alism found ready ground in Damascus, which became a 
centre of anti-Ottoman agitation. Faysal, son of the grand 
sharif of Mecca, made secret visits there to enlist support 
for the Arab cause. In a countermove, Jamal Pasha, the Ot- 
toman commander, hanged 21 Arab nationalists on May 
6, 1915, a day that is still commemorated. The Ottomans 

evacuated the city in September 1918. 

THE MODERN CITY 

With the departure of the Ottomans, Damascus entered a 
new era, during which it has changed in size, physical ap- 
pearance, and political role. An independent Syrian state 
was declared in 1919 with Damascus as its capital; Faysal 
was proclaimed king early in 1920. A few months later, the 
French, with a League of Nations mandate, defeated his 
army and entered the city. Damascus resisted the French 
takeover, and an uprising in 1925 was put down only after 
the French bombarded the city. The years of the French 
mandate over Syria, from 1920 to 1946, were a period 

when Damascenes, along with their fellow countrymen, 
struggled for their nation’s independence and for the 
broader goal of a single Arab state. The Ba'th Party, de- 
voted to that goal, originated there during World War II. 
The mandate period lasted until April 1946, when, re- 
sponding to a United Nations resolution, French troops 
finally left Syria. Once again Damascus was the capital of 

an independent Syria. 
Under the republic, Syria’s turbulent political life has 

revolved around Damascus. In this role it has functioned 
as a pole of attraction for political forces, for economic in- 
terests, and for rural people seeking a better life. On sever- 
al occasions, leadership of the country changed by coup 
d’état, to the rumble of tanks in the streets. In the 1960s 
the Ba‘th Party came to power in Syria and brought more 

stability to government. 
The city underwent a building boom during the last sev- 

eral decades of the 20th century, when many traditional 
buildings were replaced with new hotels and shopping cen- 
tres. The government also implemented a long-term plan 
to increase tourism to the city. 
Contemporary Damascus is a metropolis with many of 

the features—and problems—found in cities around the 
world. The physical limits of terrain and finite water 
sources argue for decentralization to satellite communities 
some distance away. Were Ibn Battitah, Ibn Jubayr, or 
other early visitors to return, they would not exclaim so 
much over a city set in green gardens. They would, how- 

ever, recognize the spirit and dynamism of the city in the 
midst of its conversion to a modern metropolis. 
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The Art of Dance 
ance is the movement of the body in a rhythmic 

D=: usually to music and within a given space, 
for the purpose of expressing an idea or emotion, 

releasing energy, or simply taking delight in the move- 
ment itself. Dance is a powerful impulse, but the art of 
dance is that impulse channeled by skillful performers into 
something that becomes intensely expressive and that may 
delight spectators who feel no wish to dance themselves. 
These two concepts of the art of dance—dance as a pow- 
erful impulse and dance as a skillfully choreographed art 
practiced largely by a professional few—are the two most 
important connecting ideas running through any consid- 
eration of the subject. In dance, the connection between 

the two concepts is stronger than in some other arts, and 
neither can exist without the other. 
Although the above broad definition covers all forms 

of the art, philosophers and critics throughout history 
have suggested different definitions of dance that have 
amounted to little more than descriptions of the kind of 
dance with which each writer was most familiar. Thus, 
Aristotle’s statement in the Poetics that dance is rhythmic 
movement whose purpose is “to represent men’s charac- 
ters as well as what they do and suffer” refers to the central 
role that dance played in classical Greek theatre, where 
the chorus through its movements reenacted the themes 
of the drama during lyric interludes. 
The English ballet master John Weaver, writing in 1721, 

argued on the other hand that “Dancing is an elegant, and 
regular movement, harmoniously composed of beautiful 
Attitudes, and contrasted graceful Posture of the Body, and 
parts thereof.” Weaver’s description reflects very clearly 
the kind of dignified and courtly movement that charac- 
terized the ballet of his time, with its highly formalized 
aesthetics and lack of forceful emotion. The 19th-century 
French dance historian Gaston Vuillier also emphasized 
the qualities of grace, harmony, and beauty, distinguishing 
“true” dance from the crude and spontaneous movements 
of early man: 

The choreographic art... was probably unknown to the ear- 
lier ages of humanity. Savage man, wandering in forests, 
devouring the quivering flesh of his spoils, can have known 
nothing of those rhythmic postures which reflect sweet and 
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caressing sensations entirely alien to his moods. The nearest 
approach to such must have been the leaps and bounds, the 
incoherent gestures, by which he expressed the joys and furies 
of his brutal life. 

John Martin, the 20th-century dance critic, almost ig- 
nored the formal aspect of dance in emphasizing its role 
as a physical expression of inner emotion. In doing so, 
he betrayed his own sympathy toward the Expressionist 
school of modern American dance: “At the root of all 
these varied manifestations of dancing... lies the com- 
mon impulse to resort to movement to externalise states 
which we cannot externalise by rational means. This is 
basic dance.” 
A truly universal definition of dance must, therefore, 

return to the fundamental principle that dance is an art 
form or activity that utilizes the body and the range of 
movement of which the body is capable. Unlike the move- 
ments performed in everyday living, dance movements 
are not directly related to work, travel, or survival. Dance 

may, of course, be made up of movements associated with 
these activities, as in the work dances common to many 
cultures, and it may even accompany such activities. But 
even in the most practical dances, movements that make 
up the dance are not reducible to those of straightforward 
labour; rather, they involve some extra qualities such as 
self-expression, aesthetic pleasure, and entertainment. 
This article discusses the techniques and components of 

dance as well as the aesthetic principles behind its appre- 
ciation as an art. Various types of dance are discussed 
with emphasis on their style and choreography. The article 
DANCE, THE HISTORY OF WESTERN covers the history of 
dance in the West. For information on the character and 
history of dance in non-Western cultures, see the sections 
on dance or the performing arts in AFRICAN ARTS; EAST 
ASIAN ARTS; CENTRAL ASIAN ARTS; SOUTH ASIAN ARTS; IS- 
LAMIC ARTS; OCEANIC ARTS; and AMERICAN INDIANS. The 

interaction between dance and other art forms is discussed 
iN MUSICAL FORMS AND GENRES and FOLK ARTS. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, section 625. 
The article is divided into the following sections: 

The aesthetics of dance 935 
Basit motives: self-expression and 

physical release 935 
Problems in defining dance 936 
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Distinguishing dance from other patterned 
movement 
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The aesthetics of dance 

BASIC MOTIVES: SELF-EXPRESSION AND PHYSICAL RELEASE 

One of the most basic motives of dance is the expres- 
sion and communication of emotion. People—and even 

certain higher animals—often dance as a way of releasing 
powerful feelings, such as sudden accesses of high spir- 
its, joy, impatience, or anger. These motive forces can 
be seen not only in the spontaneous skipping, stamping, 
and jumping movements often performed in moments of 
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intense emotion, but also in the more formalized move- 
ments of “set” dances, such as tribal war dances or festive 
folk dances. Here the dance helps to generate emotions as 
well as release them. 
People also dance for the pleasure of experiencing the 

body and the surrounding environment in new and spe- 

cial ways. Dance often involves movement being taken to 
an extreme, with, for example, the arms being flung or 
stretched out, the head lifted back, and the body arched or 
twisted. Also, it often involves a special effort or styliza- 
tion, such as high kicks, leaps, or measured walks. Dance 
movements tend to be organized into a spatial or rhythmic 
pattern, tracing lines or circles on the ground, following 
a certain order of steps, or conforming to a pattern of 
regular accents or stresses. 
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Children dancing in a spontaneous expression of energy 
and emotion. 

All of these characteristics may produce a state of mind 
and body that is very different from that of everyday 
experience. The dance requires unaccustomed patterns of 
muscular exertion and relaxation as well as an unusually 
intense or sustained expenditure of energy. The dancer 
may become intensely aware of the force of gravity and 
of a state of equilibrium or disequilibrium that normal 
activities do not generate. At the same time, the dance 
creates a very different perception of time and space for 
the dancer: time is marked by the rhythmic ordering of 
movement and by the duration of the dance, and space is 
organized around the paths along which the dancer travels 
or around the shapes made by the body. 
Dance can, in fact, create a completely self-contained 

world for dancers, in which they are capable of physical 
effort, prowess, and endurance far beyond their normal 
powers. Sufi dervishes, as an extreme example, can whirl 

ecstatically for long stretches of time without appearing 
tired or giddy, and certain Indonesian dancers can strike 
daggers against their naked chests without causing appar- 
ent pain or injury. 
This transcendence of the everyday may also be expe- 

rienced by the spectators. Drawn into the rhythms and 
patterns created by the dancer’s movements, they may 
begin to share in the emotions being expressed through 
them. They may also experience kinesthetically something 
similar to the physical sensations of the dancer. Kines- 
thesia, or the awareness of the body through sensations 
in the joints, muscles, and tendons, rather than through 

visual perception, not only defines the dancer’s experience 
of his own body in movement but also the way in which 
dance exerts its power over the spectators, who not only 
see it but also feel an echo of the dancer’s movements and 
rhythms in their own nerve endings. 

PROBLEMS IN DEFINING DANCE 

Self-expression and physical release may thus be seen as 
the two basic motives for dance. Dance itself, however, 
takes a wide variety of forms, from simple spontaneous 
activity to formalized art or from a social gathering where 
everyone participates to a theatrical event with dancers 
performing before an audience. 

Defining according to function... Within this broad spec- 
trum of forms, dance fulfills a number of very different 
functions, including the religious, the military, and the 
social. Nearly all cultures have had, or still possess, dances 
that play an important part in religious ritual. There are 
dances in which the performers and even the spectators 
work themselves into a trance in order to transcend their 
ordinary selves and receive the powers of the gods or, as in 
the case of Indian temple dancers, in which the performers 
enact the stories of the gods as a way of worshiping them. 
In some early Christian communities, processions or for- 
mal dance patterns formed part of the prayer service. 
It is possible to view modern military marches and 

drilling procedures as descendants of the tribal war and 
hunting dances that have also been integral to many 
cultures. War dances, often using weapons and fighting 
movements, were used throughout history as a way of 
training soldiers and preparing them emotionally and spir- 
itually for battle. Many hunting tribes performed dances 
in which the hunters dressed in animal skins and imitated 
the movements of their prey, thus acquiring the skills of 
the animal in question and, through sympathetic magic, 
gaining power over it. 
Dance also plays a number of important social roles in 

all cultures, notably in matters of celebration, courtship, 
recreation, and entertainment. Courtship dances, for ex- 

ample, allow the dancers to display their vigour and 
attractiveness and to engage in socially accepted physical 
contact between the sexes. (The waltz, a relatively modern 
example of the courtship dance, was banned at certain 
times because its flagrant contact between the dancers was 
considered indecent.) Such traditional dances often con- 
tain fertility motifs, where mimed (or even actual) motions 
of sexual intercourse are enacted. One motif in particular, 
the fertility leap, in which the male dancer lifts the woman 
as high as he can, is common to many courtship dances, 
such as the Tyrolean Schuhplattler. 
The importance of dance in courtship and social gather- 

ings is probably older than its use as recreation and enter- 
tainment. Many scholars have suggested that dance was 
once an integral part of everyday life, agcompanying both 
practical activities and religious rituals. Only when more 
complex social and economic structures began to emerge 
and a leisured class or caste came into existence did people 
begin to see dance as a source of pleasure, in some way 
distinct from the most important issues of survival. 
As tribal societies gave way to more complex civiliza- 

tions, many of the earlier ritual forms, such as religious, 
work, and hunting dances, gradually lost their original 
significance and developed into recreational folk dances 
while still retaining many of their original motifs, such as 
the use of sticks or swords in the English morris dance 
or the pole in Maypole dances. All kinds of dance in all 
stages of evolution, however, have retained some impor- 
tance as means of social cohesion. Dance has also been 
used as a means of displaying political or social strength 
and identity. In ancient Greece, for example, citizens 
were compelled to attend dance dramas partly in order 
to encourage allegiance to the city-state. An example in 
the 19th century was Hungary’s purposeful revival of its 
national dances in order to promote a strong sense of 
national identity. 
Distinguishing dance from other patterned movement. 

In all the different dance forms, movement becomes dance 
through stylization and formal organization, an organiza- 
tion that may be variously determined by an aesthetic idea 
or by the function of the dance (see below Choreography). 
There are, however, many kinds of activities involving 
disciplined and patterned movement that do not fit the 
category of dance—for example, sports or the behaviour 
of certain animals—because the principles that govern 
these activities are not the crucial principles of aesthetic 
pleasure, self-expression, and entertainment. 
Distinguishing between a wrestling match and a chore- 

ographed fight in a ballet can illustrate the importance of 
these principles in defining dance. It is easy to distinguish 
between a real fight and a fight in a ballet because the 
former occurs in “real life” and the latter takes place in 
a theatre and because in the latter the antagonists do not 
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actually want to hurt each other. But in wrestling matches, 
although the antagonists look as if they are fighting, they 
are also taking part in a choreographed drama that, like 
the ballet, is partly appraised on questions of style. In 
the wrestling match, however, these questions of style are 
not, as in ballet, central to the event but only incidental. 
The principle most strongly governing the fighters’ move- 
ments is the scoring of points rather than aesthetic appeal 
or self-expression. For this reason, even choreographed 
wrestling matches do not fit the same category as dance. 
(The martial arts of Southeast Asia cannot be as easily 
distinguished from dance, because the movements of the 
practitioners are expected to be as refined and as graceful 
as those in dance.) 
Ice skating, particularly in its contemporary form of ice 

dance competition, is more difficult to distinguish from 
dance, because both aesthetic and expressive qualities are 
important. But at the same time, there are certain rules 

that have to be followed more stringently in ice skating 
than in dance, and once again the governing principle is 
the competitive display of skills rather than the enjoyment 
of movement for its own sake. (Dance competitions in 
which performers are given points present an even more 
difficult case of distinguishing art from sport, but, to the 
extent that it is governed by the principle of scoring points, 
dance competition cannot be defined as art.) 
Marches and processions present another difficulty of 

classification. Some involve patterned groupings of people 
and a disciplined, stylized movement such as the military 
goose step, and the participants may feel and express 
powerful emotions. Such movements also may be accom- 
panied by highly theatrical elements, such as colourful 
costumes, props, and music, that often accompany dance. 
But in a march the movement itself is so subordinate to 
other considerations—such as the mobilization of large 
numbers of people or the playing of music—that it cannot 
be regarded as dance. 
Defining according to intent. An important factor dis- 

tinguishing dance from other patterned movement is that 
of intention. The flight patterns made by swarms of bees 
or the elaborate courtship rituals of certain birds may be 
more pleasing to watch and more elaborately organized 
than the simple, untutored dancing movements of a child. 
Such patterned movements, however, are not referred to, 
except analogously, as dances because they are rooted in 
involuntary genetic behaviour necessary for the survival 
of the species. In other words, they are not intended as en- 
tertainment, aesthetic pleasure, or self-expression. Indeed, 
it may be argued that for an activity to count as dance, 
the dancer must be at least capable of distinguishing it as 
such or-must intend it as such. (In a duet by the Ameri- 
can choreographer Paul Taylor, two men simply remained 
motionless on stage for four minutes. Yet the piece was 
accepted as dance because of its aesthetic context: it was 
in a theatre and Taylor was known as an experimental 
choreographer. In addition, the spectators knew that it 
was intended as a piece that either was dance or was 
about dance.) 
Even when an activity is clearly identified as dancing, 

there are frequent debates as to whether it is part of the 
art of dance. Any art form evolves through strong aes- 
thetic principles, and the three main principles governing 
the art of dance have been discussed above. But of these 
three principles some may be recognized by one group 
and not by another. For example, classical ballet reached 
its zenith in Russia in the late 19th century: Its technique 
was perfectly developed, and its dancers were acknowl- 
edged virtuosos. But a number of choreographers, reacting 
against the dominant aesthetics of classical ballet, argued 
that it was simply empty acrobatics and not dance at all 
because it concentrated on showing the skills of individ- 
ual dancers and failed to express any significant ideas or 
emotions. Similarly, when Martha Graham, the pioneer 
choreographer in American modern dance, first presented 
her works in the late 1920s, audiences found them so 
unlike the ballets that they were used to that they refused 
to acknowledge them as dance (see below Theatre dance: 
Modern dance). The debate goes on over the works of 
today’s avant-garde choreographers, and the same is true 
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for one culture’s perceptions of another culture’s dance. 
When Europeans first encountered the highly sophisticated 
Middle Eastern dance form rags shargqi, they perceived it 
as erotic display and called it the belly dance. 

DANCE AS DRAMATIC EXPRESSION OR ABSTRACT FORM 

The debate in the West. In Western theatre-dance tra- 
ditions, notably ballet and modern dance, the most re- 
current clash of principles has been over the question of 
expression. Theatre dance generally falls into two cate- 
gories: that which is purely formal, or dedicated to the 
perfection of style and display of skill, and that which 
is dramatic, or dedicated to the expression of emotion, 
character, and narrative action. In the early French and 
Italian ballets of the 16th and 17th centuries, dance was 
only a part of huge spectacles involving singing, recitation, 
instrumental music, and elaborate stage design. Although 
such spectacles were loosely organized around a story 
or theme, the dance movement itself was largely formal 
and ornamental, with only a very limited range of mime 
gestures to convey the action. As dance itself became 
more virtuosic and ballet began to emerge as a proper 
theatrical art form, the technical prowess of the dancers 
became the major focus of interest. Ballet developed into 
a miscellaneous collection of short pieces inserted, almost 
at random, into the middle of an opera with no other 
function than to show off the dancers’ skills. In Lettres sur 
la danse et sur les ballets (1760; Letters on Dancing and 
Ballets) Jean-Georges Noverre, the great French choreog- 
rapher and ballet master, deplored this development. He 
argued that dance is meaningless unless it has some dra- 
matic and expressive content and that movement should 
become more natural and accommodate a wider range of 
expression: “I think . . . this art has remained in its infancy 
only because its effects have been limited, like those of 
fireworks designed simply to gratify the eyes.... No one 
has suspected its power of speaking to the heart.” 
During the great Romantic period of ballet in the first 

half of the 19th century, Noverre’s dream of the ballet 
d’action was fulfilled as ballet, now a completely indepen- 
dent art form, occupied itself with dramatic themes and 
emotions. But by the late 19th century the importance 
attached to virtuosity at the expense of expressiveness had 
again become an issue. In 1914 the Russian-born choreog- 
rapher Michel Fokine argued for reform on lines similar 
to those of Noverre, asserting that “the art of the older 
ballet turned its back on life and... shut itself up in a 
narrow circle of traditions.” Fokine insisted that “dancing 
and mimetic gesture have no meaning in a ballet unless 
they serve as an expression of its dramatic action, and 
they must not be used as a mere divertissement or enter- 
tainment, having no connection with the scheme of the 
whole ballet.” 
Outside the ballet companies, exponents of modern dance 

in Europe and the United States were also arguing that 
ballet expressed nothing of the inner life and emotions, 
for its stories were childish fantasies and its technique 
was too artificial to be expressive. Martha Graham, whose 
commitment to dramatic content was so strong that she 
often referred to her dance works as dramas, created a 
new style of movement to express what she saw as the 
psychological and social condition of modern man: “Life 
today is nervous, sharp, and zig-zag. It often stops in mid- 
air. That is what I aim for in my dances. The old balletic 
forms could not give it voice.” 
In the decades between the world wars, Graham, Mary 

Wigman, and Doris Humphrey established the school of 
Expressionist modern dance, which was characterized by 
serious subject matter and highly dramatic movement. 
Other choreographers, such as Merce Cunningham and 
George Balanchine, argued that such close concern with 

dramatic expression could hamper the development of 
dance as an art form. Balanchine argued that “the ballet 
is such a rich art form that it should not be an illustrator 
of even the most interesting, even the most meaningful 
literary primary source. The ballet will speak for itself and 
about itself.” The works of these choreographers empha- 
sized formal structure and development of choreography 
rather than plot, character, or emotion. Partly as a result 
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of their influence, the “abstract,” or plotless, ballet became 
popular among choreographers during the decades after 
World War II. 
Dance as a nonverbal language. At the centre of much 

debate have been the questions how dance can express 

emotions and actions in any detailed way and whether it 
can be thought of as a kind of language. Cultural con- 
ventions partly determine the limits of expression. For 
example, the classical dance of India has more than 4,000 
mudras, or gestures through which the dancer portrays 
complex actions, emotions, and relationships; these ges- 
tures are comprehensible to the audience because they 
have always been at the centre of Indian life and cultural 
traditions. In classical ballet, however, the vocabulary of 
mimed gesture is quite small and is comprehensible to 
only a few informed spectators, thus considerably limiting 
its expressive range. Referring to the practical impossibility 
of communicating, through dance, the complex plots and 
relationships between characters that are common in the 

spoken theatre, Balanchine once remarked, “There are no 

mothers-in-law in ballet.” 
Martha Swope 

Mikhail Baryshnikov performing Le Jeune Homme et /a mort, in 
which a youth (Baryshnikov) expresses his painful attraction to 
the character Death; choreography by Roland Petit. 

While dance cannot communicate specific events or 
ideas, it is a universal language that can communicate 
emotions directly and sometimes more powerfully than 
words. The French poet Stéphane Mallarmé declared that 
the dancer, “writing with her body, ... suggests things 
which the written work could express only in several para- 
graphs of dialogue or descriptive prose.” Because dance 
movements are closely related to the gestures of ordinary 
life, the emotions they express can be immediately under- 
stood, partly through a visual appreciation of the gesture 
and partly through a sympathetic kinesthetic response. 
Thus, when a dancer leaps, the spectators understand it 
as a sign of exhilaration, and they feel something of the 
lifting and tightening sensations that excitement produces 
in the body. In the same way, if a dancer’s body is twisted 
or contracted, they feel an echo of the knotted sensa- 
tion of pain. 
Of course, even the gestures of ordinary life are inher- 

ited from cultural conventions. A smile or a wave of the 
hand can, in certain non-Western cultures, be taken as 
a sign of aggression rather than welcome. In the same 
way, how spectators interpret dance movements depends 
on the context in which those movements occur and on 
the particular spectator who interprets them. A fall may 
signify despair in one context, or to one person, and a 
sinking into ecstasy in another. 
The distinction between abstract and expressive dance is 

also a highly artificial one, becoming a clear distinction 
in critical theory but certainly not in actual performance. 
In even the most dramatic and mimetic dance, the move- 

Vladimir lvanov in an exuberant leap during the 
performance of Polovtsian Dances; the Moiseyev 
Dance Company. 
MIRA 

ment is highly stylized and subjected to an abstract aes- 
thetic principle. The structure of the piece is determined as 
much by formal considerations as by the narrative events. 
On the other hand, even the most abstract work expresses 
some emotion or character relationship simply because it 
is performed by people rather than neutral objects, and 
often the most highly elaborate dance pattern has some 
representational function. 

CHANGES IN ATTITUDE TOWARD DANCE 

Critics have argued the question of abstraction and expres- 
sion largely in relation to theatre dance and also on the 
assumption that dance is a serious art form. Within recent 
history, however, this assumption was not always held. In 
late 19th-century Europe, outside Russia and Denmark, 

dance was generally regarded as mere entertainment with 
little aesthetic value. Attitudes to dance both as an art 
form and as a social activity have, in fact, varied dramat- 
ically throughout history. In cultures where it had, or still 
possesses, religious significance, it is treated with great re- 
spect. The ancient Greeks also took dance very seriously, 
both as an integral part of their drama—which had strong 
political and social significance—and as part of educatign. 
Plato wrote in the Laws that “to sing well and to dance 
well is to be well educated. Noble dances should confer 
on the student not only health and agility and beauty, 
but also goodness of the soul and a well-balanced mind.” 
Aristotle believed that dance was useful for “purging the 
young soul of unseemly emotions and preparing for the 
worthy enjoyment of leisure.” 
The Romans generally looked down on dance as effem- 

inate and decadent. The historian Sallust remarked of a 
citizen’s wife that “she played and danced more gracefully 
than a respectable woman should.” The early Christian 
leaders took a similar view and tried to repress pagan 
dance customs wherever they could. This action has been 
attributed to the Christian belief that the body, being the 
unworthy vessel of the soul, should not be indulged by 
any kind of sensual pleasure or display. The attitude was 
not completely dominant, though, and some leaders felt 
that sober and decent dances could play an important role 
in religious worship. In the 4th century St. Basil asked, 
“Could there be anything more blessed than to imitate on 
earth the ring-dance of the angels?” Processional, circle, 

and line dances were included in many church services 
and can still be seen in some services in Toledo and 
Seville, Spain. 

At the time of the Renaissance, when the hold of the 
church on secular life loosened, dance became popular at 
court (the church had never been successful at repressing 
dance among the peasants). It became an essential part of 
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every courtier’s education to be able to dance and move 
gracefully, and this was a time, too, when many performed 
in amateur court ballets. In England dancing was so pop- 
ular among all classes that foreign ambassadors spoke of 
the people as the “dancing English.” 
During the 17th century the Puritans were more effective 

at stamping out the most exuberant and pagan of English 
dance customs, though among the upper classes it was still 
considered proper for young children to learn to dance, 
in order, as the philosopher John Locke put it, to instill 
“a becoming confidence” in them. In America the hold of 
the Puritans was even stronger, and many leaders frowned 
upon any kind of dance, recreational or otherwise, as idle 
and lascivious. Others saw it as a necessary part of edu- 
cation, providing that it was sober and serious. The most 
prominent exception to pious disapproval of dance was 
the Shaker sect, which, while prospering in the United 
States during the 18th and 19th centuries, developed 
choreographed dances as part of its worship service. The 
dances often represented quite complex religious themes. 
One figure, the wheel within a wheel, which was made up 
of circles turning in alternate directions around a central 
chorus of singers, represented the all-embracing nature 
of the Gospel; the outer ring of dancers represented the 
ultimate circle of truth, while the central chorus symbol- 
ized the harmony and perfection of God that is at the 
centre of life. 
Gradually, dance as a means of physical education and 

entertainment became more popular in the United States. 
Folk dancing and social dancing were encouraged, and 
by the 20th century theatre dance, too, began to lose its 
disreputable taint. 
Certainly in the Western world, dance as an art form has 

never been as popular as it is today, with a wide range of 
choreographic styles and genres attracting large audiences. 
As a form of recreation it has also undergone a massive 
revival, for while many of the folk traditions have been 
lost, some have been carefully revived and are widely 
enjoyed. In Asia and Africa many traditional dances have 
been transferred from the community, where they were 
dying out, to the theatre. This has brought about a rapid 
growth in their popularity, both in their places of origin 
and in the West, where they attract large audiences and 
are also studied. 

Components of the dance 

THE DANCER 

Physical requirements. Dancers are not just performing 
artists; their bodies are also the instruments through which 
the art is created. The quality of this art, therefore, nec- 
essarily depends on the physical qualities and skills that 
dancers possess. The stronger and more flexible a dancer’s 
body, the more capable it is of a wide range of movement. 
Nearly all professional dancers start training at a young 
age in order to shape and develop their bodies correctly. 
Strength is built up in the right muscles, for example, and 
the bone-connecting ligaments on which flexibility of the 
joints is so dependent are lengthened early before they 
begin to harden. 
As well as strength and mobility, a good dancer must also 

possess great coordination (the ability to work different 
parts of the body together), a highly developed kinesthetic 
awareness (in order to know and control the position and 
state of the body), control over weight and balance in 
motion, a developed awareness of space, a strong sense 
of rhythm, and an appreciation of music. Particularly in 
dramatic dance, the dancer must be able to project move- 
ment clearly and make its expressive qualities intelligible 
to the audience. Grace, fluidity, and harmony of body are 
also frequently desired in the dancer, as is physical beauty, 
but these are subjective qualities that differ from one cul- 
ture to another and change according to fashion. (Today’s 
physical ideal of the ballerina—long-limbed and slender— 
is quite different from the late 19th-century preference for 
a more rounded figure.) 
The importance of training. Though modern avant- 

garde choreographers sometimes work with untrained 
dancers to take advantage of the qualities of natural, un- 
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tutored movement, most dancers in the West are trained 
either in a strict technique based on classical ballet or in 
techniques introduced by the 20th-century modern-dance 
choreographers Martha Graham and Merce Cunningham. 
(Other kinds of dance, such as jazz or tap, are usually 
taught in conjunction with these techniques.) Training 
generally begins early, between eight and 12 years of age 
for girls and 14 for boys, although some ballet dancers and 
many more modern dancers begin later. Ballet training 
closely follows the rules published in 1828 by the Italian 
dancing master Carlo Blasis in his Code of Terpsichore. 
Blasis advocated at least three hours of dance classes a day, 
involving exercises that progressively developed different 
parts of the body. 

From Carlo Blasis, Traite elementaire, theorique, et pratique de /'art de 
la danse, by courtesy of the New York Public Library at Lincoln Center 

Treat Maste Pt tt. 

Engravings of ballet positions from Traité 
élémentaire, théorique, et pratique de |'art de la 
danse (1820) by Carlo Blasis. 

Daily classes are necessary not only to mold the body 
and develop the necessary physical skills but also to main- 
tain the body in its proper condition and prevent injury. 
Many dance movements make strenuous and unnatural 
demands on the joints, muscles, and tendons, and it is 
easy to strain or damage them if the body is not properly 
maintained. Some bodies are more suitable for training 
than others, and in the West many aspiring dancers un- 
dergo extensive medical scrutiny to ensure that they have 
no weaknesses or disabilities, such as a weak or crooked 
spine, that would make them unfit for dancing. 
The exercises involved in a dancer’s training depend on 

the style of the dance. Ballet dancers have to work hard to 
attain a full turnout (the outward rotation of the legs in 
the hip socket so that the heels touch back to back and the 
feet form a 180° angle), which enables them to lift their 
legs high in the air in jumps or arabesques. While ballet 
dancers rarely use: the torso, African dancers and certain 
modern dancers have to be extraordinarily supple in the 
torso and pelvis in order to execute the ripples, twists, 
and percussive thrusts that their particular dances require. 
Indian classical dancers, while developing great strength 
and flexibility in the legs, must also achieve great control 
over the face and neck muscles and flexibility and control 
in the joints and muscles of the hands. This is necessary 
to execute their elaborate mudras, conventional symbolic 

gestures, with accuracy and grace. 
Differences among dancers. However rigorous and uni- 

form training may be, each dancer always has a personal 
style of dancing. Certain skills come more easily to some 
dancers than to others: one may be an exceilent jumper, 
while another may have exquisite control and balance in 
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slow, sustained dance passages. The same choreography 
may also look completely different when executed by two 
different bodies. Thus, a dancer with very long limbs will 
make high leg extensions look exaggeratedly long while 
appearing slightly awkward in fast, intricate footwork. An- 
other dancer may have a great deal of energy and speed 
but be unable to produce a sustained and beautiful line in 
held positions. 
Finally, dancers vary a great deal in the way they articu- 

late and project movement. Some dancers move in a way 
that is tense, energetic, and even aggressive in its attack, 

while others appear soft and fluid. Some phrase their 
movements so that every detail is sharp and clear; others 
so that one element flows into another. Some move ex- 
actly in time with the phrasing of the music; others phrase 
their movement slightly independently of it. One dancer 
may produce movements that are dramatically charged 
and expressive, while another may be cool and detached, 
concentrating on technical perfection. Such qualities may 
vary so markedly that certain dance roles become inex- 
tricably connected to the dancers for whom they were 
created, for example, Anna Pavlova’s Dying Swan, created 
by Michel Fokine in 1907, or Rudolf Nureyev and Margot 
Fonteyn’s Marguerite and Armand, created by Frederick 
Ashton in 1963. 
In modern dance the dancer may be highly esteemed 

for individual style and technique but is generally ex- 
pected to submit his own personality to the demands of 
the choreography. Some of the works by the American 
choreographer Alwin Nikolais went so far as to conceal 
the dancer altogether under a panoply of props, costumes, 
and lighting projections. 
The display of individual style is inevitable in theatre 

dances such as ballet and modern dance, where trained 
professionals perform for the pleasure of an audience. 
Some participatory dances also allow individual dancers 
to display their talents, as in ballroom or disco dancing, 
but in many folk dances, particularly those derived from 
ancient rituals, the sense of unity within the group usually 
outweighs the importance attached to any one dancer. 
In primitive religious dance such unity tends to be even 
more strictly observed. The point of the dance is not the 
display of the dancer’s or choreographer’s talents but the 
perfection of the ritual. 
From amateur to professional. Exacting standards and 

rigorous early training are common where dance has be- 
come an art performed before an audience. Such scholars 
as the German musicologist Curt Sachs have pointed out 
that in very early cultures, where dance was something 
in which everyone in the tribe participated, dancers were 
not regarded as specialists to be singled: out and trained 
because of their particular skills or beauty. Once religious 
worship (the original occasion for dance) developed into 
ritual, however, it became important for dancers to be as 
skilled as possible, for if the ritual was not performed well 
and accurately, the prayers or magic would not succeed. 
Dancers were thus selected for special training, which may 
have taken place either through the family or through 
skilled individuals who lived and taught outside the com- 
munity. The dancer’s performance now became subject 
to the most rigorous judgments; indeed, Sachs mentions 
a tribe on the island of Santa Maria in the New Hebrides 
(present-day Vanuatu) where, it was said, “old men used 
to stand by with bows and arrows and shoot at every 
dancer who made a mistake.” 
Frequently, in religious dances, the dancer is subjected 

not only to intense physical training but also to spiritual 
discipline. Such dancers have often formed a special caste 
set apart from the rest of the community. In the religious 
hula dances of Hawaii, the dancers observed important 
taboos and took part in sacred rites in order to be fit to 
dance. The traditional religious dancers of India also had 
to remain pure; they were regarded as brides of the gods 
and were taught by masters of the highest caste. (Fre- 
quently such practices became corrupt, and female temple 
dancers were also paid to perform in the houses of the 
wealthy, thus acquiring a reputation for sexual license and 
promiscuity.) 
In Europe professional dance was for many centuries re- 

stricted to joculators, wandering bands of jugglers, dancers, 
poets, and musicians, who were generally regarded as 
social inferiors. The early ballets were performed almost 
exclusively by amateur dancers at court (though instructed 
by professional dancing masters) for whom dance was 
a means of demonstrating their own grace, dignity, and 
good manners. The comic, or burlesque, parts alone were 
performed by professionals, who were not so concerned 
about their dignity. It was Louis XIV of France, himself 
an enthusiastic amateur dancer when young, who realized 
that the art of dance could not advance unless dancers 
were properly trained professionals. To provide standards 
for this training, he set up the Académie Royale de Danse 
in 1661, merging it with the Académie Royale de Musique 
in 1672. (The Académie survives to the present day as 
the Paris Opéra Ballet.) Through the work of masters 
such as Pierre Beauchamps, first director of the Académie 
Royale de Danse, the main principles of dance technique 
were codified, and dancers rapidly reached much greater 
heights of virtuosity. Before Louis’s innovations, the split 
between court dancing, with its carefully cultivated style 
and patterns of movement, and the less refined peasant 
dances was already marked, but from this point the gap 
between professional and amateur dance in Europe really 
came into being. 

BASIC STEPS AND FORMATIONS 

Ballet and modern dance. The style and movement vo- 
cabulary of classical ballet is rooted in the five turned-out 
positions of the feet: (1) heels touching and feet forming 
a straight line; (2) heels apart and feet forming a straight 
line; (3) one foot in front of the other with the heel against 
the instep; (4) feet apart, one in front of the other; and (5) 
one foot in front of the other with the heel against the joint 
of the big toe. Each of these ballet positions has a corre- 
sponding port de bras, or position of the arms and hands. 
Movements may be grouped into several broad types. 

First, there are quick, earthbound, linking steps—for ex- 
ample, the pas de bourrée, a flowing step that may be 
executed in any direction, and the glissade, a gliding step 
in which the dancer stretches one foot to the side, front, 
or back, then stretches the other and brings it in to 
meet the first. 

Second, there are jumps, which may be low and light, 
with the feet battu (“beaten,” or crossed rapidly in front 
of and behind each other several times in midair). In the 
entrechat, the dancer takes off from the fifth position into 
a vertical jump. In an assemblé the dancer brushes one 
foot out to the side, front, or back while springing off 
of the other; the two feet then come together in midair 
(where they may be beaten), and the dancer lands in the 
fifth position. The pas de chat (“step of the cat”) is a jump 
to the side, with first one foot and then the other drawn 
up beneath the dancer’s body before landing in the fifth 
position. Higher, more vigorous jumps include the grand 
jeté, in which the dancer throws one leg forward into the 
air, hovers with the legs stretched to the front and back, 
and then lands on the front leg, either holding a position 
such as arabesque or attitude or else closing the back foot 
into the fifth position. 

Arabesque and attitude are positions in which the dancer 
stands on one leg. In arabesque the other leg (called the 
working leg) is stretched straight out to the back; in atti- 
tude, it is bent and may be extended to either the front 
or the back. 
Turns include the pirouette, which is executed on one 

leg and on the spot, with the working leg held in a variety 
of positions, such as attitude, stretched out to the side (a 
la seconde), or with the foot held just above the ankle or 
at the knee. In the fouetté en tournant the working leg is 
whipped straight out to the side and then bent in, the foot 
being brought back to the knee of the supporting leg at 
each revolution. The piqué is a traveling turn, the dancer 
stepping out onto the supporting leg before turning on it. 
All of these steps may be performed in numerous 

enchainements, or combinations, and with the dancers 
grouped in many different formations. In classical ballet 
the formations tend to be symmetrical, with circles or 
lines framing the main dancers at centre stage. Adagio, or 
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partner work, is crucial to ballet; the man may support 
the woman in a series of pirouettes or balances and may 
lift her in many ways. As a general rule, the pas de deux, 
solo, and group dance alternate fairly regularly, and in 
the classical pas de deux the two dancers generally sep- 
arate for individual variations before coming together in 
a final coda. 
Modern dance uses many of the steps and positions of 

classical dance but often in a very different style. The legs 
may be turned in and the feet flexed or held loosely rather 
than pointed (see below Types of dance: modern dance). 
There is much greater use of the torso, which may twist, 
bend, or crouch, and more rolls and falls, in which the 

dancer works on or close to the floor. Much postmodern 
dance uses ordinary movements, such as running or walk- 
ing, as well as simple swinging, spiraling, or stretching 
movements that involve the entire body. 
Folk dance. Many of the steps used in folk dance are 

like basic versions of ballet steps: small hops and skips; 
running steps similar to the pas de bourée; and more vig- 
orous steps such as the gallop, in which one leg slides to 
the front or side and the other leg is brought to meet it in 
the air with a small spring before the dancer lands on it, 
ready to slide the original leg forward again. Also common 
are simple turns, where the dancer pivots on one leg, and 
lifts, where the man catches his partner around the waist 
and lifts her into the air. Arm and body movements are 
usually simple and relaxed, with hands held at the waist 

or hanging at the sides and the body swaying in rhythm 
to the movement. In some dances the performers remain 
separate; in others, they hold hands, link arms, or clasp 
one another around the waist. Steps are usually repeated 
in long series, but they often follow quite complex and 
strictly ordered floor patterns—such as the figure eight, in 
which the dancers weave around one another. Whether 
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Traditional Maypole dance from England, with circle formation 
of dancers interweaving; detail from a 19th-century drawing. 
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single or in pairs, dancers are usually grouped in circles 
(often two concentric circles moving at the same time) 
or lines. Within these groupings there are many specific 
formations; for example, four or more dancers hold hands 
and move in a circle, or dancers join hands to form an 
arch under which the others can pass. 
Social dance. Except for display, social dances are rarely 

performed in any strict formation, although dancers may 
sometimes form themselves spontaneously into lines or 
circles. Ballroom dances are categorized instead by their 
step patterns, rhythms, and tempos. Some of the best- 
known social dances are the waltz, fox-trot, tango, rumba, 

samba, and cha-cha. The fox-trot is danced in moderate 
time, with two steps forward and two steps to the side 
executed in a slow-slow-quick-quick rhythm. The waltz 
is a three-step dance, and in the cha-cha five steps are 
executed in a four-beat measure with a slow-slow-quick- 

quick-slow rhythm. 
The basic step patterns are elaborated by different turns, 

the dancers pivoting on one foot, as in the waltz, or chang- 
ing direction while they walk, as in the fox-trot. There are 
also different kinds of walk—for example, the chasse, in 
which one foot slides to the front, side, or back, the other 

slides to meet it, and then the first slides forward again. 
In many ballroom dances the man and woman remain 
in the same hold throughout, facing each other or turned 
slightly to the side. The head may turn and the body sway 
or bend in response to the rhythm and footwork. In the 
cha-cha the man and woman may also dance separately. 
With more freedom to move the body and arms, the hips 
may sway with the steps and the arms swing rhythmically 
across the torso. 
The basic steps of the original rock and roll dances are 

performed in the traditional ballroom hold. Dancers may 
then “break” in order to perform different lifts and turns. 
For example, the man may hold onto the woman’s hand 
and pivot her under his arm, the woman may jump up 
with her legs straddling the man’s waist, or the man may 
catch hold of the woman’s shoulders and slide her be- 

tween his legs. 
In most later rock dances, from the twist to disco, it is 

much rarer for people to dance as partners. There is also 
a greater stress on free arm and body movements than on 
set patterns of steps. Disco enthusiasts may incorporate 
elements of jazz, modern dance, and gymnastics into their 
repertoire, executing high kicks, turns, and even backflips. 

CHOREOGRAPHY 

Choreography is the art of making dances, the gathering 
and organization of movement into order and pattern. 
Most recent works of Western theatre dance have been 
created by single choreographers, who have been regarded 
as the authors and owners of their works in a way com- 
parable to writers, composers, and painters. Most social 
and recreational dances, on the other hand, are products 

of long evolution, involving innovations that groups of 
people or anonymous individuals have brought to tradi- 
tional forms. This evolutionary process is also typical of 
much non-Western choreography, where both the form 
and steps of dances are handed down from one generation 
to another and subject only to gradual and partial change. 
Even in cultures where it is common for dancers and 
dancing masters to create their own variations on existing 
dances, as among the Hopi Indians in northeastern Ari- 
zona, it may not be traditional to honour an individual as 
a particular dance’s creator. 
Choreographers’ motives and methods. When choreog- 

raphers set out to create new works, or possibly rework 
traditional dances, their impulses or motivations for doing 
so vary widely. It may be that a particular dance has a 
function to fulfill, such as marking a celebration, embel- 
lishing an opera, or praying for rain. It may be that the 
piece has no specific function and that the choreographer 
is simply responding to an outside stimulus—a piece of 
music that has suggested a structure or movement, per- 
haps, or a painting, or a theme from literature, or possibly 
a particular dancer that the choreographer is interested in 
working with. Or the stimulus may be the choreographer’s 
desire to express a particular concept or emotion or a fas- 
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cination with a particular choreographic idea. Such stimuli 
may, of course, influence the work even if the choreogra- 
pher is producing it for a specific purpose, though, as with 
any artist, it is rare that a choreographer’s motives and 
intentions can be clearly analyzed—particularly during the 
actual working process. 
The methods by which different choreographers create 

their work also vary. Some work closely with the dancers 
from the beginning, trying out ideas and taking sugges- 
tions from the dancers themselves before pulling all of 
the material together. Others start with clear ideas about 
the shape of the piece and its content even before going 
into the studio. The 19th-century choreographer Marius 
Petipa used small models to work out the groupings of 
his dances. The amount that any choreographer can do 
without dancers is limited, because the notation of dance 
is relatively undeveloped. Whereas a composer can write a 
complete symphony without meeting the orchestra that is 
going to play it, dance notation is mostly used in recording 
rather than creating dances (see below Dance notation). 
The three-phase choreographic process. The choreo- 

graphic process may be divided for analytical purposes 
(the divisions are never distinct in practice) into three 
phases: gathering together the movement material, devel- 
oping movements into dance phrases, and creating the 
final structure of the work. 
Gathering the movement material. The way in which 

the choreographer accumulates movement material de- 
pends on the tradition in which he works. In certain dance 
forms it may be simply a question of creating variations 
within a traditional pattern of movements. For example, 
dancing masters in the Italian courts of the 14th and 15th 
centuries simply invented variations on existing dances 
and published them in dance manuals bearing their own 
names. Even today many ballet choreographers use as 
raw material for their pieces the traditional steps and 
enchainements that dancers learn in class. The same is 
true for many of today’s performers of Indian or Middle 
Eastern dance forms; they may not strictly follow the 
traditional structure and sequence of movements passed 
down to them, but they remain faithful to their character- 
istic styles, retaining the traditional quality of movement 
and not introducing steps or movements widely different 
from the original. 
In modern Western forms choreographers have worked 

less within established traditions, creating instead a vocab- 

ulary and style of movement to suit their own personal vi- 
sions. But even in the work of pioneering choreographers, 
it is possible to trace major influences. Martha Graham’s 
early work, in the 1920s, for example, was strongly influ- 
enced by the American Indian and Southeast Asian dance 
forms used by her mentor, Ruth Saint Denis. Merce Cun- 

ningham’s technique owed a great deal to classical ballet. 
Even Vaslav Nijinsky’s ballet Le Sacre du printemps (The 
Rite of Spring), which audiences at its first performance 
in 1913 regarded as a complete break with known dance 
forms, may have been influenced by the rhythmic-move- 
ment exercises of the music teacher Emile Jaques-Dalcroze 
and by the interest in archaic dance forms already gener- 
ated by Isadora Duncan and Michel Fokine. 
Although each choreographer draws material from di- 

verse sources and often employs contrasting styles, most 
dance works of a single choreographer show a character- 
istic style of movement. Dances, however, are rarely if 
ever a loose collection of isolated movements. One of the 
most important features of any choreographer’s style is 
the way in which movement material is connected into 
dance phrases. 

Developing movements into phrases. A phrase, loosely 
speaking, is a series of movements bound together by a 
physical impulse or line of energy and having a discernible 
beginning and end. (A rough analogy can be made with 
the way a singer phrases a multiplicity of notes within a 
single breath.) Many factors work to make the spectator 
perceive a series of movements as a phrase. The first is the 
recognition of some kind of logical connection between the 
movements that prevents them from appearing arbitrary 
and isolated. It may be that one movement flows easily 
and naturally into another within the phrase and that there 

are no awkward transitions or that there is some clearly 
visible pattern to the movement (such as the basic three- 
step phrase in the waltz). Rhythm is a significant factor, 
and movements are often clearly linked by a recognizable 
pattern of accents. A movement’s accent is measured by 
its force and duration; thus, a hard, sharp movement has a 

strong accent, while a soft, gradual movement has a weak 
one. Even a single movement, such as a head roll, may 

begin with a strong accent and end with a weak one. In 
phrases that have perfectly regular rhythm, the strong and 
weak accents recur in the same sequence and always over 
the same duration of time. 
Dance phrases vary both in length and shape. A phrase 

may begin with a very forceful movement, or maximum 
output of energy, that gradually comes to a pause, or 
it may have its climax somewhere in the middle or at 
the end. Other dance phrases, in contrast, have an even 

distribution of energy. These factors determine the way 
in which the phrase is perceived by, and the effect that 
it produces on, the spectator. Long, repetitive, evenly 
paced phrases produce a hypnotic effect, while a series of 
short phrases with strong climaxes appears nervous and 
dramatic. One of the distinguishing features of Graham’s 
early style was her elimination of linking steps and fluid 
transitions between movements, so that many of her dance 
phrases were short, stark, and forceful. 
Once a phrase has been constructed, it can be built onto 

in many different ways. Perhaps the simplest ways are 
repetition, in which the same phrase is simply repeated, 
and accumulation, in which the original phrase is repeated 
with a new phrase added on each time. Separate dance 
phrases may also be repeated according to a pattern, one 
of the most basic being the alternation of two phrases, 
and another being the passing of one or more phrases 
from one dancer to another in canonic form. Material 
within a dance phrase can also be developed in a number 
of ways to create new material. The simplest of these is 
a straightforward reversal of the sequence of movements 
in the phrase, but more complex principles of motif and 
development and of theme and variation are also com- 
mon. The principle of theme and variation works on the 
same initial dance phrase being repeated in a number of 
different ways; for example, with different numbers of peo- 
ple, at different speeds, with different styles of movement 
(jerky or smooth), or with different dramatic qualities 
(happy or sad). In motif and development, material from 
within the phrase is developed in new ways, for example, 
by embellishing it with other movements (the same jump 
but with different arm movements), by imitating it on a 
different scale (the same jump, only bigger or smaller), or 
by fragmenting it and repeating only small details. 
Creating the final structure. The third phase of the 

choreographic process, creating the overall structure of the 
dance, may be influenced by a variety of considerations, 
including the purpose of the dance. If the work is to be 
a narrative piece, the plot will obviously determine the 
way in which the dance material is to be structured. It 
may have to follow a strict succession of events, create 
characters in a particular order, and bring the drama to 
climax at the proper moments. Similarly, if the dance 
forms part of a ritual, the material may have to strictly 
follow sanctioned form and procedure. 
The music determines the structure of a dance work, 

too—by its length, its arrangement of fast and slow move- 
ments, and its treatment of theme. Many of Balanchine’s 
works follow the structure of the accompanying score 
very closely; this is reflected in pieces with such titles as 
Symphony in Three Movements (1972), set to music by 
Stravinsky, or Concerto barocco (1940), set to music by 
Bach. Many dance forms actually have the same names 
as musical forms—such as the rondo, which, by repeating 
an initial movement in alternation with various contrast- 
ing movements, follows the same scheme as its musical 
counterpart. 

A dance’s purpose and its musical score are outside influ- 
ences on its structure. But structure may also be organic; 
in other words, an entire dance piece may arise from a 
continuous development of movement ideas, each move- 
ment working off of the movement that came before. 
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Richard Alston’s Doublework (1978), for example, derived 
its structure from the exploration of the duet form and the 
repetition of dance material in different contexts. Other 
movement ideas that may develop in this way are the use 
of contrasting sections of movement (a section of fast, 
energetic dancing followed by a slow, meditative passage), 
the deployment of different numbers and configurations 
of dancers (a solo followed by an ensemble followed by a 
trio, and so on), and the manipulation of different floor 
patterns or different areas of space (a section of leaping 
movements contrasted with movement executed very close 
to the ground). 
Movement usually develops organically even when the 

overall structure of the piece is imposed by a plot or piece 
of music. In the case of narrative ballets, choreographic 
ideas may develop into formal motifs while still retaining 
the ability to represent certain actions or situations in the 
plot. For example, in Ashton’s Fille mal gardée (1960) rib- 
bons represent the lovers’ emotions; tied into a love knot, 
they signify their passion, and transformed into a skipping 
rope and cat’s cradle, they show their innocence. But at the 
same time, the ribbons are used in a purely formal way, 
embellishing certain movements or creating elaborate pat- 
terns that can be enjoyed solely for their beauty. In even 
the most dramatic ballets the representation of emotions 
and events is heavily stylized, and the ordering of the plot 
is determined as much by aesthetic as by dramatic logic. 
Many narrative ballets, like those of Petipa, contain sec- 
tions of nondramatic dance that develop according to the 
kind of formal choreographic principles described above. 
Finally, the structure of a dance reflects the tradition in 

which it is created and performed. Ballets in the 19th- 
century classical tradition tend to last an entire evening 
and are divided into several acts, with the tragic death or 
happy marriage of the protagonists occurring at the end. 
Modern dances are often much shorter, and a single pro- 
gram may include up to a half-dozen pieces. In a perfor- 
mance of the Indian dance form bharata natya, sections of 

dramatic and abstract dance follow one another in strict 
succession for a period lasting up to four and a half hours, 
while in the kathakali dance form of southwestern India, 
a single performance of alternating dance and music may 
go on for 16 hours. 

DANCE NOTATION 

Since dance is a performing art, the survival of any dance 
work depends either on its being preserved through tradi- 
tion or on its being written down in some form. Where 
tradition is continuous and uninterrupted, changes in style 
and interpretation (inevitable when different dancers per- 
form the same material) may be corrected and the dance 
preserved in its original form. But when a tradition is bro- 
ken (if, for instance, the cultural traditions of one ethnic 
group encroach on those of another), then dances may 
not only change radically but may even disappear. For 
this reason methods of recording dance are important in 
the preservation of its history. 
Evidence of dance records dates to the ancient Egyptians, 

who used hieroglyphs to represent dance movements. In 
India the earliest book discussing dance, the Natya-sastra 
(“Treatise on the Dramatic Arts”; variously dated from the 
2nd century Bc to the 3rd century AD), still survives. This 
work, which is sacred in Indian culture, codifies dance 
into a series of rules determining the gestures used to 
depict different themes and emotions. The bharata natya, 

a classical dance form based on this treatise, is a good 
example of a dance tradition that has survived unbroken 
for many centuries. It only began to founder during the 
19th century, partly because Westerners and Indians alike 
began to deplore its associations with prostitution, but was 
saved from disappearing altogether when it was developed 
into a concert form at the beginning of the 20th century. 
One reason for the long survival of the bharata natya was 
its importance in religious ceremonies of Hinduism; in 
addition, when Indian dances were rarely being performed 
and were in danger of being lost or of degenerating beyond 
recognition, the Ndtya-sastra provided a record of tradi- 
tional principles and styles for their later revival. Even 
today, not all dance instructors are familiar with these 
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principles, and purists still fear that certain dances are in 
danger of disappearing or being completely distorted. 
Prominent notation methods. The absence in the West 

of any reliable form of notation until the 20th century 
resulted in a relative paucity of dance traditions when 
compared to other art forms. While the music, art, and 

literature of many centuries past is available today, either 
in the original or in a reproduced form, there is no com- 
plete record of any of the ballets choreographed before the 
19th century. Even those works that form the backbone 
of ballet’s classical tradition (Swan Lake, Giselle, and The 
Sleeping Beauty, for example) have not survived in forms 
that fully resemble the original choreography. 
During the Renaissance dances were recorded through a 

simple form of verbal abbreviation, with one letter stand- 
ing for each individual step—as in B for branle or R for 
reverence. This method was adequate because the dances 

of that time were simple and the individual steps were 
well known. By the 17th century the increasingly com- 
plex floor patterns of certain dances, particularly those of 
the court ballets, led to the emergence of track-drawing 
systems, the most sophisticated of which was published 
in 1700 by Raoul-Auger Feuillet in his Chorégraphie, ou 
l'art de décrire la danse (“Choreography, or the Art of 
Describing the Dance”). Feuillet’s work recorded foot po- 
sitions and combinations of steps as well as floor patterns, 
but it was unable to register movements in the upper part 
of the body. 
Subsequent ballet masters turned to a form of notation 

using stick figures, the first of which was La Sténochore- 
graphie, published in 1852 by the Frenchman Arthur 
Saint-Léon. The disadvantage of this system was that it 
could not record the timing or musical coordination of 
movements, so that later attempts to produce a system 
were based on musical notes that would give not only 
anatomical detail but also the duration of the movement. 
In the 19th century the most advanced system of this kind 
was published in Alphabet des mouvements du corps hu- 
main (1892; Alphabet of Movements of the Human Body), 
by Vladimir Stepanov, a dancer at the Mariinsky Theatre 
in St. Petersburg (now the Kirov State Academic Theatre 
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Comparison of five systems of dance notation. 
(A) Starting position: stand with feet together. (B) Step forward 
on the right foot (count 1). (C) Spring into the air. (D) Land to 
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of Opera and Ballet in Leningrad). Stepanov’s system was 
used to record many ballets in the Mariinsky’s repertoire; 
the recordings were the basis of subsequent reconstructions 
of those ballets by the Sadler’s Wells Ballet in London. 
Stepanov’s system still had many disadvantages, one of 

the most significant being that it was strongly geared to- 
ward ballet and could not accommodate the wider range 
of movements being developed through modern dance 
techniques. In 1928 Rudolf Laban, a Hungarian dancer, 
teacher, and choreographer, developed a complex series 
of principles for analyzing the full range of human move- 
ment. His system for recording movements in dance— 
widely known as Labanotation—had the advantage of 
being able to record not only the positions of the body 
and the pattern of the steps but also the way in which 
movements should be executed (i.e., whether they should 
be relaxed or forceful and where the accent of the move- 
ment should lie). 

Choreology, developed by Joan and Rudolf Benesh in 
1955, is based on a more clearly visual rather than sym- 
bolic form of notation. It is written on a five-line stave, 
recording the dancer’s position as viewed from behind. 
The top line shows the position of the top of the head; 
the second, the shoulders; the third, the waist; the fourth, 

the knees; and the fifth, the feet. Special symbols such as 
lines, dots, and crosses indicate what each part of the body 
is doing—for example, whether a limb is straight or flexed 
and in which direction (to the side or front or in a circle) 
each part is moving. Other symbols show the quality or 
dynamics of the movement, its rhythm and accent, and 

the group formations of the dancers. Choreology is now 
the most frequently used system, particularly in Britain. 
In 1958 Noa Eshkol and Abraham Wachmann proposed 
a mathematical system in which movement (of the joints, 
for example) was analyzed anatomically, in degrees of cir- 
cular movement in either positive or negative directions, 
with positions of the body being fixed in relation to two 
coordinates, 
Video recording is more readily accessible than written 

notation, though it fails to represent the three-dimensional 
nature of dance and is unable to record movements when 
one dancer is concealed behind another. It may be useful 
when used in tandem with some form of written notation, 
particularly as it can provide a record of how individual 
dancers interpret particular roles. 
Difficulties of notation. The problem with all systems 

of dance notation is that few choreographers—and even 
fewer dancers—are literate in them. As currently prac- 
ticed, dance notation is mostly used only for the recording, 
rather than the creating and learning, of dances. Given the 
present method of creating in the studio, it is impossible 
for a choreographer to take an overall view of the work; it 
is difficult to make changes or to experiment in the way a 
composer can, because the choreographer is limited by the 
relatively short period of time allowed for rehearsals and 
by practical considerations such as the dancers’ availability 
and fatigue. 
Even the best system of notation cannot succeed com- 

pletely, because it cannot alter the fundamental nature of 
dance. Like any other performing art, dance is essentially 
ephemeral, existing only at the time of its performance. It 
can never be properly recorded or preserved, since the way 
in which dancers interpret a work—their styles, techni- 
cal abilities, and physical appearance—always change the 
work each time it is performed. 

THEATRICAL ELEMENTS 

Music, design, and drama have all played important roles 
in the evolution of dance, and in many cultures dance has 
actually been inseparable from these arts. The Greek word 
mousiké, for example, referring to music, poetry, and 
dance as one form, reflected the integral relation between 
these three arts in classical Greek drama. In the early Eu- 
ropean ballets, dance, music, drama, and spectacle were 
equally inseparable. 
Even where dance is perceived as an independent art 

form, most choreography is still accompanied by one or 
more of these elements. Choreographers generally regard 
them as integral parts of the works. Sound and visual 

effects, for example, can clarify the dramatic effect of 
a dance movement and can also help the spectator to 
perceive more fully its aesthetic qualities. In a general 
way, music, design, and drama also work together to 
heighten the experience of dance as something removed 
from everyday experience, inspiring a special attention in 
the spectator. 

Rhythm and music. The most important element of 
dance is music, and it is rare for dance of any kind— 
social, theatrical, or religious—to develop without musical 
accompaniment. The close relation between dance and 
music is based on the fact that both are organized around 
rhythmic pattern; thus, the rhythm of the accompanying 
music may be used to determine the rhythm of the dance, 
to give it emphasis, or to help the dancers maintain 
the same beat. 
Rhythm. Nearly all physical activity is done rhythmi- 

cally, as in the beating of the heart, the flow of the breath, 
and the actions of walking and running. Work activities 
such as digging, sawing, scrubbing, or planting also tend 
to fall into a regular rhythm, because that is the most 
efficient and economical way of working the muscles and 
pacing the effort. When the rhythm is perfectly even, a 
regular pattern of time and force is established—each in- 
halation and exhalation of the breath and each stride or 
stroke of the saw taking the same amount of time and us- 
ing the same amount of energy. In dance, too, the setting 
up of regular, efficient rhythms may also be important in 
allowing the dancer to continue dancing for a long time, 
whether the dancer be a Sufi dervish or a disco dancer. 
Individual dance movements also have a natural rhythm 

that determines the way in which they can be executed. 
A high leap, for example, can take only a certain amount 
of time (the force of gravity preventing a very prolonged 
duration and the height of the leap precluding a very quick 
one). Thus, the rhythm, or pattern of accents, imposed on 
the leap can be neither very sharp nor very sustained. 
Even though choreographers are limited to those rhythms 

permitted by the various dance movements, they do not 
always use those that are most natural and efficient. It 
may be easier for a dancer to perform a section of runs 
and jumps at a moderate, evenly paced rhythm, but this 
may not produce the effect that the choreographer wants. 
Choreographers vary dance rhythms for many reasons, 

the most basic being the wish to create different qualities 
of movement—a slow, even rhythm, for example, to cre- 
ate softness and fluidity, or a fast, asymmetrical rhythm 
to make the movement attenuated or uneven. Varying the 
qualities of movement may also have a dramatic function, 
thythm often determining whether a movement appears 
joyous, calm, or anguished. Also, choreographers follow- 
ing a musical score may manipulate the rhythms of the 
dance movements either to match or counterpoint those 
of the music. 
Rhythm is a vital element of all dances in all cultures, 

even in those African and Asian dances whose complex 
rhythms are often imperceptible to the Western observer. 
In these forms, the drummer may play a different rhythm 
with each hand, one setting the basic pulse and the other 
producing a pattern of sound to reflect the mood or mean- 
ing of the dance. The dancer, too, may set up one rhythm 
in the stamping of the feet while marking out another in 
the torso, arms, or head, thus producing a highly varied 
and irregular pattern of sounds and movements. It is rare 
for dance not to follow any kind of rhythmic organiza- 
tion, just as poets who do not follow a strict mettre still 
emphasize and manipulate the rhythms of language. 
Music. Many of the terms used in reference to dance 

rhythm, such as tempo, dynamics, and beat, are derived 
from music, as most dance is either set to music or 
accompanied by it. Particularly in cases where the chore- 
ographer sets the dance to a previously composed score, 
the music may determine both the length and structure of 
the work and even the exact phrasing of the movements. 
At its simplest, there may be an exact correspondence 
between the notes and the dance steps, as in a basic 
waltz melody. On a more complex scale, as in the music 
visualization popular with such choreographers as Ruth 
Saint Denis, dancers or groups of dancers are assigned to 

Effects 
of varying 
rhythm 



Music 
setting the 
style and 
drama 

specific instruments and are choreographed in such a man- 
ner that they duplicate on stage the relationships among 
the instruments in the orchestra. Balanchine was said to 
have translated music into spatial terms, manipulating the 
floor patterns and the grouping of the dancers so that 
they corresponded to the appearance and development of 
particular chord sequences, rhythmic patterns, melodies, 

or sections of counterpoint. Nijinsky, on the other hand, 
in L’Apres-midi d’un faune (1912; Afternoon of a Faun), 
used Debussy’s music purely for atmosphere, permitting 
it to set the mood rather than influence the organization 
of movements. 
Music can determine the style or dramatic quality of a 

dance. In fact, composers are often instructed to emphasize 

or clarify the drama already inherent in the choreography. 
In Western ballet it is common for important characters 
to have their own musical themes expressing and identify- 
ing their personalities or for whole sections of music to be 
written in the style of the character dancing to them—as 
in the sweet, tinkling music that Tchaikovsky composed 
for the Sugar Plum Fairy in The Nutcracker. In plotless 
dances music and movement also reflect and reinforce 
each other, as in Ashton’s Monotones (1965-66), where 
the clear, uncluttered lines of the choreography reflect the 

limpidity of Satie’s music. 
Certain choreographers in the second half of the 20th 

century have worked either without music or in such a 
way that music and dance remain wholly independent 
of each other. Merce Cunningham choreographed in si- 
lence, so that while the music helped to determine the 
overall mood of the dance, it rarely affected the dance’s 
phrasing and structure and often did not even last for 
the same length of time. Cunningham believed that too 
close a correspondence between dance and music would 
not really help the audience to perceive the two forms 
more clearly but, rather, would have the opposite effect 
of each canceling the other out. Other choreographers, 
such as Jerome Robbins in Moves (1959), used complete 
silence even in performance, so that the natural sounds of 
the dance movements formed the only accompaniment, 
leaving the spectator to concentrate solely on the patterns 
and rhythms of the movement. Others have used natural 
or electronic sounds and even spoken words in an effort 
to separate dance from a close relationship with music 
while still providing it with some relationship to sound. 
Union of dance and music. It is likely that music accom- 

panied dance from earliest times, either through sounds 
such as stamping, clapping, and singing that the dancers 
made themselves, through percussion, or through various 
wind instruments such as pipes or flutes. In modern Afro- 
Caribbean dances it is possible to discern the effects that 
drumming and percussive-sounding movements can have 
on dancing—in maintaining the dancer’s beat, providing 
accompaniment, and intensifying the dance’s emotional 
power. A slow, heavy beat can create a mood of tension 
or expectancy, while a fast beat may build the dance to 
a joyous or dramatic climax. The rhythms of the drums, 
reinforced by clapping and stamping, can amplify the 
rhythms of the movements (the sway of the pelvis, the rip- 
pling of the spine) as well as set up a complex counterpoint 
with them to produce variations in tempo and phrasing. 
Clapping and stamping can also play an important role 

in producing the hypnotic effect necessary to certain ritual 
dances, uniting both spectators and dancers in a single 
world of sound and clearing their minds of everyday preoc- 
cupations. In the war and hunting dances of many tribes, 
sound is often used in an imitative way, with the dancers 
uttering war cries or animal sounds in order to further 
their transformation into warriors or the hunters’ prey. 
In many Indian and Asian classical dances, stamping also 

plays an important role in maintaining the beat. Music, 
too, is very important, and many dances are accompanied 
by specific songs or musical compositions. In the Middle 
Eastern rags shargi, the song or music establishes the 
mood or narrative situation of the dance, which the per- 
former then interprets through movement. In the Indian 
bharata natya the dancer is accompanied by a singer, who 
marks the movements with a tiny pair of cymbals while 
singing out instructions to the dancer. Bells tied around 
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the dancer’s ankles also accompany the movements with 
their sound. Just as in Western theatre dance, the music 
accompanying these different dance forms is important 
both for its dramatic function—emphasizing moments of 
climax or different emotional states—and for its ability 
to increase the spectator’s pleasure in and awareness of 

the movement. 
Social dance is nearly always accompanied by music, 

which not only helps to keep the dancers in time with 
each other but also increases the power and excitement of 
the dance, encouraging the dancers to abandon themselves 

to their movements. Sometimes individual dances have 
developed in response to a new musical form, as in jazz 
and rock and roll; but dance has also had an important 
influence on music, as in the Renaissance, when musi- 

cians were required to produce music to accompany the 
new dances that were developing. 
Choreographers and composers alike often feel limited 

and frustrated when they have to create their own works 
within the limits of someone else’s artistic conception. The 
most fruitful relationship is often one in which an element 
of collaboration exists between composer and choreogra- 
pher from the start. Fokine’s collaboration with Stravinsky 
on The Firebird (1910) is an example of both score and 
choreography emerging from long and detailed discussion, 
during which each artist remained sensitive to the other’s 
wishes and to the overall idea of the work. There are no 
rules, however, and while some choreographers dislike be- 
ing subjected to the limitations and demands of a musical 
score, others regard them as important creative stimuli. 
Most dances have a traditional relationship with par- 

ticular musical works or with particular kinds of music. 
Although ballet has always had a close relation to classical 
(as opposed to popular) music, many people have found 
unacceptable its use of established masterpieces that were 
not specially composed for ballet. It was not until the 20th 
century that this practice came into being, with Isadora 
Duncan performing to Wagner, Brahms, and Chopin and 
Léonide Massine choreographing his symphonic ballets to 
the works of Berlioz, Brahms, and Tchaikovsky. 
During the 20th century a close relationship has also 

existed between modern dance and contemporary music, 
often music of a highly experimental nature, Thus, chore- 
ographers have used, or even commissioned, works from 

composers such as Schoenberg, Webern, Berio, Copland, 

and Cage. But it is common for both contemporary ballet 
and modern dance to use a variety of musical forms: mod- 
ern dance may use early classical or non-Western music, 

while ballet may be performed to popular music. Also, as 
mentioned above, the concept of musical accompaniment 
has been stretched to include any kind of natural sound, 
electronic score, spoken text, or even silence. 
Set and design. Just as music can enhance the mood 

of a dance and influence the way in which the spectator 
interprets its dramatic content, so visual elements such 
as costume, makeup, masks, props, lighting, and stage 
sets may also amplify certain qualities of dance move- 
ment. Because set and design are vital elements of theatre, 
they are most important in those types of theatre dance, 
whether dramatic or abstract, in which dancers perform 
before nonparticipating spectators. Therefore, most dis- 
cussion of the use of visual elements in dance centres on 
theatre dance. 
Such visual elements as costume and makeup do play 

a role in participatory social and ritual dances, however. 
In most war and hunting dances the participants not only 
imitate the movements of warriors or prey but also use 
weapons, masks, makeup, and animal skins to heighten 
the realism of the dance. The wearing of animal skins is a 
common means in many such dances to magically acquire 
the animals’ strength or agility—hence the eagle feathers 
worn in the headdresses of many North American Indians 
or the deerskin shoes traditionally worn by the Scots. 
In other ritual dances the dancers’ clothes may well 

possess magical or religious significance. The Safi dancer 
begins his ritual by divesting himself of a black cloak 
that is symbolic of the tomb. Body painting in symbolic 
colours is characteristic of many tribal dances as a means 
of keeping away evil spirits, while the embroidery on a 

Music 
enhancing 
awareness 
of 
movement 



946 Dance, The Art of 

Makeup 

and 

costume 

in Indian 

classical 

dance 

number of European national costumes is often a relic 
from the days when it functioned as a magic charm. Most 
important of all, the wearing of special clothes in ritual 
dances, as in rituals not involving dance, is a way of 

signaling and preserving the sacred quality of the occasion 
and removing it from ordinary life. 
In festive dances, too, clothes and ornamentation play an 

important role in embellishing the movement and height- 
ening the atmosphere of gaiety, pomp, or excitement. So- 
cial dances frequently have special clothes associated with 
them—such as the evening suits and voluminous sequined 
dresses of ballroom dancing or the tight, black clothes of 
rock and roll. Such clothes are not only the fashion of the 
era but also the uniform that identifies the dancer more 
strongly with the dance and the other dancers. Like music, 
clothes can help dancers surrender their everyday selves 
to the dance. 

In theatre dances everywhere, the use of visual effects is 
crucial to the power of the dance. In the Indian kathakali, 
facial makeup is central to the portrayal of character. 
Differently coloured beards are used to represent good or 
bad characters, while the colour of the makeup is even 
more revealing: a green and red painted face represents an 
evil and ferocious character, a green and white face is for 
heroes and noblemen, a pinkish-yellow face is for women 
characters and sages, and black and red makeup is used 
for female demons. 
The bharata natya dancer relies more purely on the 

mudras for character portrayal, but makeup and costume 
are still highly important. The graceful, sinuous lines of 
the dancer’s movements are emphasized by the bare torso 

and flowing skirt or trousers, while the intricate detail of 

the mudras is reflected in the rich jewels, flowers, and 
decoration of the costume. 
Costume and stage sets in Western theatre dance. Masks 

have also been used as a means of characterization in 
many dance forms, from ancient Egypt to the early Eu- 
ropean court ballets. One reason early ballet dancers were 
limited in their dance technique was that the masks they 
wore to represent different characters were so elaborate 
and their wigs and clothes so heavy that it was scarcely 
possible to jump or to move across the floor with any 
speed or lightness. 

The early ballets not only had elaborate costumes but 
also were performed in spectacular settings. The Moun- 
tain Ballet, performed in the early 17th century, had five 
enormous mountains as its stage scenery, in the middle of 

members of the court; Sadler’s Wells Royal Ballet. 

Palace set design for The Sleeping Beauty, with painted scenery and period costumes for the 

which was a “Field of Glory.” The dance historian Gaston 
Vuillier later described the scene: 

Fame opened the ballet and explained its subject. Disguised 
as an old woman she rode an ass and carried a wooden trum- 
pet. Then the mountains opened their sides, and quadrilles of 
dancers came out, in flesh coloured attire, having bellows in 
their hands, led by the nymph Echo, wearing bells for head- 
dresses, and on their bodies lesser bells, and carrying drums. 
Falsehood hobbled forward on a wooden leg, with masks hung 
over his coat, and a dark lantern in his hand. 

It was even known for ballets to be staged outdoors, with 

mock sea battles staged on artificial lakes. 
Gradually, as dancers shed their encumbering costumes 

and stage designs were simplified, dance movement and 
mime became more important in the depiction of plot 
and character. Set design and costume were tailored to 
the ballet’s theme and atmosphere, rather than swamp- 
ing the choreography with their elaborate opulence. The 
development of gas lighting meant that magical effects 
could be created with simple painted scenery, and though 
wire contraptions were sometimes used to fly the ballerina 
(as a sylph or bird) across the stage, the development of 
pointe work (dancing on the toes) meant that the dancer 
could appear weightless and ethereal without any artificial 
aids. In place of highly decorative mythological or classical 
scenes, there were poetic evocations of landscape, and the 

ballerinas were either dressed in simple white dresses or 
in colourful national dress. The poet, critic, and librettist 

Théophile Gautier described the typical “white” or ethe- 
real Romantic ballet as follows: 

The twelve marble and gold houses of the Olympians were 
relegated to the dust of the storehouse and only the romantic 
forests and valleys lit by the charming German moonlight of 
Heinrich Heine’s ballads exist.... This new style brought a 
great abuse of white gauze, of tulle and tarlatans and shadows 
melted into mist through transparent dresses. White was al- 
most the only colour used. 

This unity of dance and design was not to last, however. 
By the end of the 19th century most of the productions 
mounted at the Mariinsky Theatre in St. Petersburg were 
lavish spectacles in which set and costume had little rel- 
evance to the ballet’s theme, being designed simply to 
please the audiences’ taste for opulencé. At the beginning 
of the 20th century one of the first revolutionary steps that 
Michel Fokine took in trying to change this state of affairs 
was to dress his dancers in costumes as nearly authentic 
as possible—for example, by replacing the prevailing tutu 

Darryl Williams/The Dance Library 
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Four renowned ballerinas in classical ballet costumes, 1845; 
(left to right) Carlotta Grisi, Marie Taglioni, Lucile Grahn, and 

Fanny Cerrito. 
By courtesy of the Theatrical Museum of La Scala, Milan 

with clinging draperies (as in the Egyptian costumes for 
Eunice [{1908]) and by dispensing with the dancers’ shoes. 
(Actually, the theatre management did not allow dancers 
to go barefoot, but they had red toenails painted onto 
their tights to achieve the same impression.) 
This move was part of Fokine’s general commitment to 

the idea that movement, music, and design should be 
integrated into an aesthetic and dramatic whole. His col- 
laboration with designers such as Léon Bakst and Alexan- 
dre Benois were as important as his musical collaboration 
with Stravinsky. Sets and costumes not only reflected the 
period in which the ballet was set but also helped to create 
the dramatic mood or atmosphere—as in Le Spectre de la 
rose (1911; “The Spirit of the Rose”), where the exquisite 
rose-petaled costume of the spectre, or spirit, seemed al- 

most to emit a magical perfume, and where the simple 
naturalism of the sleeping girl’s bedroom emphasized her 

dreaming innocence. 
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In the newly emerging modern dance, experiments with 
set, lighting, and costume design were also significant. 
One of the pioneers in this field was Loie Fuller, a solo 
dancer whose performances in the 1890s and early 1900s 

consisted of very simple movements with complex visual 
effects. Swathing herself in yards of diaphanous material, 
she created elaborate shapes and transformed herself into 

a variety of magical phenomena. These illusions were 
enhanced by coloured lights and slide projections playing 
across the floating material. 
Elaborate lighting and costumes were also used by Ruth 

Saint Denis, whose dances frequently evoked ancient and 
exotic cultures. At the opposite extreme Martha Graham, 
who began her career as a dancer with Saint Denis’ com- 
pany, strove to eliminate all unnecessary ornamentation 
in her designs. Costumes were made out of simple jer- 
sey and cut along stark lines that clearly revealed the 
dancers’ movements. Simple but dramatic lighting sug- 
gested the mood of the piece. Graham also pioneered the 

use of sculpture in dance works, replacing painted scenery 
and elaborate props with simple, free-standing structures. 
These had a number of functions: suggesting, often sym- 
bolically, the place or theme of the work; creating new 
levels and areas of stage space; and also illuminating the 

overall design of the piece. 
While it has remained common for choreographers to 

use elaborately realistic sets and costumes, as in Kenneth 
MacMillan’s Romeo and Juliet in 1965, most choreog- 
raphers have tended to adopt a minimal approach, with 
costumes and scenery simply suggesting the ballet’s char- 
acters and location rather than representing them in detail. 
One reason for this development has been the move away 
from narrative to plotless, or formal, works in both ballet 

and modern dance, where there is no longer any need for 
visual effects to provide narrative background. Balanchine 
set many of his works on a bare stage with the dancers 
dressed only in practice costumes, feeling that this would 
allow the spectators to see the lines and patterns of the 

dancers’ movements more clearly. 
Effects of design in theatre-dance performance. Set, cos- 

tume, and lighting design are important in narrative as 
well as formal dance in helping the audience maintain 
the special attention that theatre demands. They can also 
influence strongly the way in which the choreography is 
perceived, either by creating a mood (sombre or festive, 
depending on the colour and ornamentation used) or 
by strengthening a choreographic image or concept. In 
Richard Alston’s Wildlife (1984) the geometrically shaped 
kites suspended from the flies actually inspired some of 

Martha Swope 

Set for Phaedra’s Dream, by Martha Graham, for which there is no scenery except the single 

free-standing structure that is incorporated into the dance. 
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the dancers’ sharply angled movements as well as making 
them visually more striking in performance. 

Costume, too, can alter the appearance of movement: 

a skirt can give fuller volume to turns or to high leg 
extensions, while a close-fitting leotard reveals every detail 
of the body’s movements. Some choreographers, trying 
to emphasize the nontheatrical or nonspectacular aspects 

of dance, have dressed their dancers in ordinary street 
clothes in order to give a neutral, everyday look to their 

movements, and they have often dispensed entirely with 
set and lighting. 
Set design and lighting (or their absence) can help to 

frame the choreography and to define the space in which 
it appears. The space in which a dance occurs has, in fact, 
a crucial influence on the way movement is perceived. 
Thus, a small space can make the movement look bigger 

(and possibly more cramped and urgent), while a large 
space can lessen its scale and possibly make it appear more 
remote. Similarly, a cluttered stage, or one with only a few 
lighted areas, may make the dance appear compressed, 
even fragmented, while a clearly lighted, open space may 
make the movement appear unconfined. Two choreogra- 

phers who have been most innovative in their use of set 
and lighting are Alwin Nikolais and Merce Cunningham. 
The former has used props, lighting, and costumes to cre- 
ate a world of strange, often inhuman shapes—as in his 
Sanctum (1964). The latter has often worked with sets that 
almost dominate the dancing, either by filling the stage 
with a clutter of objects (some of which are simply things 
taken from the outside world, such as cushions, television 
sets, chairs, or bits of clothing) or—as in Walkaround 
Time (1968)—by using elaborate constructions around 

which the dance takes place, often partly concealed. As 
with his use of music, Cunningham’s sets have often been 

conceived independently of the choreography and are used 
to create a complex visual field rather than to reflect 
the dancing. 

Perhaps the most important influence on the way specta- 
tors perceive dance is the place in which it is performed. 
Religious dances usually take place within sacred build- 
ings or on sacred ground, thus preserving their spiritual 
character. Most theatre dance also occurs in a special 
building or venue, heightening the audience’s sense that 
it has entered a different world. Most venues create some 
kind of separation between the dancers and the audience 
in order to intensify this illusion. A theatre with a prosce- 
nium stage, in which an arch separates the stage from 
the auditorium, creates a marked distance. Performance 
in the round, in which the dancers are surrounded by 
spectators on all sides, probably lessens both the distance 
and the illusion. In dance forms that do not traditionally 
take place in a theatre, such as Afro-Caribbean dance, the 
intimacy between audience and dancer is very close, and 
the former may often be called upon to participate. 
The theatre space not only influences the relationship 

between the audience and the dancer but is also closely 
related to the style of the choreography. Thus, in the early 
court ballets, spectators sat on three sides of the dancers, 
often looking down at the stage, because the intricate floor 
patterns woven by the dancers, rather than their indi- 
vidual steps, were important. Once ballet was introduced 

Nikolais Dance Company. 

into the theatre, however, dance had to develop in such 
a way that it could be appreciated from a single, frontal 
perspective. This is one reason turned-out positions were 
emphasized and extended, for they allowed the dancer to 
appear completely open to the spectators and, in partic- 
ular, to move sideways gracefully without having to turn 
away from them in profile. 
Many modern choreographers, wishing to present dance 

as part of ordinary life and to challenge the way in which 
people look at it, have used a variety of nontheatrical 

venues to dispel the illusion or glamour of the perfor- 
mance. Choreographers such as Meredith Monk, Trisha 
Brown, and Twyla Tharp, working in the 1960s and ’70s, 
performed dances in parks, streets, museums, and galleries, 
often without publicity or without a viewing charge. In 
this way dance was meant to “happen” among the people 
instead of in a special context. Even the most surprising 
or nonglamorous venue, however, cannot entirely dispel 
the sense of distance between dancer and audience and 
between dance and ordinary life. 
Drama. Throughout history there has been a rough 

division between dramatic dance, which expresses or imi- 
tates emotion, character, and narrative action, and purely 
formal dance, which stresses the lines and patterns of 
movement itself (see above Dance as dramatic expression 

or abstract form). The type and function of dramatic 
dance vary considerably, including full-length theatrical 
works (in which dance is used to tell a story and present 
specific characters), hunting dances (in which the dancers’ 
movements imitate those of a particular animal), and 
courtship dances (which may contain only a few pan- 
tomimic gestures, such as a lift, a curtsy, or a mock kiss, 
to convey meaning). 

Because dance movements are often closely related to 
everyday forms of physical expression, there is an expres- 
sive quality inherent in nearly all dancing. This quality is 
used extensively in dramatic dance to communicate ac- 
tion or emotion—for example, the aggression in stamping 
movements, the exhilaration communicated by jumping, 
and the dragging motions of despair. Mime, or narrative 
gesture, is also used. Mime can either imitate movement 
realistically—in a death scene, for example, where the 
killer assumes a ferocious expression and imitates stran- 
gling a victim—or it can function as a symbol—as in 
the circling movement of the arms in ballet to represent 
dancing or in pointing to the fourth finger to represent 
marriage. Dance movements are often accompanied by 
other elements, such as masks, costume, music, acting, 
singing, recitation, and even film, to help communicate 
the dramatic content. 
Cultural distinction between dramatic and formal dance. 

Curt Sachs argued that the division between dramatic and 
formal dance in tribal cultures followed the division be- 
tween hunting and planter cultures. While the accuracy of 
his claim may be hard to establish, it can help to illumi- 
nate the different types and function of dance that lie at 
the root of such a division. In hunting dances (and war 
dances as well) the dancers’ movements are dramatically 
charged, expressing a state of excitement or aggression 
and frequently imitating the movements of animals or 
fighting men, even to the point of manipulating weapons. 

Susan Shiff Faludi—Three Lions 

Sanctum. Choreography, sound score, costumes, decor, and lighting by Alwin Nikolais; Alwin 
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Imitative sounds increase the power of the illusion, as 
does the wearing of masks, makeup, or animal skins. The 
effect on both dancer and spectator is to be drawn into a 
fictional world, in which the dancers become the people 
or animals that they represent and the story or situation 
enacted by the dance takes on an immediate reality. Any 
successful dramatic dance should, in fact, produce this ef- 
fect, even if the dancers do not actually feel the emotions 
they are representing or the spectators respond as if the 
imitation were real. 
In the dances of planter cultures, Sachs argued, the 

movements tend to be smaller and not directly imita- 
tive. The groupings of the dancers and the floor patterns 
traced by their steps, on the other hand, tend to be much 
more complex and ordered. In addition, the sequence of 
movements tends to be more repetitive and the dancers’ 
movements are more uniform. Such formal dances are 
often performed as part of a ritual propitiation of the 
gods in order to assure good weather and successful har- 
vests. Although their movements may not be imitative, 
the repetitive patterns often represent such natural occur- 
rences as the cycle of the seasons, the waxing and waning 
of the Moon, and the growing of vegetation, and they 
even evoke more abstract entities such as space and time. 
The effect may thus be one of fusing the dancers and 
spectators with some aspect of the natural world. At the 
same time the dance may produce an effect similar to 
the repetitive chanting of prayer or meditation, emptying 
the mind of its usual preoccupations and focusing it on the 
object of worship. In fact, the power of dance in achieving 
this type of spiritual discipline is peculiarly strong, since 
the repetitive movements work kinesthetically as well as 
aurally and visually. As a consequence, mind and body 
are equally absorbed into the ritual. 
Even where formal dances are not part of a ritual (as 

in modern plotless dance works), the movement of the 
dancers may produce an effect not dissimilar to that de- 
scribed above. Space, time, and the force of gravity may 
be made apparent to the spectator through the trajectories 
that the dancers make in space, through the configurations 
that they form on the dance floor, through the duration of 
the dance phrases, and through the alternating sensations 
of weight and weightlessness created by falls and jumps. 
In a similar way, too, the audience may experience a spe- 

cial focusing of attention, a draining of the usual habits 
of perception through the kinesthetic, visual, and aural 
power of the movement and music. 
Many extant tribal dances can be categorized as either 

imitative or formal, as can the European folk dances that 
developed out of earlier tribal dance forms. Courtship 
dances, the descendants of ancient courtship and fertility 
dances, still retain overt imitations of flirtatiousness. Other 
dances have similarly retained their early formal character, 
even, in some cases, retaining the symbolic significance 
of their patterns. In Ukrainian dances descended from 
pagan Moon-worshiping ritual, the circling of the dancers 
represents the way the Moon influences the work in the 
fields, and the final pivot represents the flourishing of the 
corn. In Armenian carpet-weaving dances, the complex 
floor patterns mimic the action of the work process. 
Drama in Western theatre dance. When dance devel- 

oped into a form of spectacle, particularly of a secular 
kind, it was frequently allied to the telling of a story 
and the depiction of characters. Mimed gesture was often 
prominent in such dance dramas—for example, in ancient 
Greece, where the gestures of the chorus illustrated the 
drama’s major themes. There the mime was often natural- 
istic: a hand on the head to represent grief or the stretching 
upward of the arms to express worship. During the later, 
cosmopolitan period of the Roman Empire, dance and 
mime were popular entertainment for audiences drawn 
from a variety of linguistic backgrounds. The highly so- 
phisticated pantomime used by these dancers formed the 
basis of the improvised mime drama of the 16th-century 
Italian commedia dell’arte and, later, the techniques of 
20th-century mime artists such as Marcel Marceau. 
The early European court ballets were also oriented 

toward dramatic spectacle, though the dance movement 
itself was not highly expressive and mimed gesture was 
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limited. Other dramatic elements, usually visual effects or 
speech, communicated the essential points of the story. 
One of the first choreographers to extend dance move- 

ment so that it could be dramatically expressive was the 
Englishman John Weaver, who in his ballet The Loves 
of Mars and Venus (1717) experimented with giving the 
characters gestures to express their individual personali- 
ties. Later in the 18th century Jean-Georges Noverre re- 
acted against the purely decorative form into which ballet 
had developed. He believed that mime should be as close 
to natural gesture as possible and that dance movement 
should not be meaninglessly decorative but should reflect 
the ballet’s action. 
Noverre’s ideas were partly realized in the Romantic 

ballet of the early 19th century, which strove to give 

movement a greater poetic expressiveness. Developments 
in dance technique, notably that of dancing en pointe, 
gave dancers a wider range of movement to express char- 
acter and action, although conventional or symbolic mime 
was also used to tell parts of the story. By the end of 
the century, however, choreography was once again sel- 
dom concerned with plot and character, and long sections 
of mime (often incomprehensible even to the dancers) 
were used to tell whatever story there was in the dance. 
The reforms proposed by Fokine at the beginning of the 
20th century, like those of Noverre two centuries before, 
demanded more naturally expressive mime and dance 
movement that illuminated theme and character and were 
an essential component of the dance. 
Fokine’s own work reflected these ideas faithfully. He 

experimented with angular movement reminiscent of ar- 
chaic Greece in Daphnis et Chloé (1912; Daphnis and 

Chloe), developed individual styles for different charac- 
ters (such as the jerky wooden movements of the puppet 
Petrushka), and brought mime much closer to natural 
gesture than the symbolic code previously used. This nat- 
uralism still characterizes ballet; the expressive qualities 
of dance movement and simple, dramatic gestures almost 
entirely displace conventional mime, and even in revivals 
of the 19th-century classics, traditional mime is usually 
kept to a minimum so that audiences have no trouble 

following it. 
The founders of modern dance, Isadora Duncan, Mary 

Wigman, Martha Graham, and Doris Humphrey, also re- 
acted against the lack of expression in ballet. Like Fokine, 
they believed that most ballet dancing was mere decora- 
tive acrobatics, but while Fokine was happy to continue 
using exotic or archaic themes for his new, naturalis- 

tic ballets, these later choreographers believed that dance 
should address subjects of greater relevance and profun- 
dity. The kinds of movement with which the modern 
dance choreographers expressed these themes had little 
of conventional ballet technique about them. Eschewing 
mime, particularly that associated with ballet, as well as 

Darryl Williams/The Dance Library 

A dramatic moment in Valley of Shadows, a ballet by Kenneth 
MacMillan about life in a Nazi concentration camp; Sadler's 
Wells Royal Ballet. 
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the traditional ballet vocabulary, they sought to make the 
whole body dramatically expressive. (See below Theatre 

dance: Modern dance.) 
During the 20th century, ballet, like modern dance, 

moved toward a concern with more serious issues. In 

works such as Antony Tudor’s Jardin aux lilas (1936; 
The Lilac Garden), Peter Darrell’s Prisoners (1957), Ger- 
ald Arpino’s Clowns (1968), and Kenneth MacMillan’s 

My Brother, My Sisters (1978), choreographers engaged 
subject matter ranging from emotional and psychological 
conflict to war and social issues. 
In the avant-garde dance of the 1970s and ’80s, exper- 

iments were made in expanding narrative potential by 
incorporating nondance elements (almost turning full cir- 
cle back to the early court ballets). At times dance was 

accompanied by mime, acting, and singing as well as a 
multitude of visual effects. In some cases choreographers 
collaborated with artists working in other forms, such as 
music, drama, and the visual arts, and they thought of 
dance less as a single discipline than as a broadly based 

theatre art. Most of these experimental works had some 

kind of dramatic or conceptual content, although they 
avoided conventional forms of narration and expression. 

Events were rarely presented in chronological order, and 

the distinction between reality, symbolism, and fantasy 
was often blurred. 

Types of dance 

The division of dance into types can be made on many dif- 
ferent grounds. Function (e.g., theatrical, religious, recre- 
ational) is an obvious ground, but distinctions can also 
be made between tribal, ethnic, and folk dance, between 

amateur and professional, and above all between different 
genres and styles. : 
Genre and style are relatively ambiguous terms. They 

depend on analyses of movement style, structure, and per- 
formance context (i.e., where the dance is performed, who 
is watching, and who is dancing) as well as on a cluster of 
general cultural attitudes concerning the role and value of 
dance in society. Genre usually refers to a self-contained 
formal tradition such as ballet, within which there may 
be further subgenres, such as classical and modern ballet. 
(Some critics consider modern dance as an independent 

genre with a subgenre of postmodern dance, but others 
subsume both categories under ballet, along with other 
theatre dance forms such as jazz.) Within subgenres, dif- 
ferent styles can be distinguished, such as those of Ashton, 
MacMillan, and Balanchine in: modern ballet and Gra- 
ham and Cunningham in modern dance. Style as used 
here embraces many elements, including a preference for 
certain kinds of movement (fast, slow, simple, or intricate) 
or for particular kinds of energy and attack (sharp, edgy, 
and hard, as opposed to soft and fluid). It also embraces 
different ways of phrasing movement or of arranging 
dancers into groups, as well as an interest in certain kinds 
of music or design. 
Perhaps the most obvious division between types is that 

between theatre and non-theatre dance. The separation of 
dancer and spectator in theatre dance has tremendous in- 
fluence on the style of the dance itself and on its reception 
as an art form. In theatre dance the professionalism of 
dancer and choreographer, the presentation of dramatic 
and formal movement, the use of visual effects, and even 

the philosophical question of the role of the spectator 
reach their most sophisticated level. In non-theatre dance 
the unity of dancer and spectator, of observation and 
participation, means that the dance styles and even the 
function within the social group are quite different from 
those of theatre dance. 

Of course, the division between the two types is not as 
clear in practice as in theory. For example, although ethnic 
and folk dances are not, in theory, theatre dances, many 

of them are preserved, choreographed, and presented to 
audiences in theatrical settings. Some scholars have even 
argued that ballet is an ethnic dance form that grew out of 
the European dance tradition. On the other hand, Indian 
and Southeast Asian dance forms are usually called ethnic 
dances, but within these traditions there are numerous 

classical dances whose theatrical settings and elaborate 
choreographies qualify them as theatre dances. 
Among the theatre dances, this section discusses the two 

major Western genres, ballet and modern dance, as well 
as Indian classical dance. Among the non-theatre dance 
forms, this section discusses tribal and ethnic dance, folk 
dance, and social dance. 

THEATRE DANCE 

Ballet. Basic characteristics. Ballet has been the domi- 
nant genre in Western theatre dance since its development 
as an independent form in the 17th century, and its char- 
acteristic style of movement is still based on the positions 
and steps developed in the court dances of the 16th and 
17th centuries (see above Basic steps and formations). 

Perhaps the most basic feature of the ballet style is the 
turned-out position of the legs and feet, in which the legs 
are rotated in the hip socket to an angle of 90 degrees and 
the feet point outward. This position gives the body an 
open, symmetrical appearance, and it also facilitates the 
high leg extensions and fast turns typical of ballet. Open- 
ness is most characteristic of the ballet dancer’s stance, 

for the head is nearly always lifted and the arms held out 
in extended curves. Even when the dancer executes fast 

or energetic steps, the arms rarely move in a way that 
is not fluid, calm, and gracefully extended, and they are 
frequently held in positions that either frame the face or 
form a harmonious relation to the position of the legs. The 
body is nearly always held erect, apart from controlled 

arches in the back or a slight turning of the shoulders 
toward or away from the working leg. This positioning of 
the shoulders, called épaulement, gives a sculpted, three- 
dimensional quality to the dancer’s positions. 
Whenever the ballet dancer’s foot is not flat on the floor, 

it is pointed, and, of course, women dancers (and occa- 
sionally men) frequently dance on the tips of their toes 
with the aid of blocked shoes. Dancing en pointe lends 
lightness and airiness to the dancer’s movements, and the 
pointed toe extends the line of the leg—particularly when 
it is raised in the air, as in an arabesque. 

The long vertical line is the other basic feature of ballet: 
verticality in the upright stance of the body, in the high leg 
extensions, and above all in the aerial quality of the move- 
ment. Ballet dancers rarely move close to the ground, and 
they frequently seem to defy gravity through the height of 
their jumps and their vigorous batterie (beating together 
of the legs in midair), through the speed and multiplicity 
of their turns, and through the fast linking steps that seem 
to move them effortlessly, almost without touching the 
floor, from one virtuoso movement to another. In ballet 
the stress and effort of the dancer’s movements are always 
concealed beneath the fluid, graceful surface of the dance 
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The Bolshoi Ballet performing the classical ballet Swan Lake; 
choreography by Marius Petipa and Lev Ivanov. 
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and the perfect repose of the face and torso. This gives 
the dance its characteristic qualities of dignity and con- 
trol, which it inherited from the early court ballets, where 
the movements were designed to show off the aristocratic 
polish of the dancers. 
Ballet has, of course, undergone many stylistic alterations. 

The Romantic style of the early to mid-19th century 
was much softer—less studded with virtuosic jumps and 
turns—than the classical style of the late 19th and early 
20th centuries. Russian ballet, frequently regarded as the 
paradigm of the classical school, is itself a blend of the 
soft and decorative French school, the more brittle and 
virtuosic style of the Italians, and the vigorous athleticism 
of Russian folk dances. 
The design of classical ballet is traditionally symmetri- 

cal in the shapes made by the dancers’ bodies, in the 
grouping of the dancers on stage, and even in the struc- 
ture of the whole dance. For example, if two principal 
dancers perform a pas de deux (a dance for two), other 
dancers on stage remain still, are arranged in symmetrical 
framing patterns, or move in harmony with the main 
dancing, not distracting from it. Even when large groups 
of dancers move, they are usually arranged in formal lines 
or circles. Jean-Georges Noverre in the 18th century and 
Michel Fokine in the first decades of the 20th both argued 
that this kind of formal symmetry was detrimental to the 
dramatic naturalism of ballet. Fokine’s own choreography 
encouraged the use of less rigid and artificial groupings in 
later ballet, as in Kenneth MacMillan’s dramatic works, 
where the crowd scenes are often composed of asymmet- 
rical groups that rarely seem artificial. 
Innovations in the 20th century. Fokine’s reforms were 

a major influence on the development of 20th-century 
ballet. Particularly in the works that he created for Sergey 
Diaghilev’s company, the Ballets Russes, he showed the 
range of different dance styles that classical ballet was 
capable of absorbing, helping to pave the way for more 
radical innovation. For example, in Chopiniana (1908: 
later called Les Sylphides), a virtually plotless ballet that 
recalled the earlier Romantic tradition, Fokine created a 
soft and uncluttered style that contained no bravura feats 
of jumping, turning, or batterie. Arm movements were 
simple and unaffected, the grouping of the dancers had a 
fluid, plastic quality, and above all there was a flowing, 
lyrical line in the phrasing and movement. 
In Prince Igor (1909) and L’Oiseau de feu (1910; The 

Firebird) Fokine incorporated the vigorous style and ath- 
letic steps of Russian folk dances. These works revealed 
his talent for organizing large crowds of dancers on stage 
and transforming their previously ornamental function 
into a powerful dramatic force. Neither ballet is longer 
than a single act, because Fokine believed that the full- 
length ballet was generally both an excuse for, and the 
cause of, useless choreographic padding, and that a work 
should last only as long as its theme required. 
For all its stylistic variations, Fokine’s choreography was 

couched largely in the classical idiom. Two other choreog- 
raphers working with the Ballets Russes, Vaslav Nijinsky 
and his sister Bronislava Nijinska, produced works of a 
more radical nature. In Jewx (1913; “Games”), Nijinsky 
was one of the first choreographers to introduce a mod- 
ern theme and modern design into ballet. Based on his 
own (rather erroneous) idea of a tennis match, the chore- 
ography incorporated sporting movements and dancers 
in modern dress. In The Rite of Spring, perhaps Nijin- 
sky’s most innovative work, the dancers were arranged 
in massed groupings and executed harsh, primitive move- 
ments, the legs turned in, the arms hanging heavily, and 
the heads lolling to one side. Unlike Fokine, Nijinsky was 
prepared to risk ugliness in his search for a truly authentic 
style, and the audiences were almost as deeply shocked by 
the choreography as by the discordant sounds and jagged 
rhythms of Stravinsky’s score. 
In her ballet Les Noces (1923; “The Wedding”), which 

took its theme from the marriage ceremonies of Russian 
peasants, Nijinska created a stark and heavily weighted 
style of movement. There were few elevations, and the 
dancers were frequently crouched or bent over, with their 
heads hanging low to the floor. They were also arranged in 
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large groups, so that the overall impression was less that 
of individual bodies moving together than of large shapes 
and blocks of movement. 
Although there are similarities between the works of 

these choreographers and the modern-dance forms that 
emerged in the 1920s and ’30s, there is little evidence 

to suggest any direct influence. The major significance of 
Fokine, Nijinsky, and Nijinska was in their bringing ballet 
out of its remote, courtly past by using modern themes 
and subjects and by introducing modern intellectual and 
artistic influences into the classical art form. 
The style of later 20th-century ballet was influenced not 

only by the Ballets Russes but by modern dance as well. 
It became common for choreographers to extend the tra- 
ditional ballet vocabulary with modern-dance techniques, 

such as curving and tilting the body away from the vertical 
line, working on or close to the floor, and using turned- 
in leg positions and flexed feet. Balanchine, influenced by 
jazz, used syncopated rhythms in his phrasing and incor- 
porated steps from such popular dances as ragtime and 
rock and roll. His movements were usually wide, almost 

exaggerated in shape and volume, and frequently charac- 
terized by speed and by hard, clear accents. 

Despite these changes ballet retains significant traces of 
its courtly and classical past. Although there are excep- 
tions, such as those noted above, ballet dancers still tend 

to dance in the calm, erect, and dignified manner of their 
aristocratic forebears. Illusion and spectacle remain im- 
portant; nearly all works are performed on a proscenium 
stage in a large theatre, where the performers are distanced 
from the audience, and productions are frequently elabo- 
rate and expensive. Ballet companies still, therefore, tend 
to be large organizations, receiving some kind of patron- 
age or state subsidy. 
Modern dance. Expressionism. Modern dance, the other 

major genre of Western theatre dance, developed in the 
early 20th century as a series of reactions against what 
detractors saw as the limited, artificial style of movement 
of ballet and its frivolous subject matter. Perhaps the 
greatest pioneer in modern dance was Isadora Duncan. 
She believed that ballet technique distorted the natural 
movement of the body, that it “separated the gymnastic 
movements of the body completely from the mind,” and 
that it made dancers move like “articulated puppets” from 
the base of the spine. Duncan worked with simple move- 
ments and natural rhythms, finding her inspiration in the 
movements of nature—particularly the wind and waves— 
as well as in the dance forms that she had studied in 
antique sculpture. Elements that were most characteristic 
of her dancing included lifted, far-flung arm positions, an 
ecstatically lifted head, unconstrained leaps, strides, and 
skips, and, above all, strong, flowing rhythms in which 
one movement melted into the next. Her costumes, too, 
were unconstrained; she danced barefoot and uncorseted 
in simple, flowing tunics, with only the simplest props and 
lighting effects to frame her movements. 
Duncan believed that dance should be the “divine ex- 

pression” of the human spirit, and this concern with the 
inner motivation of dance characterized all early modern 
choreographers. They presented characters and situations 
that broke the romantic, fairy-tale surface of contemporary 
ballet and explored the primitive instincts, the conflicts 
and passions of man’s inner self. To this end they sought 
to develop a style of movement that was more natural and 
more expressive than ballet. Martha Graham, for example, 
saw the back, and particularly the pelvis, as the centre of 
all movement, and many of her most characteristic move- 
ments originated from a powerful spiral, arch, or curve in 
the back. Doris Humphrey saw all human movement as 
a transition between fall (when the body is off-balance) 
and recovery (when it returns to a balanced state), and 
in many of her movements the weight of the body was 
always just off-centre, falling and being caught. 
Instead of defying gravity, as in ballet, modern dancers 

emphasized their own weight. Even their jumps and high 
extensions looked as if they were only momentarily escap- 
ing from the downward pull of the Earth, and many of 
their movements were executed close to, or on, the floor. 
Graham developed a wide repertoire of falls, for example, 
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and Mary Wigman’s style was characterized by kneeling 
or crouching, the head often dropped and the arms rarely 

lifted high into the air. 
As ballet sought to conceal or defy the force of gravity, 

so it also strove to conceal the strain of dancing. Modern 
dance, on the other hand—particularly the work of Gra- 
ham—emphasized those qualities. In the jagged phrases, 
angular limbs, clenched fists, and flexed feet, in the force- 
ful movements of the back and the clear lines of tension 
running through the movement, Graham’s choreography 
expressed not only the struggle of the dancer against phys- 

ical limitations but also the power of passion and frustra- 
tion. Movements were always expressive gestures, never 

decorative shapes. Often the body and limbs appeared 
racked and contorted by emotion, for these choreogra- 
phers, like Nijinsky, were not afraid to appear ugly (as 
indeed they did to many of their contemporaries). 
The structure of early modern dance works responded 

in part to the fragmented narrative and symbolism char- 
acteristic of modernist art and literature. Graham often 
employed flashback techniques and shifting time scales, 
as in Clytemnestra (1958), or used different dancers to 
portray different facets of a single character, as in Seraphic 
Dialogue (1955). Groups of dancers formed sculptural 
wholes, often to represent social or psychological forces, 
and there was little of the hierarchical division between 
principals and corps de ballet that operated in ballet. 
Merce Cunningham. The Expressionist school domi- 

nated modern dance for several decades. From the 1940s 
onward, however, there was a growing reaction against 
Expressionism spearheaded by Merce Cunningham. Cun- 
ningham wanted to create dance that was about itself— 
about the kinds of movement of which the human body 
is capable and about rhythm, phrasing, and structure. 
Above all, he wanted to create dance that was not sub- 

servient to the demands of either narrative or emotional 
expression. This did not mean that Cunningham wanted 
to make dance subservient to music or design; on the 
contrary, though many of his works were collaborations, 
in the sense that music and design formed a strong part of 
the total effect, these elements were often conceived—and 
worked—independently of the actual dance. Cunningham 
believed that movement should define its own space and 

set its own rhythms, rather than be influenced by the set 
and the music. He also felt that it was more interesting and 
challenging for the spectator to be confronted with these 
independently functioning elements and then to choose 
for himself how to relate them to one another. 
Believing that all movement was potential dance ma- 

terial, Cunningham developed a style that embraced an 
extraordinarily wide spectrum, from natural, everyday ac- 
tions such as sitting down and walking to virtuosic dance 

movements. Elements of his style even had a close affinity 
to ballet: jumps tended to be light and airy, the footwork 
fleet and intricate, and the leg extensions high and con- 
trolled. He placed greater emphasis on the vertical and less 
emphasis on the body’s weight and the force of gravity. 
Like those of Graham, many of Cunningham’s move- 
ments centred on the back and torso, but they tended 
less toward dramatic contractions and spirals than toward 
smaller and more sharply defined tilts, curves, and twists. 

The arms were frequently held in graceful curves and the 
feet pointed. 
Cunningham’s phrases were often composed of elabo- 

rate, coordinating movements of the head, feet, body, and 

limbs in a string of rapidly changing positions. The ar- 
rangement of performers on stage was equally complex: at 
any one moment there might have been several dancers, 
in what seemed like random groupings, all performing 
different phrases at the same time. With no main action 
dominating the stage, the spectator was free to focus on 
any part of the dance. 
While Graham’s works were usually structured around 

the events of a narrative, Cunningham’s works usually 
emerged from the working through of one or more cho- 
reographic ideas, whose development (i.e., the ordering of 
movements into phrases or the number of dancers work- 
ing at any one time) might then have been determined by 
chance. Deriving its movements from such formal origins 
did not mean that Cunningham’s works lacked expressive 
power. One of his pieces, Winterbranch (1964), started out 
as a study based on moving into a space and falling, but 
it produced a powerful effect on audiences, who variously 
interpreted it as a piece about war, concentration camps, 
or even sea storms. Cunningham believed that the expres- 
sive qualities in dance should not be determined by a story 
line but should simply rise out of movement itself. “The 
emotion will appear when the movement is danced,” he 
claimed, “because that is where the life is.” 
Postmodernism. During the 1960s and ’70s a new gen- 

eration of American choreographers, generally referred to 
as postmodernist choreographers, took some of Cunning- 
ham’s ideas even farther. They also believed that ordinary 
movement could be used in dance, but they rejected the 
strong element of virtuosity in Cunningham’s technique 
and the complexities of his phrasing and structure, in- 
sisting that such a style interfered with the process of 
seeing and feeling the movement clearly. Consequently, 
the postmodernists replaced conventional dance steps with 
simple movements such as rolling, walking, skipping, and 
running. Their works concentrated on the basic principles 
of dance: space, time, and the weight and energy of the 
dancer’s body. 

Postmodernists discarded spectacle as another distraction 

Darryl Williams/The Dance Library 

Silent Partners, a modern dance choreographed by Siobhan Davies, 1984; the Siobhan Davies 
dance troupe performing. 

The 

focus on 

movement 



from the real business of movement. Costumes were often 
ordinary practice or street clothes, there was little or no 
set and lighting, and many performances took place in 
lofts, galleries, or out-of-doors. Narrative and expression 
were discarded, and the dance structures were usually very 
simple, involving either the repetition and accumulation 
of simple phrases or the working through of simple move- 
ment games or tasks. In Tom Johnson’s Running Out 
of Breath (1976) the dancer simply ran around the stage 
reciting a text until he ran out of breath. 
Most avant-garde modern-dance companies have been 

quite small and have occupied a position on the fringe 
of the dance world, attracting only small and specialist 
audiences. Although “mainstream” modern dance now at- 
tracts large audiences 1n both Europe and North America, 
it too was for many decades a minority art form, often 
playing to only a handful of spectators. Modern-dance 
companies were then, and still are, relatively small. Partly 
because they lack funding, they tend to use less elaborate 
costume and staging, and they perform in small theatres 
where contact with the audience is close. 
The musical. Perhaps the most genuinely popular of 

all the subgenres within ballet and modern dance are the 
dance forms associated with the musical, such as tap, jazz, 
ballroom, and disco. In musicals of both stage and screen, 
dance is an essential ingredient along with song, acting, 
and spectacle. Although the dancing is often mechanical 
and unoriginal, in the work of such dancers and chore- 
ographers as Fred Astaire and Gene Kelly it can rise to 
the status of a genuine art form. Sometimes, as in Jerome 

Robbins’ choreography for the dances of the rival gangs 
in West Side Story (1957), it creates a powerful dramatic 
effect. Other innovative choreographers include Agnes 
deMille, whose dances in Oklahoma! (1943) were the first 
ever used to advance the plot, and Bob Fosse, particularly 
known for his work on the film A// That Jazz (1979). 
Indian classical dance. The six recognized schools of 

Indian classical dance developed as a part of religious rit- 
ual in which dancers worshiped the gods by telling stories 
about their lives and exploits. Three main components 
form the basis of these dances. They are natya, the dra- 
matic element of the dance (i.e., the imitation of charac- 
ter); nritta, pure dance, in which the rhythms and phrases 
of the music are reflected in the decorative movements of 
the hands and body and in the stamping of the feet; and 
nritya, the portrayal of mood through facial expression, 
hand gesture, and position of the legs and feet. 
The style of movement in Indian classical dance is very 

different from that of Western ballet. In ballet the empha- 
sis is frequently on the action of the legs—in jumps, turns, 
and fast traveling steps, which create ballet’s characteristic 

qualities of height, speed, and lightness—while the body 
itself remains relatively still and the arms simply frame 
the face or balance the body. In Indian dance, however, 
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Sitakumari giving the Nataraja, God of Dance, pose in the 
style of bharata natya, one of the principal Indian classical 
dance forms. 

Nick Sidle/The Dance Library 

the legs are usually bent, with the feet flat rather than 
lifted and pointed. Jumps are usually low (though light), 
and the dancer rarely covers much ground or performs 
intricate steps, the complexity of the footwork lying more 
in elaborate stamping rhythms. (These stamping rhythms 
enhance the musicality of the dance; many dancers wear 
bells around their ankles, supplying their own accompa- 
niment as well as counterpoint to the rhythms beaten 
out by the musicians.) The torso, face, arms, and hands 
are extremely active. The head is quite mobile, with 

subtle changes of direction and a characteristic side-to- 
side movement emphasizing the dancer’s changing facial 
expressions. The movement of the torso is graceful and 
fluid, shifting from side to side or turning on the axis of 
the spine, while the movement of the hands and arms 

is subtle and elaborate, every gesture having a narrative 
function. Indian dancers have a vast repertoire of gestures 
through which they express complex events, ideas, and 
emotions. There are, for example, 13 gestures of the head, 

36 different glances, and 67 mudras, or hand gestures, 
that can, in various combinations, yield several thousand 
different meanings. 
While these qualities characterize Indian classical dance 

in general, there are significant variations in each school. 

Bharata natya is perhaps the most delicate and elegant of 
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Members of the street gang “Sharks” dance the choreography of Jerome Robbins to 
the music of Leonard Bernstein in West Side Story, film version, 1961. 
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all the forms. It is traditionally, though not exclusively, 
performed by women. In the dancer’s typical stance the 
legs are bent, often turned out at the hips, and the body is 
held upright. Even in movements where the torso bends 
or spirals, it remains lifted, never dropped and heavy. 
The feet perform small stamping movements against the 
ground; for example, the heel may be lifted and the leg 
extended to the front or back and then brought back. 
This is a small movement at some points and at others a 
larger lunge, but none of the steps travels far off the spot. 
Stamping movements are also made by raising the foot, 
bringing it down on the ball, and then bringing down 
the heel. These quick, shifting steps maintain a complex 
rhythmic relationship with the musical accompaniment. 
Sometimes such steps include a light spring from one foot 
to the other. 
While the feet are executing the basic step sequence, the 

arms, hands, and head are also performing intricate move- 
ments. The arms are always supported at the elbow, never 
loosely hanging, and they may be stretched to the side or 
above the head or bent at the elbows in many different 
positions. In executing the mudras, the hands convey dif- 
ferent meanings according to the position of the fingers 
and the way the palms are cupped or splayed. The neck 
moves from side to side, the head nods or turns, the eyes 

dart and glance in different directions, and the body tilts 
or leans. Each of these different movements contributes 
to the rhythmic and visual complexity of the dance. 
Kathakali is a dance-drama performed by men, as it is 

considered too vigorous and difficult for women (although 
women may study it and perform certain extracts). The 
dancers wear elaborate headdresses and costumes as well 
as extensive makeup. The makeup can take up to four 
hours to apply and allows the dancer to absorb himself in 

the role he is about to perform. The basic kathakali stance 
is a deep bend, with the legs turned in and the feet resting 
on the outside of the soles, giving the dancer a bandy- 
legged look. This position allows him to survive the long 
performances without getting sore feet. 
Much kathakali dancing is vigorous. The stamping steps 

are larger and more energetic than in bharata natya, the 
legs are lifted higher, the lunges are deeper, and the jumps 
are bigger. Generally the dancers travel farther and with 
greater agility. The arm, body, and head movements are 
also more dramatically expressive: the body crouches and 
twists furiously, the arms make larger, more imitative 

gestures (as in fight scenes), and the facial expressions are 
highly exaggerated. (Kathakali dancers have such control 
over their facial muscles that they can laugh with one side 
of their faces and cry with the other.) Mudras also help 
dramatize the story, although they do not always signify 
the same things as in bharata natya. 
Orissi and manipuri use more sinuous movement, in 

which the spine and torso are elegantly curved. The most 
characteristic element in kathak is the chukra, a brilliant, 
whipping turn executed on the spot. In this style the feet 
work closely together, often with one crossed in front of 
the other and stamping out unusually complex rhythms. 
The dancer also uses a gliding walk similar to the pas de 
bourrée in ballet. There is more swaying of the body in 
kathak than in bharata natya, and the wearing of a full 
skirt emphasizes the speed and excitement of the dancer’s 
turns. 
The influence of Indian dance can be seen throughout 

Asia. In Japan, for example, the dancer makes use of a 

fan to create an additional repertoire of gestures. It may 
be opened to suggest the reading of a book, whirled and 
dropped to the ground to show the falling of leaves, or, 
appearing above the dancer’s sleeve, used to signify that 
the Moon has risen. In Java the dancers’ faces remain 
impassive, but their hand gestures are elaborate, and they 
also manipulate long, floating scarves to give their move- 
ments a weightless, ethereal quality. 

TRIBAL AND ETHNIC DANCE 

Ballet, modern dance, and Indian classical dance are forms 
of theatre dance, the dancers usually being highly trained 
professionals performing for audiences in particular venues 
and on special occasions. Tribal and ethnic dance, on the 

other hand, may be characterized by a number of almost 
opposite features. They are not necessarily the province 
of trained specialists (although they may be); such dances 
may be participatory (/.e., with no real distinction between 
dancer and spectator); and while they may take place in 
special venues or on special occasions, these are often 
intimately related to the everyday life of the community. 
Tribal dance. A tribal society is essentially a self- 

contained system. While it may possess sophisticated cul- 
tural and social structures, its technological and economic 
structures are generally primitive. Consequently, by the 
late 20th century such societies had become increasingly 
rare, and many tribal dances had either died or become 
transformed. 
Some tribal dances have been preserved, however, even 

in cases where tribes have been absorbed into other social 
structures, as a means of preserving cultural identity and 
a sense of historical continuity. This is quite common in 
many African states. A frequently cited case is that of 
King Sobhuza II, the Ngwenyama (“Lion”) of Swaziland, 
who in 1966 joined his people in a six-day Jncwala, or 
ritual ceremony. Dressed in animal skins and elaborate 
plumage, Sobhuza performed dances that would ensure 
the renewal of the land, the king, and the people. 

U. Bagel—ZEFA 

South African performing a tribal dance in a 
traditional animal skin costume with elaborate 
plumage during a ceremonial gathering of 
regional bands. 

In extant tribal societies, such as the Hopi Indians of 

northeastern Arizona, dance retains most of its traditional 
form and significance. The Hopi still dance as a form 
of worship, with specific dances for different ceremonies. 
Such dances, however, as in any other tradition, have 
undergone inevitable change and development throughout 
history, and they cannot be used as accurate evidence of 
what the tribal dances of early man were like. Generaliz- 
ing about tribal dance is made difficult not only by the 
lack of evidence concerning its origins and the rapid dying 
of extant forms but also by the fact that the term tribal 
covers so many different kinds of dance. Tribal dances 
not only vary from one tribe to another but also fall into 
many different categories, such as weapon dances, fertil- 
ity dances, Sun and Moon worshiping dances, initiation 
dances, war dances, and hunting dances. 

The following are two examples of tribal dance that have 
survived into the 20th century. The musicologist Curt 
Sachs quoted a description of the fertility dance of the 
Cobéua Indians of Brazil: 

The dancers have large [artificial] phalli... which they hold 
close to their bodies with both hands. Stamping with the right 
foot and singing, they dance... with the upper parts of their 
bodies bent forwards. Suddenly they jump wildly along with 
violent coitus motions and loud groans... . Thus they carry 
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the fertility into every corner of the houses...; they jump 
among the women, young and old, who disperse shrieking and 
laughing; they knock the phalli one against another. 

Joan Lawson described the tree-worship dance performed 
both in Australia and up the Amazon River: 

A solemn circling of the tree is followed by an ecstatic raising 
of the head and hands to the branches, leaves, and fruit. 
Hands are then gradually run down the trunk and finally the 
men kneel or lie grovelling at the roots. They hope that by so 
doing the strength of the tree will enter into them. 

An interesting parallel with tribal dances may be found 
in the break-dancing and “body-popping” craze that swept 
the United States and Britain in the 1980s. While the 
dancers clearly were not members of a tribe in any strict 
sense, they were often members of a distinct group or 
crew that had its own style and identity. These crews were 
part of a larger group of young people, again with its 
own style and customs, that could be differentiated from 
other groups such as punks or skinheads. The two dance 
forms were characterized by an energetic spinning action, 
whereby the dancer propelled himself around on his neck, 
head, or shoulders and by small, jerky movements of the 
joints that traveled in a wave through his body. Rival crews 
often competed with one another in the street, showing 
off the skill and ingenuity of their moves. 
Ethnic dance. In describing many dances, reference is 

often made to their ethnic, rather than their tribal, origins. 

An ethnic dance is simply a dance that is characteristic 
of a particular cultural group. Under this definition even 
the polka, which is almost always considered a social 
dance, may be called ethnic, as it began in a culturally 
distinct region of Europe. Flamenco, which began as an 
improvised dance among Andalusian gypsies, combines 
toe and heel clicking with body movements similar to 
Indian dance. Indian dances may be regarded as a general 
ethnic type, but there are numerous forms and traditions 
within the type: some are classical (see above Indian clas- 
sical dance), while others are popular, being danced by 
nonspecialists for communal festivities and for recreation. 
In this discussion of the art of dance, it is most useful to 
reserve the designation ethnic for those genres that, while 
perhaps in a state of transition, are still practiced by a 
unique cultural group, still retain some of their original 
communal or ritual functions, and have not yet reached 
the professionalized state of classical or folk dance. 
The many Afro-Caribbean dance forms are usually con- 

sidered to constitute a distinct ethnic form because they 
share certain characteristic movements. As in Indian 
dance, the legs are frequently bent, with the feet stamping 
out rhythms against the ground. The torso and back are 
also very mobile, executing sinuous rippling actions or 
more jerky, rhythmic movements. The body is frequently 
bent slightly forward, and there is greater use of the hips, 
which sway and circle in syncopated rhythms. Gestures 
and facial expressions are used in some narrative dances, 

but they tend to be much less sophisticated or strictly 
codified than in Indian dance. 
In performance today, most Afro-Caribbean dance com- 

panies are made up of both dancers and drummers, the 
percussion marking out the rhythm and helping to in- 
tensify the emotion. Frequently the dancers take turns 
performing, and there is usually a great deal of informal 
communication among members of the company on stage. 
Participation by the audience is often encouraged at the 
end of the performance, reflecting the communal, rather 

than theatrical, origins of the form. 

FOLK DANCE 

When tribal societies in Europe gave way to more struc- 
tured societies, the old dance forms gradually developed 
into what are now called folk or peasant dances. For a long 
time these retained much of their original significance and 
therefore could have received the modern classification of 
“ethnic.” The Maypole dance, still sometimes performed 
in England, is a descendant of older tree-worshiping 
dances, the ribbons that the dancers hold as they dance 
around the pole symbolizing the tree’s branches. The mor- 
ris dance, also called the moresque because the blackened 
faces of the dancers resembled the Moors, is a survival of 
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early weapon dances, which were not war dances but an 

ancient form of religious worship. The types and styles of 
these different dances were numerous, and, as with tribal 
dances, many were lost so that information about them of- 
ten remains sketchy. In the 20th century, efforts to collect 
national music and dances were made by, among others, 
Cecil Sharp in England and Béla Bartok in Hungary. These 
efforts resulted in the revival of certain dances, but they 
are now danced mainly for recreation, and their original 
significance has been lost. It is in this conscious revival or 
preservation of ethnic and national dances for purposes of 
entertainment that modern folk dance has its origin. 
Although different areas and countries have different 

styles of dance, most of them share common formations 

and styles of movement. The earliest and simplest for- 
mation, the closed circle, is found in all folk dances and 
derives from the ritual of circling around an object of 
worship. The dancers grasp one another by the hands, 
wrists, shoulders, elbows, or waists and face the centre 

of the circle. In more complex forms dancers move into 
and out of the circle to perform individual movements or 
to join into couples; or as the dancers circle, they may 
weave around one another. In some dances there are two 
concentric circles, sometimes the inner one of men and 
the outer one of women. 
Another common formation, the chain, involves a long 

line of dancers, often holding hands or linked by handker- 

chiefs. The leader may trace a complex, serpentine pattern 
for the others to follow. Processional dances may travel a 
long way—even through an entire village. The dancers are 
mostly in couples, with the procession halting at times for 
them to dance together. 
Many folk dances today are performed in sets, groups of 

about eight dancers who may perform in all of the above 
formations but within a restricted space. In other dances, 

individuals may leave the group and dance on their own. 
Folk dance steps are usually quite simple variations on 

walking, hopping, skipping, and turning. (See above Ba- 
sic steps and formations: Folk dance.) Depending on the 
particular dance form, these steps may be long, slow, and 
gliding or short, fast, and springing. The hips are usually 
held still, though in more vigorous dances the men in 
particular may crouch, kneel, or even lie on the floor. 

Some dances involve large jumps and lifts, usually with 
the man seizing the woman by the waist, lifting her into 
the air, and possibly turning with her. 
There are numerous kinds of holds. For example, two 

dancers may face each other and hold hands with the 
arms crossed, link arms, or use a hold similar to that of 

ballroom dancers. Individual folk dances may also contain 
distinctive motifs: the dancers may clap their hands, wave 
handkerchiefs, or clash sticks with one another. Some 

M. Howard—ZEFA 

Portuguese folk dancers from Algarve performing one of the 
traditional regional folk dances. 
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dances contain elements of mime—not only the bows 
and curtsies of courtship dance but also gestures such as 
those performed in certain Slavic harvest dances, where 
the arms are brought up to the chest and opened outward 

as if presenting something. 
Many European folk dances are characterized by a strong 

emphasis on pattern and formation. The dancers fre- 
quently move in an ordered relation to one another, and 

the steps follow clearly delineated floor patterns on the 
ground. The circle is the simplest pattern, but the chain, 
the procession, and the longways dance are also common. 

(Some of the more complicated patterns are probably due 

to the influence of the court dances, which systematized 
and polished the more robust peasant forms.) Although 
there are numerous exceptions to the rule, the emphasis 
in many of those dances is on the footwork, rather than 
on large or vigorous movements of the body. 

SOCIAL DANCE 

When the early European folk dances—particularly the 
courtship forms—were incorporated into court dances, 

they lost many of their boisterous and pantomimic ele- 
ments. The man no longer thrust forward to embrace the 
woman or lifted her vigorously into the air, but simply 
knelt and took her hand. The woman’s earlier violent re- 
sistance dwindled into a coquettish turn of the head, and 
energetic strides and runs gave way to simple gliding steps, 
often forming intricate patterns that were punctuated with 
small poses, bows, and curtsies. 
The social, as opposed to the theatrical, forms that these 

early court dances inspired gradually became more elab- 
orate and more lively, with small lifts, jumps, and turns 
being included, as in the galliard and lavolta. Gradually, 
too, the emphasis began to switch from the tight group 
formations of many earlier dances to the individual cou- 
ple. By the end of the 18th century, in dances such as the 
waltz and, subsequently, the polka, people simply danced 
in pairs, with group formations reserved for public display. 
At the same time these dances came to be danced by all 
classes of people. Steps were simplified, and dancers no 
longer needed special instruction to perform them. 
In the 20th century, ballroom dances became very popu- 

lar, with new dances, such as the tango and fox-trot, and 

new variations gradually added to the repertoire. Like the 
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Ballroom dancing. 

waltz and polka, ballroom dances placed importance on 
nimble leg- and footwork, with almost no hip movement 
and the torso only slightly swaying to the rhythm of the 
dance. The advent of jazz, however, led to other forms 
of social dance as Western music fell under the influence 
of the descendants of African slaves in America. During 
the jazz era of the 1920s, dances like the Charleston 

and the Black Bottom not only showed the syncopated 
rhythms, bent knees, crouched torsos, and hip and pelvic 
movements of African dance but also broke through the 
dominance of the couple form. People might still dance 
opposite each other in pairs, but they no longer held each 
other or danced in unison, and it was perfectly permissible 
for the dancer to dance singly. As a consequence, dancers 
no longer followed a set pattern of steps but invented their 
own within the general style. 
A dancer without a partner was free to choose the dis- 

tance and direction in which to travel. Much more vigor- 
ous movements of the torso, legs, and arms were possible, 
as the dancer did not have to worry about getting in 
his partner’s way. The dancer might jump, kick his legs, 
stretch his arms out to the side or above the head or swing 
them through the air and might crouch, extend his body, 
or twist with complete freedom. The lindy and rock and 
roll brought back contact between the dancers, but it was 

of a very acrobatic and individualistic kind. The influence 
of African dance could still be seen in disco and other 
popular forms, particularly in the characteristic swaying of 
the hips and the jerky, percussive movements of the torso 
marking the rhythms of the music. 
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The History of Western Dance 

countries founded through permanent European 
settlement elsewhere—have a history of dance char- 

acterized by great diversity and rapid change. Whereas 
most dancers of the East repeated highly refined forms 
of movement that had remained virtually unchanged for 
centuries or millennia, Western dancers showed a con- 
stant readiness, even eagerness, to accept new vehicles for 
their dancing. From the earliest records, it appears that 
Western dance has always embraced an enormous variety 
of communal or ritual dances, of social dances enjoyed by 
many different levels of society, and of skilled theatrical 
dances that followed distinct but often overlapping lines 
of development. 
The article FOLK ARTS covers in greater detail the unique 

‘Te peoples of the West—of Europe and of the 

From antiquity through the Renaissance 958 
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nature, techniques, forms, and functions, and the histori- 

cal developments of each of these kinds of Western dance. 
In addition, the article DANCE, THE ART OF, covers the 

aesthetics and the varieties of dance, both Western and 
non-Western. Aspects of Eastern dance are detailed in the 
article EAST ASIAN ARTS. 
The West cannot always be clearly distinguished from the 

non-West, especially in such countries as Russia or other 
regions of the former Soviet Union, where some dances 
are Asian and others European in origin and character. 
This article focuses on the dance of Western peoples, not- 
ing where appropriate the influence of other cultures. 
For coverage of related topics in the Macropedia and 

Micropedia, see the Propedia, section 625, and the Index. 
The article is divided into the following sections: 
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From antiquity through the Renaissance 

Before written records were left, a vast span of time 
elapsed about which scholars can only speculate. Pictorial 
records in cave paintings in Spain and France showing 
dancelike formations have led to the conjecture that re- 
ligious rites and attempts to influence events through 
sympathetic magic were central motivations of prehistoric 
dance. Such speculations have been reinforced by obser- 
vation of dances of primitive peoples in the contemporary 
world, though the connection between ancient and modern 
“primitives” is by no means accepted by many scholars. If 
the dances recorded in early written records represented a 
continuity from prehistoric dances, there may have been 
prehistoric work dances, war dances, and erotic couple 
and group dances as well. One couple dance surviving in 
the 20th century, the Bavarian-Austrian Schuhplattler, is 
considered by historians to be of Neolithic origin, from 
before 3000 Bc. 

DANCE IN THE ANCIENT WORLD 

In the civilizations of Egypt, Greece and its neighbouring 
islands, and Rome, written records supplement the many 
pictorial remains. Written records alone provide informa- 
tion about ancient Jewish dancing. There are still con- 
jectures about the style, pattern, and purpose of ancient 
dances, but there is far more concrete evidence. 
Ancient Egyptian dance. Formalized ritual and ceremo- 

nial dances in which the dancing priest-king represented 
the person of a god or the servant and regenerator of his 

people were practiced in Egypt. These dances, culminat- 
ing in ceremonies representing the death and rebirth of 
the god Osiris, became more and more complex, and ul- 
timately they could be executed only by specially trained 
dancers. From Egypt also come the earliest written docu- 
mentations of the dance. These records speak of a class of 
professional dancers, originally imported from the interior 
of Africa, to satisfy the wealthy and powerful during hours 
of leisure and to perform at religious and funerary cele- 
brations. These dancers were considered highly valuable 
possessions, especially the pygmy dancers who became 
famous for their artistry. One of the pharaohs prayed to 
become a “dance dwarf of god” after his death, and King 
Neferkare (3rd millennium Bc) admonished one of his 
marshals to rush such a “dance dwarf from the Land of 
Spirits” to his court. 

There is considerable agreement that the belly dance, 
now performed by dancers from the Middle East, is of 
African origin. A report of the 4th century Bc from 
Memphis in Egypt described in detail the performance 
of an apparently rumba-like couple dance with an un- 
questionably erotic character. The Egyptians also knew 
acrobatic exhibition dances akin to the present-day adagio 
dances. They definitely were aware of the sensual allure 
of the sparsely clad body in graceful movement. A tomb 
painting from Shaykh ‘Abd al-Qurnah, now in the British 
Museum, shows dancers dressed with only rings and belts, 
apparently designed to heighten the appeal of their nudity. 
These figures probably were intended to entertain the dead 
as they had been entertained in life. 
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Egyptian dancing, detail from a tomb painting from Shaykh 
‘Abd al-Qurnah, Egypt, c. 1400 BC. In the British Museum. 

By courtesy of the trustees of the British Museum 

Egypt, then, presented a dancing scene that was already 
varied and sophisticated. In addition to their own danced 
temple rituals and the pygmy dancers imported from the 
headwaters of the Nile, there were Hindu dancing girls 
from conquered countries to the east. This new dance had 
none of the long masculine strides or the stiff, angular 
postures seen in so many Egyptian stone reliefs. Lines of 
movement undulated softly, nowhere bending sharply or 
breaking. These Asiatic girls brought a true feminine style 
to Egyptian dance. 
Dance in classical Greece. Many Egyptian influences 

can be found in the Greek dance. Some came by way of 
Crete, others through the Greek philosophers who went 
to Egypt to study. The philosopher Plato (c. 428-348/ 
47 BC) was among them, and he became an influential 
dance theoretician. He distinguished dances that enhance 
the beauty of the body from awkward movements that 
imitate the convulsions of ugliness. The Apis cult dances 
of Egypt had their equivalent in the Cretan bull dance of 
about 1400 Bc. It inspired the labyrinthine dances that, 
according to legends, Theseus brought to Athens on his 
return with the liberated youths and maidens. 
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Kordax dance, Greek vase painting, 5th century BC. In the 

Museo Nazionale Tarquinise, Italy. 

Another dance form that originated in Crete and flour- 
ished in Greece was the pyrrhiché, a weapon dance. 
Practiced in Sparta as part of military training, it was a 
basis for the claim of the philosopher Socrates that the 
best dancer is also the best warrior. Other choral dances 
that came to Athens from Crete include two dedicated to 
Apollo and one in which naked boys simulated wrestling 
matches. Female characteristics were stressed in a stately 
and devout round dance in honour of the gods, performed 
by choruses of virgins. 
Numerous vase paintings and sculptural reliefs offer proof 
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of an ecstatic dance connected with the cult of Dionysus. 
It was celebrated with a “sacred madness” at the time 

of the autumnal grape harvest. In his drama Bacchae, 
Euripides (c. 480-406 Bc) described the frenzy of Greek 
women, called bacchantes or maenads. In their dance for 

generation and regeneration, they frantically stamped the 
ground and whirled about in rhythmic convulsions. Such 
dances were manifestations of demoniacal possession char- 
acteristic of many primitive dances. 
The Dionysian cult brought about Greek drama. After 

the women danced, the men followed in the disguise of 
lecherous satyrs. Gradually the priest, singing of the life, 
death, and return of Dionysus while his acolytes repre- 
sented his words in dance and mime, became an actor. 
The scope of the dance slowly widened to incorporate 
subjects and heroes taken from the Homeric legends. A 
second actor and a chorus were added. In the lyric in- 
terludes between plays, dancers re-created the dramatic 

themes in movements adopted from the earlier ritual and 
bacchic dances. In the comedies, they danced the very 
popular kordax, a mask dance of uninhibited lascivious- 
ness. In the tragedies, the chorus performed the emmeleia, 
a dignified dance with flute accompaniment. 
These dances and plays were executed by skilled ama- 

teurs. At the end of the Sth century Bc, however, there 

came into being a special class of show dancers, acrobats, 
and jugglers, the female members of which were evidently 
hetaerae, members of a class of courtesans. No doubt in- 

fluenced by Egyptian examples, they entertained guests at 
lavish banquets. The historian Xenophon (c. 430-c. 355 
BC) in his Symposium tells of the praise Socrates lavished 
on a female dancer and a dancing boy at one such occa- 
sion, finally himself emulating their beautiful movements. 
Elsewhere, Xenophon describes a dance representing the 
union of the legendary heroine Ariadne with Dionysus, an 
early example of narrative dance. 
Ancient Roman dance. There was a striking difference 

between the Etruscan and the Roman peoples in their 
approach to the dance. Little is known about the Etrus- 
cans, who populated the area north of Rome up to Flor- 

ence and flourished between the 7th and Sth century Bc. 
But it is apparent from their lavish tomb painting that 
dance played an important part in their enjoyment of life. 
Women were enthusiastic participants in Etruscan danc- 
ing; funerary chain dances were performed by groups of 
women, and lively, energetic couple dances are portrayed 
in Etruscan frescoes. They were performed without masks 
in public places and showed a distinct courting character. 
Roman antagonism to dance seems to reflect a sober 

rationalism and realism. Nonetheless, Rome did not en- 
tirely evade the temptations of dance. Before about 200 
BC, dances were evidently in the form of choral proces- 

sions only. There were agricultural processions headed by 
priests, and weapon dances of the Salii, a congregation 
of the priests of Mars who walked around in a circle 
while rhythmically beating their shields. Dancing was an 
important part of Roman festivals—the celebrations of 
Lupercalia and Saturnalia featured wild group dances that 
were precursors of the later European carnival. 
Later, Greek and Etruscan influences began to spread, 

though people who danced were considered suspicious, ef- 
feminate, and even dangerous by the Roman nobility. One 
public official did not believe his eyes when he watched 
dozens of the daughters and sons of well-respected Roman 
patricians and citizens enjoying themselves in a dancing 
school. About 150 Bc all dancing schools were ordered 
closed, but the trend could not be stopped. And though 
dance may have been alien to the Roman’s inner nature, 
dancers and dancing teachers were increasingly brought 
from abroad in the following years. The statesman and 
scholar Cicero (106-43 Bc) summed up the general opin- 
ion of the Romans when he stated that no man danced 
unless he was insane. 
A form of dance that enjoyed great popularity with the 

Romans under the emperor Augustus (63 BC-AD 14) was 
the wordless, spectacular pantomime that rendered dra- 
matic stories by means of stylized gestures. The perform- 
ers, known as pantomimi, were at first considered more 

or less as interpreters of a foreign language, since they 
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Funeral dance, Etruscan fresco from a tomb cover, 

5th century BC. In the Museo e Gallerie Nazionale di 

Capodimente. 
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came from Greece. They refined their art until the two 
dancer-mimes Bathyllus and Pylades became the star per- 
formers of Augustan Rome. The stylized performance of 
the dancer, who wore a mask appropriate to the theme of 
his dance, was accompanied by musicians playing flutes, 
horns, and percussion instruments and a chorus that sang 
about the action between dance episodes. 
Jewish dance. When dance is mentioned in the Old 

Testament it is distinguished by its joyousness. Words 
such as leaping and whirling describe the energy and vital- 
ity of ancient Hebrew dances. As in other early societies, 
dancing is most often connected with ritualistic activity. 
Ring dances may have been performed in the worship 
of the golden calf; the prohibition against making graven 
images that resulted from this worship explains the lack 
of evidence of Jewish dances in the visual arts. 
Hebrew dances were performed by both men and women, 

though usually the sexes were separated. Victory dances 
were performed by groups of women; men participated 
in ecstatic whirling dances designed to evoke prophecy. 
Festival dances were performed by both groups—one of 
the most important was the water-drawing festival on the 
first night of Sukkoth, which was celebrated by a torchlit 
procession dance that lasted through the night. 
Weddings provided another important occasion for ritual 

By courtesy of (left) the 

Late medieval court couple dancing and rustic dancing. 
(Left) Torch dance from the Golf Book, attributed to Simon Bening, school of Bruges, c. 
1500. In the British Museum (Add. MS. 24,098). (Right) Peasant round dance from the Hours 
of Charles d’'Angouléme, French, late 15th century. In the Bibliotheque Nationale, Paris (MS. 
lat. 1173, fol. 20 v). 
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dancing. Dancing with the bride was considered an act of 
devotion, and the officiating rabbi always complied with 
pleasure. During the Diaspora of the early Christian Era 
many of the ritual dances disappeared, but the bridal dance 
continued as a tradition. In the Middle Ages a wedding 
dance called the mitzvah was performed; because of the 

segregation of the sexes men danced with the bridegroom 
and women with the bride. Later, men could dance with 
the bride either by wrapping their hands in a cloth or by 
holding a cloth between them to signify their separation. 

CHRISTIANITY AND THE MIDDLE AGES 

Dancing was traditional also among the tribes of barbar- 
ians to the north, as attested by the writings of the Chris- 
tian missionaries. Wherever they went, they found the 
same fertility-rite dances—if in different guise, the same 
charm dances to induce good and ward off evil, the same 
warrior and weapon dances to bolster fighting morale, and 
the same uncontrolled expressions of the joy of life, which 
the missionaries attributed to the devil. 
Erotic dancing was not the exclusive property of heathen 

societies. In Byzantium, the Christian emperor Justinian 

I (483-565) married the notorious Theodora, a dancer 

who had appeared in the nude in theatrical performances. 
About 500, St. Caesarius of Arles reported a sacrificial ban- 

quet ending in some demoniacal dancing rites performed 
to the accompaniment of lewd songs. The Anglo-Saxons 
had little girls performing dances at Easter in which a 
phallus was carried in front of them. 
Ecclesiastical attitudes and practices. The attitude of 

the Christian Church toward dance was not unanimous. 
On the one side there was the ascetic rejection of all 
manifestations of lust and ecstasy, and dance was seen as 
one of the strongest persuasions to sexual permissiveness. 
On the other side, some early Church Fathers tried to find 
functions for pagan dances in Christian worship. St. Basil 
of Caesarea in 350 called dancing the most noble activ- 
ity of the angels, a theory later endorsed by the Italian 
poet Dante. St. Augustine (354-430) was strictly against 
dancing, but, despite his great influence in the medieval 
church, dancing in churches continued for centuries. 
Charlemagne, the Holy Roman emperor at the begin- 

ning of the 9th century, officially prohibited all kinds of 

Ambiva- 
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dancing, but the ban was not observed. The Teutonic 
peoples were accustomed to dancing as part of their reli- 
gious rites. On Christian feast days, which coincided with 
their ancient rites of expelling the winter, of celebrating 

the arrival of spring, and of rejoicing that the days grew 
longer again, they revived their old ritual dances, though 
these were camouflaged with new names and executed to 
different purpose. In this manner previously sacred dances 
became more and more secularized. After such secular- 
ization, two lines of development were open: the social 
dance or the assimilation of dance into theatrical spectacle 
by the joculators, travelling comedians who combined the 
arts of dancer, juggler, acrobat, singer, actor, mime, and 

musician in one person. 

Dance ecstasies. There were two kinds of dance pecu- 
liar to the Middle Ages, the dance of death, or danse 
macabre, and the dancing mania known as St. Vitus’ 

dance. Both originally were ecstatic mass dances, dating 
from the 11th and 12th centuries. People congregated at 
churchyards to sing and dance while the representatives of 
the church tried in vain to stop them. In the 14th century 
another form of the dance of death emerged in Germany, 
the Totentanz, a danced drama with the character of Death 
seizing people one after the other without distinctions of 
class or privilege. The German painter Hans Holbein the 
Younger (1497/98-1543) made a famous series of engrav- 
ings of this dance. 
The St. Vitus’ dance became a real public menace, seizing 

hundreds of people, spreading from city to city, mainly in 
the Low Countries, in Germany, and in Italy during the 
14th and 15th centuries. It was a kind of mass hysteria, 

a wild leaping dance in which the people screamed and 
foamed with fury, with the appearance of persons pos- 
sessed. In these convulsive, frantic, and jerky dances, re- 
ligious, medical, and social influences probably interacted 
in response to such things as the epilepsy-like seizures of 
persons suffering from the Black Death. Italy was afflicted 
with tarantism, an epidemic presumably caused by the bite 
of venomous spiders. Its effects had to be counteracted by 
distributing the poison over the whole body and “sweating 
it out,” which was accomplished by dancing to a special 
kind of music, the tarantella. 
Dance and social class. In western Europe by the 12th 

century, society had developed into three classes, the 
nobility, the peasantry, and the clergy. This separation 
contributed to the development of the social dance. The 
knights created their own worldly and spiritual ideals, 
exemplified in tournaments and courtly entertainments 
that were praised in song and poetry by the troubadours 

Renaissance dances. 
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and minnesingers. The couple dances of the knights ex- 
pressed the polished and aristocratic notions of courtly 
love. The round dances of the peasants were executed by 
circles or lines of people, often singing and holding each 
other by their hands. The rustic choral round had strong 
pantomimic leanings and unpolished expressions of joy 
and passion. And while the choral rounds almost always 
were executed to the singing of the participants, the court 
dances of the knights generally were accompanied by in- 
strumental playing, especially of fiddles, and when there 
was singing, it emerged from the spectators rather than 
the performers. 
From the late Middle Ages, graphic artists frequently 

recorded what dancing looked like in all its different 
manifestations. How dancing adapted to the idealism of 
knightly love is shown in manuscript illuminations and 
tapestries. Paintings of the Flemish painter Pieter Bruegel 
the Elder (c. 1525/30-69) leave no doubt that the peasants 

enjoyed celebrating with dances of uninhibited stamping 
and cavorting. 

THE RENAISSANCE WORLD AND THE ART DANCE 

France had set the fashion in court dance during the 
late Middle Ages; with the Renaissance, however, Italy 
became the centre of the new developments in dance. The 
Renaissance brought greater mixing of social classes, new 
fortunes and personal wealth, and greater indulgence in 
worldly pleasures and in the appreciation of the human 
body. The period emerged as one of the most dance- 
conscious ages in history. 
Court dances and spectacles. Celebrations and festivi- 

ties proliferated. The itinerant jugglers of the Middle Ages 
became highly respected and much sought after as dancing 
masters. They quickly assumed the function of instructing 
the nobility not only in the steps but also on posture, 
bearing, and etiquette. They became responsible for the 
planning and realization of the spectacular festivities. The 
social prestige of this newly developing profession grew 
constantly. 
Some of these dancing masters were highly learned men, 

and their treatises leave no doubt about their scholarly 
ambitions. Many of them were Jewish, descended from 

the Klesmorim, a group of medieval Jewish entertainers. 
The first dancing master known by name was Domenico 
da Piacenza, who in 1416 published the first European 
dance manual, De arte saltandi et choreas ducendi (“On 
the Art of Dancing and Directing Choruses”). His disci- 
ple, Antonio Cornazano, a nobleman by birth, became an 
immensely respected minister, educator of princes, court 

By courtesy of (right) the Viscount De L'Isle; photograph, (left) SCALA—Art Resource/EB Inc 

(Left) Court dance in early balletic form as seen in “Catherine de Médicis Receiving the Polish 
Ambassador,” tapestry designed by Francois Quesnel, c. 1575. In the Uffizi, Florence. (Right) 
“Queen Elizabeth Doing a Leaping Turn of the Volta, Assisted by the Earl of Leicester,” oil 
painting by an unknown artist, 16th-17th century. In the collection of the Viscount De L'Isle, 
Penshurst Place, Kent. 
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poet, and dancing master to the Sforza family of Milan, 
where about 1460 he published his Libro dell’arte del 
danzare (“Book of the Art of the Dance”). Such books 
record little about the actual steps and the melodies to 
which they were performed, but they are eloquent in the 

description of the ba/li—works that were invented by the 
dancing masters themselves. Adapting steps from the var- 
ious social dances, they used them in a kind of dance 
pantomime. 

In France, numerous forms developed from the branle, 
a round dance of peasant origin that became fashionable 
in the courts. One of the most frequently mentioned of 
all the dances of the 15th century was the morisca, or 
moresque, a romanticized version of dances from Moorish 
Spain. These were first mentioned in 1446 by a Bohemian 
traveller who visited Burgos, Spain. Later, in Portugal, he 
encountered similar forms. Sometimes religious motifs of 
the legendary fight between Charlemagne and the Turkic 
invader Timur entered the morisca, but usually it was 
performed as a double-file choral dance. It had nothing to 
do, as was long believed, with the English masked Morris 
dance, now considered to be a survival from a primitive 
religious cult. 
From such choral dances the ballet emerged. At the 

court entertainments throughout Savoy and northern Italy, 
sumptuous spectacles with mythological, symbolical, or 
allegorical content became increasingly popular. At these 
early stages, however, pantomime and dance are not eas- 

ily distinguished. Famous examples of these spectacles are 
the presentation of the story of Jason and the Golden 
Fleece at the marriage of Philip the Good of Burgundy in 
1430, and the dinner ballet on the same, though widely 
enlarged, subject staged for the wedding of the Duke of 
Milan in 1489. 
Tudor England of the early 16th century had similar pag- 

eants, with the participants disguising “after the manner of 
Italie.” Like the Italian alli, the English masque offered 
an almost unlimited choice of performing variations, from 

a simple dance in masks to the most elaborate spectacle 
interspersed with songs, speeches, and pantomimes. As for 
the actual dances, Robert Copland’s Maner of Dauncynge 
of Bace Daunces after the Use of Fraunce, published in 
1521 as an appendix to a French grammar, leaves no doubt 
that the English upper class of that period was thoroughly 
familiar with continental dance. But whereas the nobility 
preferred dances of slow, measured, and dignified stature, 
stylishly performed and modelled upon the standards of 
the French court, the peasants continued their boisterous 

dancing, in England as elsewhere, very much as they had 
for centuries. 
In England in the late 16th century, Queen Elizabeth I 

gave dancing a further boost. She was a skilled practitioner 
of the galliard and the volta, with its tight embraces by 
high-leaping couples. She enjoyed watching the English 
country dances—the chain, ring, and round dances of an- 
cient origin and constantly new invention. These dances 
apparently provided a continuous infusion of new vitality 
into court dances. The nobles vied with one another in 
the execution of the jig, a sprightly and swift dance of 
“the folk” accompanied by songs. Dancing schools flour- 
ished everywhere in London, giving public displays and 
contributing considerably to the reputation of “the danc- 
ing English.” Another extremely important contribution 
to dance was provided by Spain, which in the late 16th 
and early 17th centuries enjoyed a cultural renaissance. It 
was the “golden age” of Cervantes in literature, of Lope 

de Vega and Pedro Calderén de la Barca in the theatre, 

of El Greco and Diego Velasquez in painting. With the 
growth of Spain’s empire in the Americas, dances of Afro- 
American origin found their way back to Europe. The 
sarabande and the chaconne were brought from Central 
America before 1600. Both were considered outspokenly 
obscene in their suggestions of sexual encounters. They 
became extremely popular in the harbours of Andalusia, 
where they were polished and their pantomimic literalness 
somewhat moderated. From there they crossed the Pyre- 
nees and were integrated into the canon of the French 
court dance. 

Other dances from abroad played major roles in the 

shaping of Spain’s national dances. The canarie of African 
origin certainly sired the Aragonese jota, while the sara- 
bande brought forth the seguidilla. The Afro-Cuban chica 
lived on in the fandango, and the flamenco dances of the 
Andalusian Gypsies retained their Moorish heritage into 
the 20th century. It can be presumed that this exchange 
of dances was not a one-way traffic, that the European 
conquerors and colonists similarly influenced the dancing 
habits of the people in other lands. 
The birth of ballet. Meanwhile, dance became the sub- 

ject of serious studies in France. A group of writers calling 
themselves La Pléiade aimed for a revival of the theatre 
of the ancient Greeks with its music, song, and dance. 
In Catherine de Médicis (1519-89), the Florentine wife of 
Henry II, the Italian dancing masters found an influential 
sponsor in Paris. She called to Paris the Italian musi- 

cian and dancing master Baltazarini di Belgioioso, who 
changed his name to Balthazar de Beaujoyeulx (early 16th 
century to 1587). There had been previous fetes in both 
France and Italy that offered masquerades, pantomimes, 
and dances with allegorical and symbolical subjects, but 
none of them compared to the splendours of the Bal- 
let comique de la reine that Beaujoyeulx staged in 1581 
for Catherine. 
This “ballet” told the story of the legendary sorceress 

Circe and her evil deeds. Spoken texts alternated with 
dances amid magnificently decorative settings. The per- 
formers, recruited from the nobility, moved on the floor 
more like animated costumes than individual dancers. 
They came together in strikingly designed groups, and they 
set up geometrical floor patterns that had highly symbolic 
meanings. (To audiences of the period, for example, three 
concentric circles represented Perfect Truth, and two equi- 
lateral triangles within a circle stood for Supreme Power.) 
The ballet, which ended in an act of homage to the royal 
mayjesties present, had a distinct political moral. Circe had 
to render her might to the absolutist power of the king of 
France as the supreme symbol of a peaceful and harmo- 
nious world. 
The Ballet comique launched the species known as ballet 

de cour, in which the monarchs themselves participated. 
The idealized dances represented the sipreme order that 
France itself, suffering from internal wars, lacked so badly. 
The steps were those of the social dances of the times, 
but scholars became aware of how these native materials 
might be used to propagate the Greek revival. They thor- 
oughly analyzed and systematized the dances, and in 1588 
the priest Jehan Tabourot, writing under the pen name 
Thoinot Arbeau, published his Orchésographie, which he 
subtitled “a treatise in dialogue form by which everyone 
can easily learn and practice the honest exercise of the 
dance.” This was the first book containing reliable descrip- 
tions of how, and to what kind of music, the basse danse, 
pavane, galliard, volta, courante, allemande, gavotte, ca- 

narie, bouffon, moresque, and 23 different variations of 
the branle were performed. 

During the 17th, 18th, and 19th centuries 

Under kings Louis XIV and Louis XV, France led western 

Europe into the age of the Rococo in the arts. The Rococo 
began as a movement toward simplicity and naturalness, 
a reaction against the stilted mannerisms and precious- 
ness to which the earlier Baroque art was considered to 
have degenerated. It was a great age of and for dancing, 
with the minuet the symbol of its emphasis on civilized 
movement. This formal dance, the perfect execution of 
which was almost a science in itself, reflected the Rococo 
idea of naturalness. The statement that “the dance has 
now come to the highest point of its perfection” by the 
composer Jean-Philippe Rameau (1683-1764) suggested 
how conscious the French were of the great strides dance 
had made. That this was particularly the case in France 
was confirmed by the English poet and essayist Soame 
Jenyns (1704-87) in his lines “None will sure presume to 
rival France, / Whether she forms or executes the dance.” 
None, however, excelled the estimation of his profession 

by the dancing master in Moliére’s Le Bourgeois Gentil- 
homme (1670): 
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There is nothing so necessary to human beings as the 
dance... Without the dance, a man would not be able to 
do anything. ... All the misfortunes of man, all the baleful 
reverses with which histories are filled, the blunders of politi- 
cians and the failures of great leaders, all of this is the result 
of not knowing how to dance. 

THE MATURING OF BALLET 

Dance was finally deemed ready for an academy of its 
own. In 1661, 13 dancing masters who had been mem- 
bers of a professional guild of medieval origin, together 
with some musicians, composers, and the makers of in- 
struments, were granted a charter by Louis XIV for the 
Académie Royale de Danse. 
Technical codifications and dance scholarship. The aca- 

demicians were charged with setting up objective standards 
for perfecting of their arts, with unifying the rules of dance 
training, and with issuing licenses to dancing instructors. 
Though the nobility continued for some time to partici- 
pate in the ballets de cour, and Louis himself danced in 
them until 1669, the dance became more and more the 
province of highly trained specialists. 
After 1700 ballet and social dance took separate paths. 

But while the ballet continued to absorb new ideas from 
the folk and social dance, its practitioners and theoreti- 
cians looked down on those more common forms. A 
profusion of books on dance began to appear—treatises, 
instructions, and analyses as well as the first attempts to 
record dances by means of written notation. The first his- 
tory of dance was Claude-Francois Menestrier’s Des ballets 
anciens et modernes (“On Dances Ancient and Modern”; 

1682). The second major work of European dance litera- 
ture, after Arbeau’s Orchésographie, was Raoul Feuillet’s 
Chorégraphie, ou l'art de décrire la danse (“Choreography, 
or the Art of Describing the Dance”; 1700). It became the 
standard grammar for the dances practiced at the turn of 
the century, describing them in minute detail and notat- 
ing them by a system devised by Feuillet. This indicated 
the position of the feet and directions, combinations, and 

floor patterns of the steps and leaps. The notations sys- 
tem was unable, however, to register the movements of 

the upper parts of the body. Feuillet provided as well a 
complete definition of the principles of the dance first 
described by the Académie in the 1660s. These included 
the en dehors (i.e., the turnout of the body and its limbs), 
the five classical positions of the feet, the port de bras 
(7.e., the positions and movements of the arms), and the 
leaps to the grande élévation, the aerial movements of the 
dance. 
In 1706 Feuillet’s influential book was translated into 

English by John Weaver (1673-1760), a dancer, chore- 
ographer, and teacher who worked mainly at the Drury 
Lane Theatre, London. In 1717 he produced one of the 
first serious ballets without words, The Loves of Mars and 
Venus. Weaver was the first dance teacher to insist that 
dance instructors should have a thorough knowledge of 
human anatomy. In 1721 he published his Anatomical 
and Mechanical Lectures upon Dancing, which became a 
standard work of international importance. Germany also 
was represented in the field of dance scholarship, most 
notably by Leipzig Gottfried Tauber in Der rechtschaffene 
Tanzlehrer (“The Correctly Working Dance Teacher”; 
1717). These books strongly emphasized the contributions 
of dance to general education and manners. In this period 
dance was considered the basis of all education, and well- 
to-do parents went to great pains to have their children 
properly instructed. 
Varieties of the ballet. As the technical demands of 

performance became greater and the amateurs gave way 
to the professionals, performance of the ballet moved 
from the dance floor onto the stage. There it gradually 
shed its declamations and its songs and concentrated on 
telling a story through the gestures of dance and mime 
alone. But this purifying process took time. For decades 
different forms of mixed-media spectacles were seen, from 
the comédies-ballets of Moliére (1622-73) and the com- 
poser Jean-Baptiste Lully (1632-87) to the opéras-ballets 
of André Campra (1660-1744) and Rameau, which were 
successions of songs and dances on a common theme. 
The first ballet to be performed without the diversions 
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of speech or song was Le Triomphe de l’amour (The 
Triumph of Love; 1681), choreographed by Charles-Louis 
Beauchamp (1636-c. 1719) to Lully’s music. Originally a 
ballet de cour, it was revived for the stage with a pro- 
fessional cast. Its star, Mlle Lafontaine, became ballet’s 
first premiére danseuse exactly 100 years after the Ballet 
comique had been produced. 

An even more dramatic form known as ballet d’action 
came into being in 1708, when two professional dancers 
presented an entire scene from the tragedy Horace by 
Pierre Corneille (1606-84) in dance and mime. Weaver’s 

silent ballets, whose expressive dance much impressed En- 
glish audiences, also encouraged Marie Sallé, a highly am- 
bitious dramatic dancer. Despairing of the opéras-ballets 
of Paris, she went to London, where she performed in 

pantomimes and produced a miniature dance-drama of 
her own, Pygmalion (1734). In it she appeared in a flimsy 
muslin dress and loose, flowing hair rather than the heavy 
costumes and elaborate wigs usually worn by ballerinas. 
Thus lightened, the dancer was able to move with much 
greater freedom. 

Early virtuosos of the dance. The era of the great 
dancer was at hand. Marie Sallé (1707-56) was the great- 
est dancer-mime and an important innovator of her day. 
Her popularity was rivalled by the Brussels-born Marie 
Camargo (1710-70), who excelled Sallé in lightness and 

sparkle. She used the entrechat, a series of rapid crossings 
of the legs that previously had been used only by male 
dancers. To show off properly her entrechats and other 
lithe footwork, she shortened her skirt by several inches, 
thereby contributing to costume reform. Both ballerinas 
were depicted by Nicolas Lancret (1690-1743), a painter 

Giraudon—Art Resource/EB Inc 

“La Camargo Dancing,” oil painting of Marie Camargo 
by Nicolas Lancret, 1730. In the Musée des Beaux-Arts, 
Nantes, France. 

known for his festive scenes, and both were praised by the 
writer and philosopher Voltaire (1694-1778), who care- 
fully compared their respective virtues. Both, however, 
were surpassed by the Italian dancer Barberina Campanini 
(1721-99), whose fame is less adequately recorded in 
dance history. By 1739, she had taken Paris by storm, 
demonstrating jumps and turns executed with a speed and 
brilliance hitherto unknown. She offered ample proof that 
the Italian school of dance teaching had by no means 
died out with the earlier exodus of so many of its best 
practitioners to the French courts. Despite the great public 
acclaim that these ballerinas attracted, they were overshad- 

owed by Louis Dupré (1697-1744), known as “The Great 
Dupré” and “the god of the dance.” In grace, majesty, 
and allure, he was unsurpassed, giving the male dancer a 
prominence he held for a century. Dupré was also the first 
of a direct line of great dance teachers that was unbroken 
in the late 20th century. 

Sallé, 
Camargo, 
and 
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THE REIGN OF THE MINUET 

In the realm of the social dance, the years between 1650 

and 1750 were called “the age of the minuet” by the dance 
and music historian Curt Sachs. 
The French dance suite. At the great balls of the French 

court at Versailles, the minuet was the high point of the 
festivities, which culminated in a suite of dances. The 
opening branle, led by the king and his escort, was a 
measured circling around, one couple after another. Next 

came the courante, which had been toned down from its 
earlier rather capricious figurations. Over the years it as- 

sumed a continuously greater dignity until it was danced 
with such gravity and sobriety that it was termed the 
“doctor dance.” It went quickly out of fashion, however, 

after 1700. Following the courante in the succession was 
the gavotte, which opened in the form of a round dance. 
A couple separated to each perform a short solo, then 
returned to the original circle. Sometimes the suite was 
extended through an allemande (French: “German”), an 
old dance form that was introduced into France from the 
heavily German-speaking province of Alsace in the 1680s. 
This dance, with its turning couples, the lady on the arm 
of the gentleman, was a relative of the German landler 
and a precursor of the waltz. 
Form of the minuet. But the unrivalled king of the 

social dances was the minuet, named from the pas menu 
(“small step”), a term used at least as early as the 15th 
century. The earliest surviving specimen was composed by 
Lully in 1663. Mozart composed a series of 12 minuets as 
late as 1789. It originated as a folk dance in Poitou, but as 
a court dance it took its form from the courante. Though 
today it looks mannered, even artificial, in its time it was 

looked upon as the most beautiful and harmonious of 

dances, and to execute it perfectly required prolonged and 
careful study: 
The minuet was performed in open couples; spectators and 
partners were saluted with ceremonial bows. With dainty 
little steps and glides, to the right and to the left, forward 
and backward, in quarter turns, approaching and retreating 
hand in hand, searching and evading, now side by side, now 
facing, now gliding past one another, the ancient dance play 
of courtship appears here in a last and almost unrecognizable 
stylization and refinement. (Curt Sachs, World History of the 
Dance, trans. Bessie Schénberg, W.W. Norton & Co., Inc., 
1937.) 

In spite of the great popularity of the minuet before the 
French Revolution, it was the object of much barbed 
commentary in the late 18th century. Voltaire compared 
the metaphysical philosophers of his time with the dancers 
of the minuet, who, in their elegant attire, bow and mince 
daintily across the room showing off their charms, move 
without progressing a single step, and end up at the very 
spot from which they began. 

17th- and 18th-century dance. 

(Left) Contredanse from “Masked Ball at Wanstead Assembly,” oil painting by William 
Hogarth, c. 1745. In the South London Art Gallery. (Right) Courante from “Charles II at a 
pn cette Hague,” oil painting by Hieronymus Janssens (c. 1624-93). In Windsor Castle, 
er«snire. 

By courtesy of (left) 

ENGLISH SOCIAL DANCE 

England thoroughly democratized the dance. Though the 
English Puritanism of the 17th century stigmatized dance 
as one of man’s most sinful occupations, even Oliver 
Cromwell, lord protector of England under the Puritan 
rule in the 1650s, could not prevent the appearance of The 
English Dancing Master (issued 1650; dated 1651), by the 
bookseller and publisher John Playford (1623-c. 1686). 
This was a collection of English traditional dances and 
tunes. It had 18 editions in 80 years, each one adding to 

the repertoire. Its 900 choral dances of rustic origin, which 
formerly had been danced in the open air but were now 
usually performed indoors, included an enormous variety 
of forms and patterns. It was written in straightforward, 
matter-of-fact language, with no discrimination of dances 
by social class. Its instructions could be understood and its 
dances performed by anyone. People could enjoy dancing 
as a playful, sportive activity rather than as an exercise of 
courtly etiquette. 
These “country dances” could as well be city dances, 

as is suggested by such names as “Mayden Lane” and 
“Hide Park” from London locales. Others were named 
for persons—“Parson’s Farewell” and “My Lady Foster’s 
Delight”—and that there were foreign influences can be 
surmised from “The Spanish Jeepsie” and “A la Mode 
de France.” At the same time, native jigs and hornpipes 
continued to flourish. The English were particularly fond 
of the Morris dance. This dance may have received its 
name from the blackened faces of some of its partic- 
ipants, suggestive of the African Moors, but its origins 
were in the ancient ritual dances. It was a vigorous male 
dance, in the form of a dance procession through town 
streets. Its participants, in the disguises of such popular 
characters as the fool or the Queen of May, wore jingling 
bells around their ankles and sometimes galloped about 
on hobby horses. Other dancers wore antlers, tails, and 
similar animal masking. 
About 1700 the English country dances began to appear 

on the Continent, where they were somewhat formalized 
and sometimes substantially altered. In France they were 
named contredanses. The longways, dances with double 
lines of dancers facing one another, became contredanses 

anglaises; the rounds became the contredanses francaises, 
which were also known as cotillions and quadrilles. These 
figure dances, which quickly spread to Spain, Germany, 
Poland, and other countries, were the dances of the rising 
middle class. By no means revolutionary in their content, 
they were nonetheless a distinct declaration of rationality 
and common sense in dance, a counterbalance to the arti- 

ficialities and mannerisms of the aristocratic court dances. 
The orthodox dance teachers might bemoan the decline 
from the standards that were epitomized in the minuet, 
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but the townspeople and peasants, unconcerned with such 

niceties, continued in their uncomplicated knowledge that 
dancing could be fun. 

DANCE IN COLONIAL AMERICA 

Attitudes. The English colonists in America had mixed 
opinions about dance. There was the complete disapproval 
of those who saw only its inherent licentiousness, but 
from others came at least a tacit toleration of the obvi- 
ously irrepressible urge to dance. The South, more heavily 
populated by colonists with aristocratic backgrounds, was 
generally more inclined to dance than the North, where 
religious fervour had motivated much of the migration 
from England. But what was allowed and even encouraged 
in Connecticut was strictly forbidden in Massachusetts. 
The general consensus was apparently that dancing in it- 
self was not bad, but that no punishment could be severe 

enough for what was regarded as lascivious dancing. The 
Quakers, who had settled mainly in Pennsylvania, were 
very much against dancing, and in 1706 they complained 
bitterly about a dancing and fencing school being tolerated 
in Philadelphia. They feared that the school’s teachings 
would tend to corrupt their children. 
External and internal influences. Nonetheless, Play- 

ford’s The English Dancing Master was by no means un- 
known in America. There were also dancing masters and 
dancing mistresses to instruct in and lead the dances that 
had been brought from the Old World. There were society 
balls in the cities along the coast, and on the inland fron- 
tiers the settlers of the widely scattered farmsteads often 
came together for exuberant feasting and social dancing. 
Here dancing was considered a socializing virtue expressed 
in this anonymous observation: 

I really know among us of no custom which is so useful and 
tends so much to establish the union and the little society 
which subsists among us. Poor as we are, if we have not 
the gorgeous balls, the harmonious concerts, the shrill horn 
of Europe, yet we delight our hearts as well with the simple 
negro fiddle. 

What the colonists saw of American Indian dancing they 
found very strange and primitive, and there was virtually 
no exchange of dancing customs between the groups. The 
situation differed, however, with regard to the black slaves, 

who in the 17th century had brought their own songs and 
dances from their native lands in Africa. 
During religious holidays in New Amsterdam, blacks 

danced in the streets to the musical accompaniment of 
three-stringed fiddles and drums constructed from eel pots 
and covered with sheep-skins. Dutch families joined in 
the festivities. When New Amsterdam became New York, 
however, the English discouraged dancing between whites 
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“Rustic Dance after a Sleigh Ride,” oil painting by William 
Sidney Mount, 1830. In the M. and M. Karolik Collection of the 
Museum of Fine Arts, Boston. 
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and blacks; blacks went on to develop the characteristic 
dance style that would so deeply affect social dancing in 
the 19th and 20th centuries. 
Early in the 18th century, rather rough theatrical enter- 

tainments, acts of acrobatic skill or pantomimes in which 
dances played an increasing role, began to spread through 
the American colonies. These often amateurish showings 
got a mighty boost when the first professional companies 
came from Europe, about the middle of the century, to 
perform plays and harlequinades with incidental dances. 

THE RISE OF THE WALTZ 

The age of the minuet was followed by that of the waltz. 
As the French Revolution approached, the minuet, a form 
that exuded the essence of earlier decades, died a natural 
death. The English country dances, expressing the self- 
satisfaction of the bourgeoisie, fared little better. 
The Romantic movement in dance. The young people, 

whose preferences led the way in creating new forms, had 
lived through the revolutionary events of the 1780s and 
90s. They now looked to dance as a way to unleash 
deeper emotion, to satisfy the needs of body and soul, and 
to mobilize more vital and dynamic expression than that 
permitted by the sober and decorous rules of the danc- 
ing masters. The overflow of feeling and the striving for 
horizons broader than those understood by the traditional 
canons of French Rationalism were among the factors that 
generated the Romantic movement in the arts of Europe. 
This new direction was clearly expressed in the waltz, a 
dance filled with the Dionysian spirit. 
Like much of the spirit of the Romantic movement, the 

waltz was of German origin. It paralleled the Sturm und 
Drang movement in German literature, which featured 
the new forms of prose and poetry by Johann von Goethe 
and Friedrich Schiller. One of the most glowing advocates 
of the waltz was Goethe, who time and again praised it, 
nowhere more than in his novel Die Leiden des Jungen 
Werthers (1774; The Sorrows of Werter, 1779): “Never 

have I moved so lightly. I was no longer a human being. 
To hold the most adorable creature in one’s arms and fly 
around with her like the wind, so that everthing around 
us fades away.” Even the aristocrats who formed the 
Congress of Vienna in 1815, which sought to restore law 

and order to Europe following the upheavals brought on 
by Napoleon, delighted in performing this earliest of all 
nonaristocratic ballroom dances. 
Spread of the waltz. The waltz started as a turning dance 

of couples. It was especially popular in south Germany and 
Austria, where it was known under such different names 
as Dreher, landler, and Deutscher. More than any other 
dance it appeared to represent some of the abstract values 
of the new era, the ideals of freedom, character, passion, 

and expressiveness. This may explain somewhat its erup- 
tion into the limelight of international popularity. This 
popularity was scaled in 1787 when it was brought to op- 
eratic stage. Vienna became the city of the waltz, for there 
it surpassed everything in wild fury. It swept over national 
frontiers, and in 1804 the French were reported to be pas- 
sionately in love with this light, gliding dance. “A waltz, 
another waltz” was the common cry from the ballroom 
floor, for the French could not get enough of the dance. 
Some guardians of the public morality disapproved of 

the “mad whirling” of the waltz and it did not arrive in 
England until 1812. At the Prussian court in Berlin it was 
forbidden until 1818, though Queen Luise had danced it 

while still a princess in 1794. The guardians could do no 
more than delay its total victory, and it conquered the 
world without sanction of courts, of dancing masters, or of 
other powers. After many centuries of leadership, France 
no longer set the fashions. In 1819 Carl Maria von We- 
ber’s Invitation to the Dance represented the declaration 
of love of classical music to the waltz. Shortly thereafter 
began the age of the Viennese waltz kings, most notably 
expressed by the Strauss family. 
Offspring and rivals. The waltz sired a great variety 

of offspring throughout Europe. Germany developed such 
variations of the waltz as the schottisch, with turns like 
those of the waltz. France had its airy balance valse, and 
the Americans later on had their Boston waltz, a slower, 
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Waltzers in “Le Bal a Bougival,” oil painting by Pierre 
Renoir, 1883. In the Museum of Fine Arts, Boston. 

By courtesy of the Museum of Fine Arts, Boston 

gliding variant. About 1840 a serious rival to the waltz 
emerged in the polka, a Bohemian dance that took its 
name from the Czech word piilka, “half step.” It was full of 
fiery vigour. Another Bohemian folk dance finding favour 
in the dance halls was the rejdovdk or redowa, while Po- 

land’s mazurka and krakowiak enjoyed great popularity. 
No ball could be concluded without a galop, in which 
couples galloped through the hall with accelerated polka 
steps, an exhausting exercise that required considerable 
reserves of stamina. 

FOUNDATIONS OF MODERN BALLET 

The ideals of naturalness, character, soul, passion, and 
expressiveness came to govern the ballet. 

Noverre and his contemporaries. The French dancer- 
choreographer-teacher Jean-Georges Noverre (1727-1810) 
was the first major reformer of ballet. He defined his 
artistic positions in Lettres sur la danse et sur les ballets 
(Letters on Dancing and Ballets), published in 1760 and 
continuously reprinted ever since. He worked in Paris, 
London, Stuttgart, and Vienna, and his influence spread 
as far as St. Petersburg.. He preached the dignity of the 
ballet and tried to purge it of its excessive artificialities 
and conventions. He choreographed subjects of mythology 
and history in highly dramatic narrative forms. He collab- 
orated with some of the major composers of the period, 
including Mozart, on his ballets. 
Noverre was not alone, and the others around him were 

full of the same zest to give a new meaning to ballet. 
In Vienna he had a feud with the Italian choreographer 
Gasparo Angiolini (1731-1803) over Noverre’s reforms of 
the ballet d’action. Angiolini claimed these for his teacher, 
the Austrian choreographer Franz Hilverding (1710-68). 
In Bordeaux, Noverre’s pupil Jean Dauberval premiered 
in 1789 La Fille mal gardée (The Ill-Guarded Maiden), 
usually called Vain Precautions in English, which became 
the first durable ballet comedy. It introduced the demi- 
caractére dance, which featured what were considered to 
be “true-to-life” characters. In London, still another pupil, 

Charles Didelot, created in 1796 Flore et Zéphyre. This 
was the first attempt to bestow on the individual dances 

within the ballet a certain period and local coloration, 
and to break the uniformity of step and movement of 
the corps de ballet by assigning individual tasks to its 
various members. Later, Didelot thoroughly reformed the 
ballet school in St. Petersburg, which had existed since 
1738. There he also created the first ballets of the Russian 
national repertory. Among these were the first ballets to 
be based on the works of the Russian writer Alexandr 
Pushkin (1799-1837), whose stories continued to be used 

as ballet libretti for many decades. 
In Milan, Salvatore Vigand, who had worked under 

Dauberval and Didelot and who had choreographed in 
1801 the first performance of Beethoven’s Creatures of 
Prometheus, was praised by the French writer Stendhal 
for his thrilling ballets based, among other subjects, on 
Shakespeare’s Othello and Coriolanus. He was followed 
by Carlo Blasis, who was more noted as a teacher and 

theoretician. His Traité élémentaire, théorique, et pratique 
de l'art de la danse (1820; Elementary Treatise upon the 
Theory and Practice of the Art of Dancing) became the 
standard work of ballet teaching for the 19th century. In 
1837 he founded the Imperial Ballet Academy, through 
which Milan became, with Paris and St. Petersburg, a 
third ballet centre of world renown. 
The Romantic ballet. During the 1830s and ’40s the Ro- 

mantic movement flooded ballet stages with nature spirits, 
fairies, and sylphids. The cult of the ballerina replaced that 
of the male dancer, whose last and greatest representative 
had been the Italian dancer Gaetano Vestris (1729-1808). 

The techniques of female dancing were greatly improved. 
Skirts were shortened further, and blocked shoes permitted 
toe dancing. Choreographers strove for a more expressive 
vocabulary and to highlight the individual qualities of 
their dancers. 
La Sylphide (1836) stated a main subject of the Roman- 

tic ballet, the fight between the real world and the spiritual 
world. This theme was enhanced and expanded in Giselle 
(1841) and Ondine (1843). Paris and London were the 
taste setters, and it was London that in 1845 witnessed the 
Pas de quatre, for which the French clforeographer Jules 
Perrot brought together, for four performances, four of the 
greatest ballerinas of the day, the Italians Marie Taglioni 
(1804-84), Carlotta Grisi (1819-99), and Fanny Cerrito 
(1817-1909), and Lucile Grahn (1819-1907). After this 
the decline of Romantic ballet was rapid, at least in these 
cities. It continued to flourish into the early 1860s, how- 
ever, in Copenhagen under the choreographer Auguste 
Bournonville, whose repertoire was kept alive by the Royal 
Danish Ballet into the second half of the 20th century. 
Russia, under the French-born Marius Petipa (1819-1910) 
and his Russian aide Lev Ivanov (1834-1901), built a 
world-famous ballet culture of its own. Linked at first with 
Paris, it gradually developed its own balletic idiom from 
native as well as imported sources. The high point of the 
classical ballet under the tsars was reached with the St. Pe- 
tersburg productions of The Sleeping Beauty (1890), The 
Nutcracker (1892), and Swan Lake (1895), all with music 
composed by Peter Tchaikovsky, and Raymonda (1898), 
composed by Aleksandr Glazunovy (1865-1936). While the 
ballet prospered in St. Petersburg and Moscow, it waned in 
Paris. Its ballerinas even appeared in male roles, as in Cop- 
pélia (1870). In Milan the extravaganzas of Luigi Manzotti 
(1838-1905) offered anything but dancing while glorifying 
the progress of mankind through material discoveries and 
inventions. The 19th century also saw an unprecedented 
increase in travel and in cross-cultural influences. Many 
seemingly exotic dance styles arrived on the Western 
scene. Troupes from as far as India and Japan appeared at 
expositions in Paris and London, starting a lively interest 
in folk and ethnic dancing. Ballerinas of the Romantic 
ballet travelled from one European city to another, from 
Milan to London to Moscow. The Austrian dancer Fanny 
Elssler toured the Americas in the early 1840s for two 
years, visiting Havana twice. The great choreographers, 
too, went from city to city. The language of dance became 
a medium of international communication without regard 
for difference in geography or spoken language. 
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THEATRE AND BALLROOM DANCE 

Other dance entertainments of a lighter kind gained im- 
mense popularity during the 19th century. In Paris the all- 
female cancan became the rage. Its electrifying high kicks 
were shockingly exhibitionistic and titillating. After 1844 
it became a feature of the music halls, of revues, and of 
operetta. It was raised to musical prominence by operetta 
composer Jacques Offenbach (1819-80) and vividly de- 
picted by the painter Henn de Toulouse-Lautrec (1864- 

Giraudon—Art Resource/EB Inc 

Cancan with “Jane Avril Dancing,” oil on cardboard by 
Henri de Toulouse-Lautrec, 1892. In the Louvre, Paris. 

1901). London enjoyed the Alhambra and Empire bal- 
lets, which were mostly classical ballets with spectacular 
productions. But it was America that provided the widest 
variety. There were patriotic spectacles, popular after the 
Revolutionary War, such as The Patriot, or Liberty As- 
serted, in which dance figured prominently. 
More important and of longer range results were the min- 

strel shows, extravaganzas, burlesques, and vaudevilles. 
These represented a confluence of a wide assortment of 
dance and theatrical influences, especially from black cul- 
ture. White men affected black faces and black dances, 
and black men affected the faces and dances of whites. 
Dances were tap and soft-shoe, the buck-and-wing, and 
similar routines. Theatrical productions offered all kinds 
of dance, from European-imported ballets through en- 
tirely native exhibitions of female beauty verging on the 
striptease. American dancers began to establish reputa- 
tions both in America and Europe. The ballerina Augusta 
Maywood (1825-76?) was the first American dancer to 
perform at the Paris Opéra. 
During the 19th century there was also an enormous 

increase in the number of public ballrooms and other 
dancing establishments in the fast-growing cities of the 
West. Here were first encountered American imports such 
as the barn dance, then called the military schottische; 
the Washington Post, a very rapid two-step in march 
formation; and the cakewalk, which contorted the body 
to degrees previously unknown. For the first time Europe 
found in the New World a new infusion of blood for its 
dancing veins. The tempo of the dances quickened, re- 
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flecting perhaps the quickening pace of life and the great 
social changes of the century. 

The 20th century 

Two trends were evident during the first years of the 
20th century, before World War I. As if aware of some 
impending catastrophe, the wealthy society of Europe and 
the Americas indulged itself to the full in quicker waltzes 
and faster galops. At the same time, it tried to revive 
the minuet, gavotte, and pavane, producing only pale and 
lifeless evocations. There had hardly ever been such a 
frantic search for new forms, such radical questioning of 
values previously taken for granted, such a craze among 
the youth of all nations for individual expression and a 
more dynamic way of life. All the arts were deeply in- 
fluenced by the rapid accumulation of discoveries in the 
physical and social sciences and an increasing awareness 
of social problems. 
Overall, it was an incredibly lively time for the dance, 

which never before had generated so many new ideas or 
attracted so many people. The ballet was completely reju- 
venated under the leadership of Russian impresario Sergey 
Diaghilev (1872-1929). It inspired some of the foremost 
composers and painters of the day, becoming the primary 
theatre platform for the most up-to-date work in the 
arts. Proponents of another reform movement, “modern 
dance,” took their cue from the American dancer Isadora 

Duncan to strike in another way at the artificialities that 
Romantic ballet had generated. It took vigorous roots in 
Germany, where its expressionistic forms earned it the 
name Ausdruckstanz (“expressionistic dance”). The ball- 
room dances were thoroughly revolutionized through in- 
fusions of new vitality from South American, Creole, and 
black sources. With the overwhelming popularity of Afro- 
American jazz, the entire spirit and style of social dancing 
altered radically, becoming vastly more free, relaxed, and 
intimate through the following decades. 
There was also a renewal of interest in the folk dances 

that had been the expressions of the common people in 
past centuries. This was fostered partly through special 
folk-dance societies, partly through various youth move- 
ments that saw that these dances might assist in shaping 
new community feelings. Theatrical dance of all kinds, 
from the highly stylized, centuries-old dances of the Orient 
to exhibitions of naked female flesh, reached new heights 
of popularity. 

DIAGHILEV AND HIS ACHIEVEMENTS 

The artistic consequences of Diaghilev’s Ballets Russes 
were enormous. Diaghilev’s interest in dance began while 
he was a member of a small circle of intellectuals in 
St. Petersburg who fought to bring Russia’s arts onto the 
wider European scene. The painters Alexandre Benois and 
Léon Bakst were his earliest collaborators. 
The Ballets Russes. The Russian ballet troupe that 

Diaghilev took to Paris in 1909 boasted some of the best 
dancers from the imperial theatres in St. Petersburg and 
Moscow. They set all Paris ablaze. No living person could 
remember ballets of such quality. For the next 20 years the 
Ballets Russes, which never appeared in Russia, became 
the foremost ballet company in the West. Diaghilev, who 
never choreographed a ballet himself, possessed a singular 
flair for bringing the right people together. He became the 
focus of the ballet world, striving for the integration of 
dance, music, visual design, and libretto into a “total work 
of art” in which no one element dominated the others. 
Between 1909 and 1929, the contributions of many of 

the finest dancers and choreographers and of some of 
the most avant-garde, style-setting painters and composers 
made the Diaghilev company the centre of creative artistic 
activity. The group became a haven for Russian dancers 
who emigrated after the 1917 Revolution. It was the first 
large, permanently travelling company that operated on 
a private basis and catered to a cosmopolitan Western 
clientele. 
Michel Fokine (1880-1942) was the first choreographer 

to put Diaghilev’s ideas into practice. He worked with con- 
temporary composers, notably the Russian Igor Stravinsky 
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(1882-1971) and the Frenchman Maurice Ravel (1875- 
1937). Stravinsky composed the score for two of Fokine’s 
best known ballets, L’Oiseau de feu (The Firebird; 1910) 
and Petrushka (1911); both are based on old Russian 

folktales. He drew also upon many eminent composers of 
the past, such as the Russians Aleksandr Borodin (1833- 
87) and Nicolay Rimsky-Korsakov (1844-1908), and the 
Pole Frédéric Chopin (1810-49). His major scenic artists 
were Benois and Bakst, whose contributions to theatrical 
design had influences beyond the sphere of ballet. Among 
his dancers were the Russians Anna Pavlova (1881-1931), 
who left after the 1909 season to dance with her own 
company throughout the West as well as the Orient, and 
Vaslav Nijinsky (1890-1950), who succeeded Fokine as 
the company’s choreographer. A classic dancer, Nijinsky 
was an anticlassic choreographer, specializing in turned-in 
body movements and in unusual footwork. In 1912 Ni- 
jinsky choreographed L’Aprés-midi d’un faune (Afternoon 
of a Faun) to music written by the French Impressionist 
composer Claude Debussy (1862—1918)—it is the only Ni- 
jinsky ballet still performed. The following year he created 
Le Sacre du printemps (The Rite of Spring) to Stravinsky’s 
music. The unconventional ballet was considered scan- 
dalous and nearly caused a riot at its Paris premiere. 
After Niinsky’s career was cut short by his insanity, the 

dancer Léonide Massine (1896-1979) assumed the role 
of choreographer. He quickly became noted for his wit 
and the precisely characterizing gestures of his dancers. 
His musical collaborators included Stravinsky; Manuel de 
Falla (1876-1946), whose work was full of the flavour of 
his native Spain; Ottorino Respighi (1879-1936), noted 
for his musical evocations of Italian landscapes; and Erik 

Satie (1866-1925), a Frenchman known for his original- 
ity and eccentricity. Massine’s designers included leading 
painters of the School of Paris such as André Derain 
(1880-1954) and Pablo Picasso (1881-1973). Following 
Diaghilev’s death, Massine created a furor in the 1930s 
with his ballets based on symphonies by Tchaikovsky and 
Johannes Brahms. It was considered inappropriate to use 
symphonic music for dance, and the incorporation of the 
style and movements of modern dance into the plotless 
ballets added to the controversy. 
Another of Diaghilev’s choreographers was Nijinsky’s sis- 

ter, Bronistawa Nijinska (1891-1972), who became famous 
for her massive ensemble groupings, used to great effect 
in Les Noces (The Wedding; 1923), and her talent for de- 
picting the follies of contemporary society. Diaghilev’s last 
choreographic discovery was the Russian-trained George 
Balanchine (1904-83). Balanchine’s 1928 ballet, Apol- 
lon Musagete, was the first of many collaborations with 
Stravinsky and led the way to the final enthronement of 
neoclassicism as the dominant choreographic style of the 
following decades. 

The continuing tradition. When Diaghilev died his was 
no longer the only ballet company touring the world. Anna 
Pavlova’s company visited places in Europe, the Americas, 
Australia, and the Orient that had never heard of, let alone 
seen, ballet. A troupe assembled by Ida Rubinstein (1885- 
1960) had Nijinska as a choreographer and Stravinsky and 
Ravel as composers. The Ballets Suédois featured, from 
1920 to 1925, another group of avant-garde, largely French 
and Italian composers, painters, and writers. New dancers 
came from the schools in Paris, London, and Berlin that 
were directed by self-exiled Russian teachers. Important 
developments took place in London, where Dame Marie 
Rambert (1888-1982), a Diaghilev dancer, founded the 
Ballet Rambert, and Ninette de Valois founded the com- 
pany that became in 1956 the Royal Ballet. In New York, 
Balanchine set up the School of American Ballet in 1934. 
From it he drew the dancers for the several companies 
that led ultimately to the founding of the New York City 
Ballet in 1948. 
The Soviet ballet. Although Diaghilev’s achievements 

were ignored there, the Soviet Union in the 1920s 
abounded with the daring choreographic experiments of 
Fyodor Lopukhov (1886-1973) and others. Despite the 
official imposition of “socialist realism” as the criterion of 
artistic acceptability in 1932, ballet gained enormous pop- 
ularity with the Soviet people. They loved their dancers, 

who were superbly trained by generations of teachers un- 
der the leadership of Agrippina Vaganova (1879-1951). 

MODERN DANCE 
Despite the recovery of ballet from its sterility in the 
late 19th century, other dancers questioned the validity 
of an art form so inescapably bound to tradition by its 
relatively limited vocabulary. They wished to change rad- 
ically the culture concept of expressive stage dancing. In 
a period of women’s emancipation, women stepped to 
the front as propagandists for the new dance and toppled 
the conventions of the academic dance. They advocated a 
dance that arose from the dancer’s innermost impulses to 
express himself or herself in movement. They took their 
cues from music or such other sources as ancient Greek 
vase paintings and the dances of Oriental and American 
Indian cultures. 
The pioneers of this new dance were Isadora Duncan 

(1877-1927), who stormed across European stages in her 
loosely flying tunic, inspiring a host of disciples and im- 
itators, and Ruth St. Denis (1877-1968), who surprised 
American and European audiences with her Oriental-style 
dances. With her partner Ted Shawn (1891-1972) she 
founded (1915) Denishawn, which, as a school and per- 
forming company, became the cradle of America’s early 
protagonists of modern dance; notable among them were 
Martha Graham, Doris Humphrey, and Charles Weid- 
man (1901-75). 
In the German Ausdruckstanz the central figure was 

Rudolf Laban (1879-1958), who was more a theoretician 
and teacher than a choreographer. His researches into the 
physiological impulses to movement and rhythm crystal- 
lized in a formidable system of physical expression. His 
system of dance notation, known most widely as Laban- 
otation, provided the first means for writing down and 
copyrighting choreographies. His most prolific disciples 
were Kurt Jooss (1901-79) and Mary Wigman (1886- 
1973). Jooss became known for his dances containing 
strong elements of social commentary. Wigman had also 
studied with Emile Jaques-Dalcroze (1865-1950), who 
developed eurythmics, a system of movement originally 
designed to train professional musiciang in rhythm. Wig- 
man blended features of both men’s techniques into her 
own new style of dance. When she toured the United 
States in the 1930s, Americans became aware that they 
were not alone in their search for new forms of expressive 
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dance. She left behind one of her closest collaborators, 
Hanya Holm, who became another major figure on the 
American scene. 
Across the United States schools opened, producing small 

groups of dancers who performed on college campuses 
and on small stages in the cities. Each choreographer 
and company brought different materials, artistic points 
of view, and performing styles to the dance. Perhaps the 
single element common to all of the many facets of 
modern dance was the search for new and valid forms of 
artistic expression. 

NEW RHYTHMS, NEW FORMS 

The changes in the social climate that were evident in the 
new century had a notable influence on the ballrooms. 
Latin-American and jazz dances. The younger genera- 

tion in Europe eagerly took up the more vivacious, dy- 
namic, and passionate social dances from the New World. 
The turning dances of the 19th century gave way to such 
walking dances as the two-step, the one-step, or turkey 
trot, the fox-trot, and the quickstep, performed to the new 

jagged rhythms. These rhythms were African in origin, 
whether from the Latin-American tangos and rumbas or 
from the Afro-American jazz. It is impossible to say how 
far this music was reduced in intensity from its original 
forms, but its influence was enormous in shaping the 

ragtime popular before 1918, the syncopated rhythms and 
mellower swing that followed it, the acrobatic jitterbug 
of the 1930s and 1940s, and the rock and roll of the 

next decades. 
Dance contests and codes. After 1912, when ballroom 

tango became the rage of the dancing world, even ele- 
gant hotels invited their clientele to their “tango teas.” In 
fashionable restaurants professional dance couples demon- 
strated the new styles. In 1892 New York City saw one 
of the first cakewalk competitions, and in 1907 Nice ad- 
vertised the first tango contest. After the first world dance 
competition in 1909, in Paris, this became an annual 
event, which in 1913 lasted for two weeks. But it was En- 
gland that acted as arbiter of taste for the new movements 
in social dance. There the first dance clubs, like the Keen 
Dancers’ Society (later the Boston Club), were founded in 
1903. In 1904 the Imperial Society of Teachers of Danc- 
ing was established, and in 1910 the periodical Dancing 
Times made its bow. After World War I the English 
version of the fox-trot was acknowledged as the essence 
of the internationally acclaimed “English style.” Victor 
Silvester’s Modern Ballroom Dancing (1928) became the 
handbook of the dancing world until it was succeeded by 
Alex Moore’s Ballroom Dancing (1936). The English style 
involved strict definitions for the five standard dances— 
quickstep, waltz, fox-trot, tango, and blues—to which were 
added after 1945 the Latin-American rumba, samba, ca- 

lypso, and cha-cha-cha. What was left of the social barriers 
existing in 1900 between the exclusive and the popular 
dancing establishments was swept away. 
Many observers were indignant about the changes taking 

place. Even so liberal a historian as Curt Sachs could not 
refrain from stating: 

Since the Brazilian maxixe of 1890 and the cakewalk of 1903 
broke up the pattern of turns and glides that dominated the 
European round dances, our generation has adopted with dis- 
quieting rapidity a succession of Central American dances, in 
an effort to replace what has been lost to modern Europe: mul- 
tiplicity, power, and expressiveness of movement to the point 
of grotesque distortion of the entire body.... All [of these 
dances are] compressed into even movement, all emphasizing 
strongly the erotic element, and all in that glittering rhythm 
of syncopated four-four measures classified as ragtime. (From 
Curt Sachs, op. cit., pp. 444-445.) 

Sachs went on to note the rapid rise and fall in popularity 
of individual dances and suggested an impermanence to 
the entire movement. 
Effect on folk dancing. As social dancing spread with 

the advent of the radio and the phonograph, the regions 
where genuine folk dancing was practiced became fewer. 
It continued least corrupted by the new forms in those 
countries outside the mainstream of Western urbanization 
and industrialization. Spain maintained its vigorous tradi- 
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tion of flamenco dancing, and in Hungary the composers 
Béla Bartok (1881-1945) and Zoltan Kodaly (1882-1967) 
collected the remnants of a wealth of folk song and dance 
folklore. Minority groups such as the Basques in Spain did 
likewise to maintain their identity against the overpower- 
ing influences of their neighbours. 
Folk dancing remained a vital reality in the Soviet Union, 

especially in those European and Asiatic provinces that 
had distinctive ethnic populations and were far removed 
from Moscow, Leningrad, and other centres with West- 
ern contacts. In the industrial nations of Europe and the 
Americas, special nationwide councils and societies were 
founded to preserve the traditional folk dance that was 
under threat of extinction. 
Experiments. Technological progress itself became the 

subject of dance and dancing. In the Soviet Union, there 
were experiments during the 1920s with dances created 
to express urban traffic, the accuracy of machine work, 

and the grandeur of skyscrapers. In Germany, the painter 
Oskar Schlemmer (1888-1943) realized his vision of a 
dance of pure, geometric form in the Triadisches Ballet 
performed in Stuttgart in 1922. In 1926 a sound vision 
of the technological ages, Ballet mécanique (Mechanical 
Ballet), by the American composer George Antheil (1900- 
59), was scored for mechanical pianos, automobile horns, 
electric bells, and airplane propellers. It was written not 
for the live dancer but for an animated film. 

THE DANCE SINCE 1945 

Dance of all kinds emerged from World War II, more 
vital and more expansive than before. 
Social dance. Postwar social dancing was marked by 

continuing exuberance and enthusiasm. Dances such as 
the jitterbug, popular throughout the 1930s and 40s, in- 
cluded lively turns and lifts with rapid footwork. Motion 
pictures and television helped to spread such rock and 
roll dances as the twist more rapidly and widely than 
dances had travelled before. A characteristic of this new 
generation of jazz-based dances was the lack of bodily 
contact between the participants, who vibrated their legs, 
gesticulated with their hands, swung their shoulders, and 
twitched their heads. 
Many observers attempted to draw social implications of 

all kinds from these dances, which began to spread also 
among the youth of the Communist countries of Eastern 
Europe and Asia. Among the more interesting interpreta- 
tions was that of Frances Rust: 

... this type of dancing can be thought of as “progression” 
rather than “regression.” Historically speaking, country-danc- 
ing of a communal or group nature gives way, with the break 
up of communities, to partnered-up ballroom dancing with a 
concentration on couples rather than groups. This, in turn, is 
now replaced amongst young people by partner-less dancing, 
which, although individualistic, seems none-the-less, to be 
rooted in a striving for community feeling and group solidar- 
ity (from Dance in Society; Routledge and Kegon Paul, 1969). 
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In the mid-1970s, disco dancing brought a return to 
dancing with a partner in choreographed steps in dances 

such as the hustle and the bump. Disco was influenced by 
modern jazz dancing and became rather athletic, incor- 
porating kicks, turns, and even backflips. Athletic dance 
moves continued to develop, especially in the 1980s in 
break dancing, an acrobatic style that featured intricate 
contortions, mime-like walking moves, and rapid spins on 

the neck and shoulders. Less complicated dance styles also 
were found, such as slam dancing, in which the dancers 
hurled their bodies against each other’s, and dances such as 
the pogo, in which dancers jumped in place to the music’s 
rhythm. Partner dancing never disappeared completely, 
however, and was especially prominent in the “western- 
swing” dancing of American country and western music. 
Dance in the theatre. On the postwar ballet scene there 

were no revolutionary developments such as those of 
Diaghilev earlier in the century. The classical ballet style 
reigned supreme throughout the West and in the Soviet 
Union. The leading Russian companies, the Bolshoi Ballet 
in Moscow and the Kirov Ballet in St. Petersburg, contin- 
ued the great 19th-century Russian tradition of full-length 
dramatic ballets. The popularity of ballet and the estab- 
lishment of many apparently permanent companies made 
inevitable wide variations in style and content. Interna- 
tional tours were resumed on a large scale. There was also 
considerable interaction in terms of style and personnel 
between ballet and modern dance. This was especially true 
at the New York City Ballet, founded in the late 1940s 

by George Balanchine and Lincoln Kirstein. The com- 
pany presented many new works by choreographers such 
as Jerome Robbins, William Dollar, and Sir Frederick 
Ashton (the latter principal choreographer and director of 
Britain’s Royal Ballet), but it was Balanchine’s style that 

dominated the company through great ballets such as The 
Nutcracker (1954) and Don Quixote (1965) and more ab- 
stract works such as Agon (1957) and Jewels (1967). After 

Balanchine’s death in 1983, Robbins and dancer-choreog- 
rapher Peter Martins became ballet masters in chief and 
continued the company’s tradition and at the same time 
introduced new works. 
Another leading company was the American Ballet The- 

atre, founded in 1939. Its repertoire combined a broad 
range of works by choreographers such as Antony Tu- 
dor and Eliot Feld and balanced classical ballets with 
established contemporary pieces and newly commissioned 
works. After the retirement of co-directors Lucia Chase 
and Oliver Smith in 1980, the great Latvian-born U.S. 
dancer Mikhail Baryshnikov was named artistic director. 
The development of modern dance continued in the 

work of innovative dancer-choreographers who formed 
their own companies to explore new styles of dance. 
Martha Graham’s expressive dance centred on mythic 
and legendary themes, whether ancient, as in Primitive 
Mysteries (1931) and Clytemnestra (1958), or modern, as 
in Appalachian Spring (1944). One of Graham’s dancers, 
Merce Cunningham, concentrated on abstract movement 
that minimized emotional content and experimented with 
techniques for achieving purity of movement, including 
arranging sequences of dance steps by flipping a coin. 
Twyla Tharp was another experimental choreographer 
whose early work reduced dance to its most fundamen- 
tal level—movement through open areas, often without 
music. Her later work melded classical ballet and jazz 
with modern dance. A different perspective was offered 

by Arthur Mitchell, who left the New York City Ballet 
to found the Dance Theatre of'Harlem, a company with 
strong roots in classical ballet. 
The American musical theatre benefitted from the tech- 

niques of theatrical dance forms. Choreographers of ballet 
and modern dance also created works for musical com- 
edy. Agnes deMille choreographed Rodeo (1942) for the 
Ballet Russe de Monte Carlo and later created many 
modern works for the American Ballet Theatre; she also 
choreographed the stage and film versions of Rodgers and 
Hammerstein’s Oklahoma! (1943 and 1955, respectively) 
and the stage versions of Carousel (1945) and Paint Your 
Wagon (1951). Jerome Robbins contributed excellent 

works for the stage in The King and I (1951) and Fiddler 
on the Roof (1967), as well as the stage and film versions 
of West Side Story (1957 and 1961). 
Companies presenting dances from India, Sri Lanka, 

Bali, and Thailand were no longer considered exotic on 
Western stages, and their influences contributed to both 
ballet and modern dance. Numerous ensembles sprang 
up, their repertoires based on traditional national dances 
adapted for the stage. Many were modelled on the Moi- 
seyev folk-dance company of the Soviet Union, which 
had attracted large audiences during its frequent European 
and American tours. Similar companies existed in several 
eastern European countries, in Israel, and in some African 

nations, as well as in Brazil, Mexico, and the Philippines. 
From the beginning of the 20th century, the dance scene 

became extremely multifaceted and colourful. If some of 
its manifestations appeared contradictory, that could be 
regarded as proof of its vitality. No other century granted 
dance so prominent a role among its social activities. In- 
dications of this prominence included a vast increase in 
dance research and writing, the opening of colleges and 
universities in America to special dance faculties, and es- 
tablishment in the Soviet Union of institutes for the study 
of choreography. And dance notation promised great ad- 
vances in recording specific choreographies and as a basic 
linguistic tool in dance education. 

BIBLIOGRAPHY. CURT SACHS, A World History of the Dance 
(1937, reprinted 1965; originally published in German, 1933), 
the most comprehensive, systematic, and factual history of 
dance in all its epochs and forms, with special emphasis on 
its earliest beginnings and close attention to ies accompa- 
niment; w.F. RAFF£, Dictionary of the Dance (1965, reissued 
1975), detailed descriptions of the particular dances, their back- 
ground, and history; ANATOLE CHUJOY and P.W. MANCHESTER 
(eds.), The Dance Encyclopedia, rev. ed. (1967), a collection 
of articles on all forms of dancing—particularly detailed in its 
coverage of ballet, including entries on specific productions, 
artistic biographies, and histories of ballet in various countries; 
HORST KOEGLER, The Concise Oxford Dictionary of Ballet, 2nd 
ed. (1982), a comprehensive reference work; LINCOLN KIRSTEIN, 
Dance: A Short History of Classic Theatrical Dancing (1935, 
reprinted 1970), a very thorough book on the pre-balletic forms 
of dance as well as classic theatrical dance; WALTER SORELL, 
The Dance Through the Ages (1967), a general, readable survey 
of the worldwide dance scene from prehistoric times through 
today, with superb pictures of ancient and modern dance: A.H. 
FRANKS, Social Dance: A Short History (1963), the first attempt 
at relating the origins and developments of the most important 
social dance forms to their social environment; FRANCES RUST, 
Dance in Society (1969), a study giving documentary evidence 
of the social dances and their relationships to the changing 
structures of society, with emphasis on the English scene and 
the teenage explosion in dance during the 1960s. 

(H.Ko./Ed.) 
a a 



Dante 
ante Alighieri (1265-1321) is Italy’s greatest poet 

D= also one of the towering figures in western 
European literature. He is best known for his mon- 

umental epic poem, La commedia, later named La divina 
commedia (The Divine Comedy). This great work of me- 
dieval literature is a profound Christian vision of man’s 
temporal and eternal destiny. On its most personal level, 
it draws on the poet’s own experience of exile from his 
native city of Florence; on its most comprehensive level, 
it may be read as an allegory, taking the form of a journey 
through hell, purgatory, and paradise. The poem amazes 
by its array of learning, its penetrating and comprehensive 
analysis of contemporary problems, and its inventiveness 
of language and imagery. By choosing to write his poem 
in Italian rather than in Latin, Dante decisively influenced 
the course of literary development. Not only did he lend 
a voice to the emerging lay culture of his own country, 
but Italian became the literary language in western Europe 
for several centuries. In addition to poetry Dante wrote 
important theoretical works ranging from discussions of 
rhetoric to moral philosophy and political thought. He 
was fully conversant with the classical tradition, drawing 
for his own purposes on such writers as Virgil, Cicero, 
and Boethius. But, most unusual for a layman, he also 
had an impressive command of the most recent scholastic 
philosophy and of theology. His learning and his personal 
involvement in the heated political controversies of his 
age led him to the composition of De monarchia, one of 
the major tracts of medieval political philosophy. 
Early life and the Vita nuova. Most of what is known 

about Dante’s life he has told himself. He was born in 
Florence in 1265 under the sign of Gemini (between May 
21 and June 20) and remained devoted to his native city 
all his life. Dante describes how he fought as a cavalry- 
man against the Ghibellines, a banished Florentine party 
supporting the imperial cause. He also speaks of his great 
teacher Brunetto Latini and his gifted friend Guido Caval- 
canti, of the poetic culture in which he made his first artis- 

tic ventures, his poetic indebtedness to Guido Guinizelli, 
the origins of his family in his great-great-grandfather, 
Cacciaguida, whom the reader meets in the central cantos 
of the Paradiso (and from whose wife the family name, 
Alighieri, derived), and, going back even further, of the 
pride that he felt in the fact that his distant ancestors were 
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descendants of the Roman soldiers who settled along the 
banks of the Arno. 
Yet Dante has little to say about his more immediate 

family. There is no mention of his father or mother, 
brother or sister in The Divine Comedy. A sister is possibly 
referred to in the Vita nuova, and his father is the subject 
of insulting sonnets exchanged in jest between Dante and 
his friend Forese Donati. Because Dante was born in 1265 
and the exiled Guelfs, to whose party Dante’s family ad- 
hered, did not return until 1266, Dante’s father apparently 
was not a figure considerable enough to warrant exile. 
Dante’s mother died when he was young, certainly before 
he was 14. Her name was Bella, but of which family is 
unknown. Dante’s father then married Lapa di Chiaris- 
simo Cialufhi and they produced a son, Francesco, and a 
daughter, Gaetana. Dante’s father died prior to 1283, since 
at that time Dante, having come into his majority, was 
able as an orphan to sell a credit owned by his father. The 
elder Alighieri left his children a modest yet comfortable 
patrimony of property in Florence and in the country. 
About this time Dante married Gemma Donati, to whom 
he had been betrothed since 1277. 
Dante’s life was shaped by the long history of conflict 

between the imperial and papal partisans called, respec- 
tively, Ghibellines and Guelfs. Following the middle of the 
13th century the antagonisms were brutal and deadly, with 
each side alternately gaining the upper hand and inflicting 
gruesome penalties and exile upon the other. In 1260 the 
Guelfs, after a period of ascendancy, were defeated in the 
battle of Montaperti (Inferno X, XXXII), but in 1266 a 
force of Guelfs, supported by papal and French armies, 
was able to defeat the Ghibellines at Benevento, expelling 
them forever from Florence. This meant that Dante grew 
up in a city brimming with postwar pride and expansion- 
ism, eager to extend its political control throughout Tus- 
cany. Florentines compared themselves with Rome and 
the civilization of the ancient city-states. 
Not only did Florence extend its political power, but it 

was ready to exercise intellectual dominance as well. The 
leading figure in Florence’s intellectual ascendancy was 
a returning exile, Brunetto Latini. When in the Jnferno 
Dante describes his encounter with his great teacher, this 
is not to be regarded as simply a meeting of one pupil with 
his master but rather as an encounter of an entire gen- 
eration with its intellectual mentor. Latini had awakened 
a new public consciousness in the prominent figures of 
a younger generation, including Guido Cavalcanti, Forese 
Donati, and Dante himself, encouraging them to put their 
knowledge and skill as writers to the service of their city 
or country. Dante readily accepted the Aristotelian as- 
sumption that man is a social (political) being. Even in 
the Paradiso (VIII.117) Dante allows as being beyond any 
possible dispute the notion that things would be far worse 
for man were he not a member of a city-state. 
A contemporary historian, Giovanni Villani, character- 

ized Latini as the “initiator and master in refining the Flo- 
rentines and in teaching them how to speak well, and how 
to guide our republic according to political philosophy [/a 
politica].” Despite the fact that Latini’s most important 
book, Li Livres dou Tresor (1262-66; The Tresor), was 
written in French (Latini had passed his years of exile in 
France), its culture is Dante’s culture; it is a repository of 
classical citation. The first part of Book II contains one of 
the early translations in a modern European vernacular 
of Aristotle’s Ethics. On almost every question or topic of 
philosophy, ethics, and politics Latini freely quotes from 
Cicero and Seneca. And, almost as frequently, when treat- 
ing questions of government, he quotes from the book of 
Proverbs, as Dante was to do. The Bible, as well as the 
writings of Aristotle, Cicero, and Seneca, as represented in 

Latini’s work, were the mainstays of Dante’s early culture. 
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Of these Rome presents the most inspiring source of iden- 
tification. The cult of Cicero began to develop alongside 
that of Aristotle; Cicero was perceived as not only preach- 
ing but as fully exemplifying the intellectual as citizen. A 
second Roman element in Latini’s legacy to become an 
important part of Dante’s culture was the love of glory, 
the quest for fame through a wholehearted devotion to 
excelling. For this reason, in the Jnferno (XV) Latini is 
praised for instructing Dante in the means by which man 
makes himself immortal, and in his farewell words Latini 
commits to Dante’s care his Tresor, through which he 
trusts his memory will survive. 
Dante was endowed with remarkable intellectual and aes- 

thetic self-confidence. By the time he was 18, as he himself 
says in the Vita nuova, he had already taught himself the 
art of making verse (chapter III). He sent an early sonnet, 

which was to become the first poem in the Vita nuova, 
to the most famous poets of his day. He received several 
responses, but the most important one came from Caval- 
canti, and this was the beginning of their great friendship. 
As in all meetings of great minds the relationship between 

Dante and Cavalcanti was a complicated one. In chapter 
XXX of the Vita nuova Dante states that it was through 
Cavalcanti’s exhortations that he wrote his first book in 
Italian rather than in Latin. Later, in the Convivio, written 
in Italian, and in De vulgari eloquentia, written in Latin, 
Dante was to make one of the first great Renaissance de- 
fenses of the vernacular. His later thinking on these matters 
grew out of his discussions with Cavalcanti, who prevailed 
upon him to write only in the vernacular. Because of this 
intellectual indebtedness, Dante dedicated his Vita nuova 

to Cavalcanti—to his best friend (primo amico). 
Later, however, when Dante became one of the priors 

of Florence, he was obliged to concur with the decision 
to exile Cavalcanti, who contracted malaria during the 
banishment and died in August 1300. In the Inferno (X) 
Dante composed a monument to his great friend, and it 
is as heartrending a tribute as his memorial to Latini. In 
both cases Dante records his indebtedness, his fondness, 
and his appreciation of their great merits, but in each he is 
equally obliged to record the facts of separation. In order 
to save himself, he must find (or has found) other, more 
powerful aesthetic, intellectual, and spiritual sponsorship 
than that offered by his old friends and teachers. 
One of these spiritual guides, for whom Cavalcanti evi- 

dently did not have the same appreciation, was Beatrice, a 
figure in whom Dante created one of the most celebrated 
fictionalized women in all of literature. In keeping with 
the changing directions of Dante’s thought and the vicissi- 
tudes of his career, she, too, underwent enormous changes 
in his hands—sanctified in the Vita nuova, demoted in 
the canzoni (poems) presented in the Convivio, only to 
be returned with more profound comprehension in The 
Divine Comedy as the woman credited with having led 
Dante away from the “vulgar herd.” 
La vita nuova (c. 1293; The New Life) is the first of two 

collections of verse that Dante made in his lifetime, the 
other being the Convivio. Each is a prosimetrum, that is, a 
work composed of verse and prose. In each case the prose 
is a device for binding together poems composed over 
about a 10-year period. The Vita nuova brought together 
Dante’s poetic efforts from before 1283 to roughly 1292- 
93; the Convivio, a bulkier and more ambitious work, con- 
tains Dante’s most important poetic compositions from 
Just prior to 1294 to the time of The Divine Comedy. 
The Vita nuova, which Dante called his /ibello, or small 

book, is a remarkable work. It contains 42 brief chapters 
with commentaries on 25 sonnets, one ballata, and four 
canzoni; a fifth canzone is left dramatically interrupted 
by Beatrice’s death. The prose commentary provides the 
frame story, which does not emerge from the poems them- 
selves (it is, of course, conceivable that some were actually 
written for other occasions than those alleged). The story 
is simple enough, telling of Dante’s first sight of Beatrice 
when both are nine years of age, her salutation when they 
are 18, Dante’s expedients to conceal his love for her, the 
crisis experienced when Beatrice withholds her greeting, 
Dante’s anguish that she is making light of him, his deter- 
mination to rise above anguish and sing only of his lady’s 

virtues, anticipations of her death (that of a young friend, 
the death of her father, and Dante’s own premonitory 
dream), and finally the death of Beatrice, Dante’s mourn- 

ing, the temptation of the sympathetic donna gentile (a 
young woman who temporarily replaces Beatrice), Beatri- 
ce’s final triumph and apotheosis, and, in the last chapter, 
Dante’s determination to write at some later time about 
her “that which has never been written of any woman.” 
Yet with all of this apparently autobiographical purpose 

the Vita nuova is strangely impersonal. The circumstances 
it sets down are markedly devoid of any historical facts 
or descriptive detail (thus making it pointless to engage 
in too much debate as to the exact historical identity of 
Beatrice). The language of the commentary also adheres 
to a high level of generality. Names are rarely used—Ca- 
valcanti is referred to three times as Dante’s “best friend”; 

Dante’s sister is referred to as “she who was joined to 
me by the closest proximity of blood.” On the one hand 
Dante suggests the most significant stages of emotional 
experience, but on the other he seems to distance his 
descriptions from strong emotional reactions. The larger 
structure in which Dante arranged poems written over a 
10-year period and the generality of his poetic language 
are indications of his early and abiding ambition to go 
beyond the practices of local poets. 
Dante’s intellectual development and public career. A 

second contemporary poetic figure behind Dante was 
Guido Guinizelli, the poet most responsible for alter- 
ing the prevailing local, or “municipal,” kind of poetry. 
Guinizelli’s verse provided what Cavalcanti and Dante 
were looking for—a remarkable sense of joy contained in 
a refined and lucid aesthetic. What increased the appeal of 
his poetry was its intellectual, even philosophical, content. 
His poems were written in praise of the lady and of gen- 
tilezza, the virtue that she brought out in her admirer. The 
conception of love that he extolled was part of a refined 
and noble sense of life. It was Guinizelli’s influence that 
was responsible for the poetic and spiritual turning point 
of the Vita nuova. As reported in chapters XVII to XXI, 
Dante experienced a change of heart, and rather than 
write poems of anguish, he determined to write poems in 
praise of his lady, especially the canzone “Donne ch’avete 
intelletto d’amore” (“Ladies Who Have-Understanding of 
Love”). This canzone is followed immediately by the son- 
net “Amore e ’l cor gentil sono una cosa” (“Love and the 
Noble Heart Are the Same Thing”), the first line of which 
is clearly an adaptation of Guinizelli’s “Al cor gentil ripara 
sempre amore” (“In Every Noble Heart Love Finds Its 
Home”). This was the beginning of Dante’s association 
with a new poetic style, the dolce stil nuovo (“the sweet 
new style”), the significance of which—the simple means 
by which it transcended the narrow range of the more 
regional poetry—he dramatically explains in the Purgato- 
rio (XXIV). 
This interest in philosophical poetry led Dante into an- 

other great change in his life, which he describes in the 
Convivio. Looking for consolation following the death of 
Beatrice, Dante reports that he turned to philosophy, par- 
ticularly to the writings of Boethius and Cicero. But what - 
was intended as a temporary reprieve from sorrow became 
a lifelong avocation and one of the most crucial intellec- 
tual events in Dante’s career. The donna gentile of the Vita 
nuova was transformed into Lady Philosophy, who soon 
occupied all of Dante’s thoughts. He began attending the 
religious schools of Florence in order to hear disputations 
on philosophy, and within a period of only 30 months 
“the love of her [philosophy] banished and destroyed ev- 
ery other thought.” In his poem “Voi che ’ntendendo il 
terzo ciel movete” (“You Who Through Intelligence Move 
the Third Sphere”) he dramatizes this conversion from 
the sweet old style, associated with Beatrice and the Vita 
nuova, to the rigorous, even severe, new style associated 
with philosophy. This period of study gave expression to 
a series of canzoni that were eventually to form the poetic 
basis for the philosophic commentary of the Convivio. 
Another great change was Dante’s more active political 

involvement in the affairs of the commune. In 1295 he 
became a member of the guild of physicians and apothe- 
caries (to which philosophers could belong), which opened 
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his way to public office. But he entered the public arena at 
a most perilous time in the city’s politics. As it had been 
during the time of the Guelf and Ghibelline civil strife, 

in the 1290s Florence once again became a divided city. 
The ruling Guelf class of Florence became divided into a 
party of “Blacks,” led by Corso Donati, and a party of 
“Whites,” to which Dante belonged. The Whites gained 
the upper hand and exiled the Blacks. 
There is ample information concerning Dante’s activities 

following 1295. In May 1300 he was part of an important 
embassy to San Gimignano, a neighbouring town, whose 
purpose it was to solidify the Guelf league of Tuscan cities 
against the mounting ambitions of the new and embat- 
tled pope Boniface VIII. When Dante was elected to the 
priorate in 1300, he presumably was already recognized 
as a spokesman for those in the commune determined 
to resist the Pontiff’s policies. Dante thus experienced a 
complete turnabout in his attitudes concerning the extent 
of papal power. The hegemony of the Guelfs—the party 
supporting the Pope—had been restored in Florence in 
1266 by an alliance forged between the forces of France 
and the papacy. By 1300, however, Dante had come to 
oppose the territorial ambitions of the Pope, and this 
in turn provided the intellectual motivation for another, 
even greater change: Dante, the Guelf moderate, would 

in time, through his firsthand experience of the ill effects 

of papal involvement in political matters, become in the 
Convivio, in the later polemical work the Monarchia, and 
most importantly throughout The Divine Comedy, one of 
the most fervently outspoken defenders of the position 
that the empire does not derive its political authority 
from the pope. 
Events, moreover, propelled Dante into further opposi- 

tion to papal policies. A new alliance was formed between 
the papacy, the French (the brother of King Philip IV, 
Charles of Valois, was acting in concert with Boniface), 
and the exiled Black Guelfs. When Charles of Valois 
wished permission to enter Florence, the city itself was 
thrown into political indecision. In order to ascertain the 
nature of the Pope’s intentions, an embassy was sent to 

Rome to discuss these matters with him. Dante was one 
of the emissaries, but his quandary was expressed in the 
legendary phrase “If I go, who remains; if I remain, who 
goes?” Dante was outmaneuvered. The Pope dismissed the 
other two legates and detained Dante. In early Novem- 
ber 1301 the forces of Charles of Valois were permitted 
entry to Florence. That very night the exiled Blacks sur- 
reptitiously reentered Florence and for six days terrorized 
the city. Dante learned of the deception at first in Rome 
and then more fully in Siena. In January 1302 he was 
called to appear before the new Florentine government 
and, failing to do so, was condemned, along with three 

other former priors, for crimes he had not committed. 
Again failing to appear, on March 10, 1302, Dante and 
14 other Whites were condemned to be burned to death. 
Thus Dante suffered the most decisive crisis of his life. In 
The Divine Comedy he frequently and powerfully speaks 
of this rupture; indeed, he makes it the central dramatic 
act toward which a long string of prophecies points. But 
it is also Dante’s purpose to show the means by which 
he triumphed over his personal disaster, thus making his 
poem into a true “divine comedy.” 
Exile, the Convivio, and the De monarchia. Information 

about Dante’s early years in exile is scanty; nevertheless, 
enough is known to provide a broad picture. It seems 
that Dante at first was active among the exiled White 
Guelfs in their attempts to seek a military return. These 
efforts proved fruitless. Evidently Dante grew disillusioned 
with the other Florentine outcasts, the Ghibellines, and 
was determined to prove his worthiness by means of his 
writings and thus secure his return. These are the circum- 
stances that led him to compose // convivio (c. 1304-07; 
“The Banquet”). 
Dante projected a work of 15 books, 14 of which would 

be commentaries on different canzoni. He completed only 
four of the books. The finished commentaries in many 
ways go beyond the scope of the poems, becoming a 
compendium of instruction with much of the random 
display of an amateur in philosophy. Dante’s intention in 
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the Convivio, as in The Divine Comedy, was to place the 
challenging moral and political issues of his day into a 
suitable ethical and metaphysical framework. 
Book I of the Convivio is in large part a stirring and 

systematic defense of the vernacular. (The unfinished De 
vulgari eloquentia [c. 1304-07; Concerning Vernacular 

Eloquence], a companion piece, presumably written in 
coordination with Book I, is primarily a practical treatise 
in the art of poetry based upon an elevated poetic lan- 
guage.) Dante became the great advocate of its use and 
in the final sentence of Book I he accurately predicts its 
glorious future: 

This shall be the new light, the new sun, which shall rise when 
the worn-out one shall set, and shall give light to them who 
are in shadow and in darkness because of the old sun, which 
does not enlighten them. 

The revolution Dante described was nothing less than the 
twilight of the predominantly clerical Latin culture and 
the emergence of a lay, vernacular urban literacy. Dante 
saw himself as the philosopher-mediator between the two, 
helping to educate a newly enfranchised public readership. 
The Italian literature that Dante heralded was soon to be- 
come the leading literature and Italian the leading literary 
language of Europe, and they would continue to be that 
for more than three centuries. 
In the Convivio Dante’s mature political and philosoph- 

ical system is nearly complete. In this work Dante makes 
his first stirring defense of the imperial tradition and, more 
specifically, of the Roman Empire. He introduces the cru- 
cial concept of horme, that is, of an innate desire that 

prompts the soul to return to God. But it requires proper 
education through examples and doctrine. Otherwise it 
can become misdirected toward worldly aims and society 
torn apart by its destructive power. In the Convivio Dante 
establishes the link between his political thought and his 
understanding of human appetite: given the pope’s craving 
for worldly power, at the time there existed no proper spir- 
itual models to direct the appetite toward God; and given 
the weakness of the empire, there existed no law sufficient 
to exercise a physical restraint on the will. For Dante this 
explains the chaos into which Italy had been plunged, and 
it moved him, in hopes of remedying these conditions, to 
take up the epic task of The Divine Comedy. 
But a political event occurred that at first raised tremen- 

dous hope but then plunged Dante into still greater 
disillusionment. In November 1308 Henry, the count of 
Luxembourg, was elected king of Germany, and in July 
1309 the French pope, Clement V, who had succeeded 
Boniface, declared Henry to be king of the Romans and 
invited him to Rome, where in time he would be crowned 
Holy Roman emperor in St. Peter’s Basilica. The possi- 
bility of once again having an emperor electrified Italy; 
and among the imperial proponents was Dante, who saw 
approaching the realization of an ideal that he had long 
held: the coming of an emperor pledged to restore peace 
while also declaring his spiritual subordination to religious 
authority. Within a short time after his arrival in Italy in 
1310 Henry VII’s great appeal began to fade. He lingered 
too long in the north, allowing his enemies to gather 
strength. Foremost among the opposition to this divinely 
ordained moment, as Dante regarded it, was the commune 
of Florence. 
During these years Dante wrote important political epis- 

tles—evidence of. the great esteem in which he was held 
throughout Italy, of his personal authority, as it were— 
in which he exalted Henry, urging him to be diligent, 
and condemned Florence. In subsequent action, how- 
ever, which was to remind Dante of Boniface’s duplic- 

ity, Clement himself turned against Henry. This action 
prompted one of Dante’s greatest polemical treatises, his 
De monarchia (c. 1313; On Monarchy) in which he ex- 
pands the political arguments of the Convivio. In the 
embittered atmosphere caused by Clement’s deceit Dante 
turned his argumentative powers against papal insistence 
on its superiority over the political ruler, that is, against 
the argument that the empire derived its political author- 
ity from the pope. In the final passages of the Monarchia 
Dante writes that the ends designed by Providence for 
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man are twofold: one end is the bliss of this life, which is 
conveyed in the figure of the earthly paradise; the other is 
the bliss of eternal life, which is embodied in the image 
of a heavenly paradise. Yet despite their different ends, 
these two purposes are not unconnected. Dante concludes 
his Monarchia by assuring his reader that he does not 
mean to imply “that the Roman government is in no 
way subject to the Roman pontificate, for in some ways 
our mortal happiness is ordered for the sake of immortal 
happiness.” Dante’s problem was that he had to express 
in theoretical language a subtle relationship that might 
be better conveyed by metaphoric language and historical 
example. Surveying the history of the relationship between 
papacy and empire, Dante pointed with approval to spe- 
cific historical examples, such as Constantine’s good will 
toward the church. Dante’s disappointment in the failed 
mission of Henry VII derived from the fact that Henry’s 
original sponsor was apparently Pope Clement and that 
conditions seemed to be ideal for reestablishing the right 
relationship between the supreme powers. 
The Divine Comedy. Dante’s years of exile were years 

of difficult peregrinations from one place to another—as 
he himself repeatedly says, most effectively in Paradiso 
[XVII], in Cacciaguida’s moving lamentation that “bitter 
is the taste of another man’s bread and... heavy the way 
up and down another man’s stair.” Throughout his exile 
Dante nevertheless was sustained by work on his great 
poem, possibly begun prior to 1308 and completed just be- 
fore his death in 1321. In addition, in his final years Dante 

was received honourably in many noble houses in the 
north of Italy, most notably by Guido Novello da Polenta, 
the nephew of the remarkable Francesca, in Ravenna. 
There at his death Dante was given an honourable burial 
attended by the leading men of letters of the time, and the 
funeral oration was delivered by Guido himself. 
The plot of The Divine Comedy is simple: a man, gener- 

ally assumed to be Dante himself, is miraculously enabled 
to undertake an ultramundane journey, which leads him 
to visit the souls in Hell, Purgatory, and Paradise. He 
has two guides: Virgil, who leads him through the Jn- 
ferno and Purgatorio, and Beatrice, who introduces him 
to Paradiso. Through these fictional encounters taking 
place from Good Friday evening in 1300 through Easter 
Sunday and slightly beyond, Dante learns of the exile that 
is awaiting him (which had, of course, already occurred 
at the time of the writing). This device allowed Dante not 
only to create a story out of his pending exile but also to 
explain the means by which he came to cope with his per- 
sonal calamity and to offer suggestions for the resolution 
of Italy’s troubles as well. Thus, the exile of an individual 
becomes a microcosm of the problems of a country, and 
it also becomes representative of the fall of man. Dante’s 
story is thus historically specific as well as paradigmatic. 
The basic structural component of The Divine Comedy 

is the canto. The poem consists of 100 cantos, which are 
grouped together into three sections, or canticles, Inferno, 
Purgatorio, and Paradiso. Technically there are 33 cantos 
in each canticle and one additional canto, contained in 
the Inferno, which serves as an introduction to the entire 
poem. For the most part the cantos range from about 136 
to about 151 lines. The poem’s rhyme scheme is the terza 
rima (aba, bcb, cdc, etc.) Thus, the divine number of three 
is present in every part of the work. 
Dante’s Inferno differs from its great classical predeces- 

sors in both position and purpose. In Homer’s Odyssey 
(Book XII) and Virgil’s Aeneid (Book VI) the visit to the 
land of the dead occurs in the middle of the poem because 
in these centrally placed books the essential values of life 
are revealed. Dante, while adopting the convention, trans- 
forms the practice by beginning his journey with the visit 
to the land of the dead. He does this because his poem’s 
spiritual pattern is not classical but Christian: Dante’s 
journey to Hell represents the spiritual act of dying to the 
world, and hence it coincides with the season of Christ’s 
own death. (In this way, Dante’s method is similar to that 
of Milton in Paradise Lost, where the flamboyant but 
defective Lucifer and his fallen angels are presented first.) 
The Jnferno represents a false start during which Dante, 
the character, must be disabused of harmful values that 

somehow prevent him from rising above his fallen world. 
Despite the regressive nature of the Jnferno, Dante’s meet- 
ings with the roster of the damned are among the most 
memorable moments of the poem: the Neutrals, the virtu- 

ous pagans, Francesca da Rimini, Filipo Argenti, Farinata 

degli Uberti, Piero delle Vigne, Brunetto Latini, the si- 
moniacal popes, Ulysses, and Ugolino impose themselves 
upon the reader’s imagination with tremendous force. 
The visit to Hell is, as Virgil and later Beatrice explain, an 

extreme measure, a painful but necessary act before real 
recovery can begin. This explains why the J/nferno is both 
aesthetically and theologically incomplete. For instance, 
readers frequently express disappointment at the lack of 
dramatic or emotional power in the final encounter with 
Satan in canto XXXIV. But because the journey through 
the Inferno primarily signifies a process of separation and 
thus is only the initial step in a fuller development, it must 
end with a distinct anticlimax. In a way this is inevitable 
because the final revelation of Satan can have nothing new 
to offer: the sad effects of his presence in human history 
have already become apparent throughout the Inferno. 
In the Purgatorio the protagonist’s painful process of 

spiritual rehabilitation commences; in fact, this part of the 
journey may be considered the poem’s true moral starting 
point. Here the pilgrim Dante subdues his own personality 
in order that he may ascend. In fact, in contrast to the Jn- 
Jerno, where Dante is confronted with a system of models 
that needs to be discarded, in the Purgatorio few charac- 

ters present themselves as models; all of the penitents are 
pilgrims along the road of life. Dante, rather than being 
an awed if alienated observer, is an active participant. 
If the Inferno is a canticle of enforced and involuntary 
alienation, in which Dante learns how harmful were his 
former allegiances, in the Purgatorio he comes to accept 
as most fitting the essential Christian image of life as a 
pilgrimage. As Beatrice in her magisterial return in the 
earthly paradise reminds Dante, he must learn to reject 
the deceptive promises of the temporal world. 
Despite its harsh regime, the Purgatorio is the realm 

of spiritual dawn, where larger visions are entertained. 
Whereas in only one canto of the Inferno (VII), in which 
Fortuna is discussed, is there any suggestion of philos- 
ophy, in the Purgatorio, historical, political, and moral 
vistas are opened up. It is, moreover, the great canticle of 
poetry and the arts. Dante meant it literally when he pro- 
claimed, after the dreary dimensions of Hell: “But here let 
poetry rise again from the dead.” There is only one poet 
in Hell proper and not more than two in the Paradiso, 
but in the Purgatorio the reader encounters the musicians 
Casella and Belacqua and the poet Sordello and hears of 
the fortunes of the two Guidos, Guinizelli and Cavalcanti, 
the painters Cimabue and Giotto, and the miniaturists. In 
the upper reaches of Purgatory, the reader observes Dante 
reconstructing his classical tradition and then comes even 
closer to Dante’s own great native tradition (placed higher 
than the classical tradition) when he meets Forese Do- 
nati, hears explained—in an encounter with Bonagiunta 
da Lucca—the true resources of the dolce stil nuovo, and 
meets with Guido Guinizelli and hears how he surpassed 
in skill and poetic mastery the reigning regional poet, Guit- 
tone d’Arezzo. These cantos resume the line of thought 
presented in the Jnferno (IV), where among the virtuous 
pagans Dante announces his own program for an epic 
and takes his place, “sixth among that number,” alongside 
the classical writers. In the Purgatorio he extends that 
tradition to include Statius (whose Thebaid did in fact 
provide the matter for the more grisly features of the lower 
inferno), but he also shows his more modern tradition 
originating in Guinizelli. Shortly after his encounter with 
Guinizelli comes the long-awaited reunion with Beatrice in 
the earthly paradise. Thus, from the classics Dante seems 
to have derived his moral and political understanding as 
well as his conception of the epic poem, that is, a framing 
story large enough to encompass the most important is- 
sues of his day, but it was from his native tradition that he 
acquired the philosophy of love that forms the Christian 
matter of his poem. 
This means of course that Virgil, Dante’s guide, must 

give way to other leaders, and in a canticle generally de- 
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void of drama the rejection of Virgil becomes the single 
dramatic event. Dante’s use of Virgil is one of the richest 
cultural appropriations in literature. To begin, in Dante’s 
poem he is an exponent of classical reason. He is also a 
historical figure and is presented as such in the /nferno (1): 
“ .. once I was a man, and my parents were Lombards, 
both Mantuan by birth. I was born sub Julio, though late 
in his time, and I lived in Rome under the good Augustus, 
in the time of the false and lying gods.” Virgil, moreover, 
is associated with Dante’s homeland (his references are 
to contemporary Italian places), and his background is 
entirely imperial. (Born under Julius Caesar, he extolled 
Augustus Caesar.) He is presented as a poet, the theme 

of whose great epic sounds remarkably similar to that of 
Dante’s poem: “I was a poet and sang of that just son 
of Anchises who came from Troy after proud Ilium was 
burned.” So, too, Dante sings of the just son of a city, 
Florence, who was unjustly expelled, and forced to search, 
as Aeneas had done, for a better city, in his case the 

heavenly city. 
Virgil is a poet whom Dante had studied carefully and 

from whom he had acquired his poetic style, the beauty of 
which has brought him much honour. But Dante had lost 
touch with Virgil in the intervening years, and when the 
spirit of Virgil returns it is one that seems weak from long 
silence. But the Virgil that returns is more than a stylist; 
he is the poet of the Roman Empire, a subject of great 
importance to Dante, and he is a poet who has become a 
saggio, a sage, or moral teacher. 
Though an exponent of reason, Virgil has become an 

emissary of divine grace, and his return is part of the 
revival of those simpler faiths associated with Dante’s ear- 
lier trust in Beatrice. And yet, of course, Virgil by himself 
is insufficient. It cannot be said that Dante rejects Virgil; 
rather he sadly found that nowhere in Virgil’s work, that 
is, in his consciousness, was there any sense of personal 
liberation from the enthrallment of history and its pro- 
cesses. Virgil had provided Dante with moral instruction 
in survival as an exile, which is the theme of his own 
poem as well as Dante’s, but he clung to his faith in 
the processes of history, which, given their culmination in 
the Roman Empire, were deeply consoling. Dante, on the 
other hand, was determined to go beyond history because 
it had become for him a nightmare. 
In the Paradiso true heroic fulfillment is achieved. 

Dante’s poem gives expression to those figures from the 
past who seem to defy death. Their historical impact 
continues and the totality of their commitment inspires 
in their followers a feeling of exaltation and a desire for 
identification. In his encounters with such characters as 
his great-great-grandfather Cacciaguida and SS. Francis, 
Dominic, and Bernard, Dante is carried beyond himself. 
The Paradiso is consequently a poem of fulfillment and 
of completion. It is the fulfillment of what is prefigured in 
the earlier canticles. Aesthetically it completes the poem’s 
elaborate system of anticipation and retrospection. 
Assessment and influence. The recognition and the hon- 

our that were the due of Dante’s Divine Comedy did not 
have to await the long passage of time: by the year 1400 
no fewer than 12 commentaries devoted to detailed expo- 
sitions of its meaning had appeared. Giovanni Boccaccio 
wrote a life of the poet and then in 1373-74 delivered the 
first public lectures on The Divine Comedy (which means 
that Dante was the first of the moderns whose work found 
its place with the ancient classics in a university course). 
Dante became known as the divino poeta, and in a splen- 
did edition of his great poem published in Venice in 1555 
the adjective was applied to the poem’s title; thus, the 
simple Commedia became La divina commedia, or The 
Divine Comedy. 
Even when the epic lost its appeal and was replaced 

by other art forms (the novel, primarily, and the drama) 
Dante’s own fame continued. In fact, his great poem enjoys 
the kind of power peculiar to a classic: successive epochs 
have been able to find reflected in it their own intellectual 
concerns. In the post-Napoleonic 19th century, readers 
identified with the powerful, sympathetic, and doomed 
personalities of the Jnferno. In the early 20th century they 
found the poem to possess an aesthetic power of verbal 
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realization independent of and at times in contradiction 
to its structure and argument. Later readers have been 
eager to show the poem to be a polyphonic masterpiece, as 
integrated as a mighty work of architecture, whose differ- 
ent sections reflect and, in a way, respond to one another. 
Dante created a remarkable repertoire of types in a work 
of vivid mimetic presentations, as well as a poem of great 
stylistic artistry in its prefigurations and correspondences. 
Moreover, he incorporated in all of this important politi- 
cal, philosophical, and theological themes and did so in a 
way that shows moral wisdom and lofty ethical vision. 
Dante’s Divine Comedy is a poem that has flourished for 

more than 650 years: in the simple power of its striking 
imaginative conceptions it has continued to astonish gen- 
erations of readers; for more than a hundred years it has 
been a staple in all higher educational programs in the 
Western world; and it has continued to provide guidance 
and nourishment to the major poets of our own times. 
William Butler Yeats called Dante “the chief imagination 
of Christendom”; and T.S. Eliot elevated Dante to a pre- 
eminence shared by only one other poet in the modern 
world, William Shakespeare: “[They] divide the modern 
world between them. There is no third.” In fact, they rival 
one another in their creation of types that have entered 
into the world of reference and association of modern 
thought. Like Shakespeare, Dante created universal types 
from historical figures, and in so doing he considerably 
enhanced the treasury of modern myth. 

MAJOR WORKS 

Because Dante lived and worked long before book printing 
began, it is not possible to discuss first editions of his works. 
The following begins with a list of early printed editions of his 
works in the original languages. 
INDIVIDUAL WORKS: La commedia (1472); Vita nuova (1576). 
LYRIC POETRY: Canzoni e madrigali di Dante, di Mess. Gino 

da Pistoja e di Giraldo Novello (1518); Rime di diversi antichi 
autori toscani in dieci libri (1532). 
TREATISES: Convivio di Dante Alighieri fiorentino (1490); De 

vulgari eloquentia libri duo (1577); Dantis Aligherii Florentini 
Monarchia (1740). 
LATIN ECLOGUES: I versi latini di Giovanni del Virgilio e di 

Dante Allighieri (1845). 
RECOMMENDED MODERN EDITIONS: La commedia secondo 

V'antica vulgata, ed. by Giorgio Petrocchi (1966-67); La div- 
ina commedia, ed. by Natalino Sapegno, 3rd ed. (1985), with 
excellent commentary; The Divine Comedy of Dante Alighieri, 
trans. by John D. Sinclair (1958), with superb small essays for 
each canto; The Divine Comedy, trans. with a commentary by 
Charles S. Singleton (1970-75), the most useful work in En- 
glish, published in the Bollingen series. 
La vita nuova, ed. by Michele Barbi (1932), a critical edition; 

Dante’s Vita Nuova, trans. by Mark Musa, new ed. (1973). 
Rime della “Vita nuova” e della giovinezza, ed. by Michele 

Barbi and F. Maggini (1956); Rime della maturita e dell’esilio, 
ed. by Michele Barbi and V. Pernicone (1969); Rime, ed. by 
Gianfranco Contini (1965); Dante’s Lyric Poetry, ed. and trans. 
by K. Foster and P. Boyde (1967). 
Tl convivio, 2nd ed., ed. by G. Busnelli, G. Vandelli, and An- 

tonio E. Quaglio (1968); Dante’s Convivio, trans. by William 
Walrond Jackson (1909). 
De vulgari eloquentia, ed. by Aristide Marigo (1957); Dante’s 

Treatise “De Vulgari Eloquentid,” trans. by A.G. Ferrers Howell 
(1890); Literary Criticism of Dante Alighieri, trans. and ed. by 
Robert S. Haller (1973). 
Monarchia, ed. by Pier Giorgio Ricci (1965); On World Goy- 

ernment, or, De Monarchia, trans. by Herbert W. Schneider, 
2nd rev. ed. (1957). 
Dante and Giovanni del Virgilio, Including a Critical Edition 

of the Text of Dante’s “Eclogae Latinae” and of the Poetic Re- 
mains of Giovanni del Virgilio, ed. by Philip H. Wicksteed and 
Edmund G. Gardner (1902). 
COLLECTED woRKs: Le opere di Dante: testo critico della 

societa dantesca italiana, ed. by Michele Barbi et al., 2nd ed. 
(1960); Le opere di Dante Alighieri, ed. by E. Moore and Paget 
Toynbee, 5th ed. (1963). 
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Darwin 
harles Darwin was an English naturalist whose the- 

é ory of evolution by natural selection became the 
foundation of modern evolutionary studies. An af- 

fable country gentleman, Darwin shocked Victorian socie- 
ty of the 19th century by suggesting that humans shared a 

common ancestry with animals. However, his nonreligious 

biology appealed to a rising class of professional scientists, 

and by the time of his death evolutionary imagery had 
spread through all of science, literature, and politics. 
Darwin formulated his bold theory in private in 1837-39, 

after returning from a voyage around the world aboard 
HMS Beagle, but it was not until two decades later that he 
finally gave it full public expression in On the Origin of 
Species (1859), a book that has deeply influenced modern 

Western society and thought. 
Early life and education. Charles Robert Darwin was 

born on February 12, 1809, in Shrewsbury, Shropshire. He 
was the second son of society doctor Robert Waring Dar- 
win and of Susannah Wedgwood, daughter of the Unitari- 
an pottery industrialist Josiah Wedgwood. Darwin’s other 

grandfather, Erasmus Darwin, a freethinking physician, 
was author of Zoonomia; or, The Laws of Organic Life 
(1794-96). Darwin’s mother died when he was eight, and 
he was cared for by his three elder sisters. The boy stood in 
awe of his overbearing father, but he hated the rote learn- 
ing of classics at the traditional Anglican Shrewsbury 
School, where he studied between 1818 and 1825. Science 
was then considered dehumanizing in English public 
schools, and for dabbling in chemistry Darwin was con- 
demned by his headmaster (and nicknamed “Gas” by his 

schoolmates). 
His father, considering the 16-year-old a wastrel interest- 

ed only in game shooting, sent him to study medicine at 
Edinburgh University in 1825. Later in life, Darwin gave 
the impression that he had learned little during his two 
years at Edinburgh. In fact, it was a formative experience, 
for there was no better science education in a British uni- 
versity. More crucially, the university’s radical students ex- 
posed the teenager to the latest Continental sciences. 
Edinburgh attracted English Dissenters who were barred 
from graduating at the Anglican universities of Oxford and 
Cambridge, and at student societies Darwin heard free- 
thinkers deny the divine design of human facial anatomy 
and argue that animals shared all the human mental fac- 
ulties. As he collected sea slugs and sea pens on nearby 
shores, he was accompanied by Robert Edmond Grant, a 
radical evolutionist and disciple of the French biologist 
Jean-Baptiste Lamarck. An expert on sponges, Grant be- 
came Darwin’s mentor, teaching him about the growth 
and relationships of primitive marine invertebrates, which 
Grant believed held the key to unlocking the mysteries sur- 
rounding the origin of more complex creatures. 
The young Darwin learned much in Edinburgh’s rich in- 

tellectual environment, but not medicine. His freethinking 
father, shrewdly realizing that the church was a better call- 
ing for an aimless naturalist, switched him to Christ’s Col- 
lege, Cambridge, in 1828. Darwin was now educated as an 
Anglican gentleman. He took his horse, indulged his drink- 

ing, shooting, and beetle-collecting passions with other 
squires’ sons, and managed 10th place in the Bachelor of 
Arts degree in 1831. Here he was shown the conservative 
side of botany by a young professor, the Reverend John 

Stevens Henslow. 
Fired by Alexander von Humboldt’s Personal Narrative 

of Travels, Darwin jumped at Henslow’s suggestion of a 
voyage to South America aboard a rebuilt brig, HMS Bea- 

gle. Darwin would sail as a self-financed companion to the 
aristocratic 26-year-old captain, Robert Fitzroy, who 
planned to survey the coast of Patagonia and to return 
three “savages” previously brought to England from Tier- 
ra del Fuego and Christianized. Darwin equipped himself 
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Charles Darwin, carbon print, photograph by Julia 
Margaret Cameron, 1868. 
By courtesy of the International Museum of Photography at George 
Eastman House, Rochester, New York, U.S. 

with weapons, books, and advice from London Zoo’s ex- 

perts on preserving carcasses. The Beagle sailed from Eng- 

land on December 27, 1831. 
The Beagle voyage. The circumnavigation of the globe 

would be the making of the 22-year-old Darwin. Five years 
of physical hardship and mental rigour—imprisonment 
within a ship’s walls, offset by wide-open opportunities 
in the Brazilian jungles and the Andes Mountains— 
were to give Darwin a new seriousness. The hardship was 
immediate: a tormenting seasickness. And so was his ques- 
tioning: on the Cape Verde Islands (January 1832), the sailor 
saw bands of oyster shells running through local rocks, sug- 
gesting that the land was rising in places, falling in others. 
At Bahia (now Salvador), Brazil, the luxuriance of the rain- 
forest left Darwin’s mind in “a chaos of delight.” Months 
were spent in Rio de Janeiro amid shimmering tropical 

splendour, full of “gaily-coloured” flatworms, and the col- 
lector himself became “red-hot with Spiders.” But nature 
had its own evils, and Darwin always remembered with a 
shudder the parasitic ichneumon wasp, which stored cater- 
pillars to be eaten alive by its grubs. He would later 
consider this to be evidence against the beneficent design 

of nature. 
On the River Plate (Rio de la Plata) in July 1832, he 

found Montevideo, Uruguay, in a state of rebellion and 
joined armed sailors to retake the rebel-held fort. At Bahia 
Blanca, Argentina, gauchos told him of their extermina- 
tion of the Pampas “Indians.” Beneath the veneer of 
human civility, genocide seemed the rule on the frontier. 
For a sensitive young man, fresh from Christ’s College, this 
was disturbing. Darwin’s contact with “untamed” humans 
on Tierra del Fuego in December 1832 unsettled him 
more. How great, wrote Darwin, the “difference between 
savage & civilized man is.—It is greater than between a 
wild & [a] domesticated animal.” God had evidently cre- 
ated humans in a vast cultural range—and yet, judging by 
the Christianized savages aboard, even the “lowest” races 
were capable of improvement. Darwin was tantalized, and 

always he niggled for explanations. 
His fossil discoveries raised more questions. Darwin’s pe- 

riodic trips over two years to the cliffs at Bahia Blanca and 
farther south at Port St. Julian yielded huge bones of ex- 
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Darwin’s rhea (Rhea pennata), drawing by John Gould 
for Zoology of the Voyage of H.M.S. Beagle (1838-43), 
from specimens collected by Charles Darwin. 
The Natural History Museum, London 

tinct mammals—relics, he assumed, of rhinoceroses, 

mastodons, cow-sized armadillos, and giant ground sloths. 
Fossil extraction became a romance for Darwin. It pushed 

him into thinking of the primeval world and what had 
caused these giant beasts to die out. 
After the Beagle surveyed the Falkland Islands, and after 
Darwin had packed away at Port Desire (Puerto Deseado), 
Argentina, the partially gnawed bones of a new species of 
small rhea (see the colour print), the ship sailed up the west 
coast of South America to Valparaiso, Chile. Here Darwin 
climbed 4,000 feet (1,200 metres) into the Andean foothills 

and marveled at the forces that could raise such moun- 
tains. The forces themselves became tangible in Valdivia, 
Chile, on February 20, 1835, as he lay on a forest floor: the 
ground shook, and the violence of the earthquake and en- 
suing tidal wave was enough to destroy the great city of 
Concepcion, whose rubble Darwin walked through. But 
what intrigued him was the seemingly insignificant: the 
local mussel beds, all dead, were now lying above high tide. 
The continent was thrusting itself up, a few feet at a time. 
Darwin imagined the eons it had taken to raise the fos- 

silized trees in sandstone (once seashore mud) to 7,000 feet 
(2,100 metres), where he found them. (See his own sketch.) 
He began thinking in terms of deep time. 
They left Peru on the circumnavigation home in Septem- 

ber 1835. First Darwin landed on the “frying hot” Galapa- 
gos Islands. These were volcanic prison islands, crawling 
with marine iguanas and giant tortoises. Contrary to leg- 
end, these islands never provided Darwin’s “eureka” mo- 
ment. Although he noted that the mockingbirds differed 
on four islands and tagged his specimens accordingly, he 

failed to label his other birds—what he thought were 
wrens, “gross-beaks,” finches, and oriole relatives—by is- 
land. Nor did Darwin collect tortoise specimens, even 

though local prisoners believed that each island had its dis- 
tinct race. 
The “home-sick heroes” returned via Tahiti, New 

Zealand, and Australia. By April 1836, when the Beagle 
made the Cocos (Keeling) Islands in the Indian Ocean, 
Darwin already had his theory of reef formation. He imag- 
ined (correctly) that these reefs grew on sinking mountain 

rims. The delicate coral built up, compensating for the 
drowning land, so as to remain within optimal heat and 

lighting conditions. At the Cape of Good Hope, Darwin 
talked with the astronomer Sir John Herschel, possibly 

about Charles Lyell’s theory of gradual geologic change and 
perhaps about how it entailed a new problem, the “mystery 
of mysteries,” the simultaneous change of fossil life. 
On the last leg of the voyage, Darwin finished his 770- 

page diary, wrapped up 1,750 pages of notes, drew up 12 
catalogs of his 5,436 skins, bones, and carcasses—and still 
he wondered: Was each Galapagos mockingbird a natural- 
ly produced variety? Why did ground sloths become ex- 
tinct? He sailed home with problems enough to last him a 
lifetime. When he landed in October 1836, the vicarage 
had faded, the gun had given way to the notebook, and the 
supreme theorizer—who would always move from small 
causes to big outcomes—had the courage to look beyond 
the conventions of his own Victorian culture for new an- 
swers. 
Evolution by natural selection: the London years. With 

his voyage over and with a £400 annual allowance from his 
father, Darwin now settled down among the urban gentry 
as a gentleman geologist. He befriended Lyell, and he dis- 
cussed the rising Chilean coastline as a new fellow of the 
Geological Society in January 1837. Darwin became well 
known through his diary’s publication as Journal of Re- 
searches into the Geology and Natural History of the Var- 
ious Countries Visited by H.M.S. Beagle (1839). With a 
£1,000 Treasury grant, obtained through the Cambridge 
network, he employed the best experts and published their 

descriptions of his specimens in his Zoology of the Voyage 
of H.M.S. Beagle (1838-43). Darwin’s star had risen, and 
he was now lionized in London. 

It was in these years of civil unrest following the First Re- 
form Act (1832) that Darwin devised his theory of evolu- 
tion. Radical Dissenters were denouncing the church’s 
monopoly on power—attacking an Anglican status quo 
that rested on miraculous props: the supposed supernatu- 

ral creation of life and society. Darwin had Unitarian 
roots, and his breathless notes show how his radical Dis- 
senter’s understanding of equality and antislavery framed 
his image of mankind’s place in nature: “Animals—whom 
we have made our slaves we do not like to consider our 
equals.—Do not slave holders wish to make the black man 
other kind?” Some radicals questioned whether each ani- 
mal was uniquely “designed” by God when all vertebrates 
shared a similar structural plan. The polymathic Charles 
Babbage—of calculating machine fame—made God a di- 
vine programmer, preordaining life by means of natural 
law rather than ad hoc miracle. It was the ultra-Whig way, 

Eye-Sketch of the Structure and Composition of the Mountains, Copiapo River valley, Chile, 
by Charles Darwin, c. 1835. Striations drawn in the Andes peaks represent successive 
rock deposits, ranging from hard granites and porphyritic rocks to soft gypsums, in which 
Darwin found fossils of extinct marine organisms. 
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and in 1837 Darwin, an impeccable Whig reformer who 

enjoyed Babbage’s soirees, likewise accepted that “the Cre- 
ator creates by .. . laws.” 
The experts’ findings sent Darwin to more heretical 

depths. At the Royal College of Surgeons, the eminent 

anatomist Richard Owen found that Darwin’s Pampas fos- 
sils were nothing like rhinoceroses and mastodons. They 
were huge extinct armadillos, anteaters, and sloths, which 

suggested that South American mammals had been re- 
placed by their own kind according to some unknown “law 
of succession.” At the Zoological Society, ornithologist 
John Gould announced that the Galapagos birds were not 
a mixture of wrens, finches, and “gross-beaks” but all 
ground finches, differently adapted. (See Gould’s colour 

print of a Darwin’s finch.) Darwin examined Fitzroy’s col- 
lection to discover that each island had its representative 
finch. How had they all diverged from mainland colonists? 
By this time Darwin was living near his freethinking broth- 
er, Erasmus, in London’s West End, and their dissident 

dining circle provided the perfect milieu for Darwin’s ru- 

The Natural History Museum, London 

Species of Darwin's finch, from a colour plate 
by John Gould in Zoology of the Voyage of 
H.M.S. Beagle (1838-43), based on specimens 
collected by Charles Darwin on the Galapagos 
Islands. 

minations. Darwin adopted “transmutation” (evolution, as 

it is now called), perhaps because of his familiarity with it 
through the work of his grandfather and Robert Grant. 
Nonetheless, it was abominated by the Cambridge clerics 
as a bestial, if not blasphemous, heresy that would corrupt 
mankind and destroy the spiritual safeguards of the social 
order. Thus began Darwin’s double life, which would last 

for two decades. 
For two years he filled notebooks with jottings. There was 

an intensity and doggedness to it. He searched for the caus- 
es of extinction, accepted life as a branching tree (not a se- 
ries of escalators, the old idea), tackled island isolation, and 
wondered whether variations appeared gradually or at a 
stroke. He dismissed the Lamarckian idea of a force driv- 
ing life inexorably upward. Indeed, there was no “upward”: 
Darwin became relativistic, sensing that life was spreading 
outward into niches, not standing on a ladder. There was 
no way of ranking humans and bees, no yardstick of “high- 
ness”: man was no longer the crown of creation. 
Heart palpitations and stomach problems were affecting 

Darwin by September 1837. Stress sent him to the High- 
lands of Scotland in 1838, where he diverted himself study- 
ing the “parallel roads” of Glen Roy, so like the raised 
beaches in Chile. But the sickness returned as he continued 
chipping at the scientific bedrock of a cleric-dominated so- 
ciety. The “whole [miraculous] fabric totters & falls,” he 
jotted. Darwin had a right to be worried. Were his secret 
discovered, he would stand accused of social abandon. His 
notes began mooting disarming ploys: “Mention persecu- 
tion of early astronomers.” Behind his respectable facade 
at the Geological Society lay a new contempt for the di- 
vines’ providential shortsightedness. The president, the 
Reverend William Whewell, “says length of days adapted 
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to duration of sleep of man.!!!" he jotted. What “arro- 

gance!!” 
Mankind: there was the crux. Darwin wrote humans and 

society into the evolutionary equation from the start. He 

saw the social instincts of troop animals developing into 
morality and studied the humanlike behaviour of orang- 

utans at the zoo. With avant-garde society radicalized, 

Darwin moved into his own ultraradical phase in 1838— 
even suggesting that belief in God was an ingrained tribal 
survival strategy: “love of [the] deity [is an] effect of [the 
brain’s] organization. Oh you Materialist!” he mocked 
himself. In a day when a gentleman’s character had to be 

above reproach, Darwin’s notes had a furtive ring. None of 
this could become known—yet. The rich careerist— 

admitted to the prestigious Athenaeum Club in 1838 and 
the Royal Society in 1839—had too much to lose. 
As a sporting gent from the shires, Darwin queried breed- 

ers about the way they changed domestic dogs and fancy 

pigeons by spotting slight variations and accentuating 
them through breeding. But he saw the complete congruity 
between the way nature operated and the way fanciers pro- 
duced new breeds only upon reading the economist 

Thomas Malthus’s Essay on the Principle of Population in 
September 1838. Darwin realized that population explo- 
sions would lead to a struggle for resources and that the en- 
suing competition would weed out the unfit. It was an idea 
he now applied to nature. (He had previously thought that 
animal populations remained stable in the wild.) Darwin 

called his modified Malthusian mechanism “natural selec- 
tion.” Nature was equally uncharitable, went the argu- 
ment: overpopulated, it experienced a fierce struggle, and 
from all manner of chance variations, good and bad, the 
best, “the surviving one of ten thousand trials,” won out, 
endured, and thus passed on its improved trait. This was 
the way a species kept pace with the Lyellian evolution of 

the Earth. 
Darwin was a born list maker. In 1838 he even totted up 

the pros and cons of taking a wife—and married his cousin 
Emma Wedgwood (1808-96) in 1839. He rashly confided 
his thoughts on evolution, evidently shocking her. By now, 
Darwin accepted the notion that even mental traits and in- 
stincts were randomly varying, that they were the stuff for 
selection. But he saw from Emma’s reaction that he must 
publicly camouflage his views. Although the randomness 
and destructiveness of his evolutionary system—with thou- 
sands dying so that the “fittest” might survive—left little 
room for a personally operating benign deity, Darwin still 
believed that God was the ultimate lawgiver of the uni- 

verse. In 1839 he shut his last major evolution notebook, 
his theory largely complete. 
The squire naturalist in Downe. Darwin drafted a 35- 

page sketch of his theory of natural selection in 1842 and 
expanded it in 1844, but he had no immediate intention of 
publishing it. In 1842, increasingly shunning society, he 
had moved his family to the isolated village of Downe, in 
Kent, at the “extreme edge of [the] world.” (It was in fact 
only 16 miles [26 km] from central London.) Here, living 
in a former parsonage, Down House, he emulated the 

lifestyle of his clerical friends. His seclusion was complete: 
from now on he ran his days like clockwork, with set peri- 
ods for walking, napping, reading, and nightly backgam- 
mon. He fulfilled his parish responsibilities, eventually 
helping to run the local Coal and Clothing Club for the 
labourers. His work hours were given over to bees, flowers, 

and barnacles and to his books on coral reefs and South 
American geology, three of which in 1842-46 secured his 

reputation as a career geologist. 
He rarely mentioned his secret. When he did, notably to 

the Kew Gardens botanist Joseph Dalton Hooker, Darwin 
said that believing in evolution was “like confessing a 
murder.” Darwin, nervous and nauseous, trying spas and 
quack remedies (even tying plate batteries to his heaving 
stomach), understood the conservative clerical morality. 

He was sensitive to the offense he might cause. He was also 

immensely wealthy: by the late 1840s the Darwins had 
£80,000 invested; he was an absentee landlord of two large 
Lincolnshire farms; and in the 1850s he plowed tens of 

thousands of pounds into railway shares. 
From 1846 to 1854, Darwin added to his credibility as an 

Marriage 
to Emma 
Wedgwood 



980 Darwin 

New 

free- 

thinking 

scientists 

Reaction 

to the 

book 

expert on species by pursuing a detailed study of all known 

barnacles. Intrigued by their sexual differentiation, he dis- 
covered that some females had tiny degenerate males cling- 

ing to them. This sparked his interest in the evolution of 

diverging male and female forms from an original her- 

maphrodite creature. Four monographs on such an ob- 

scure group made him a world expert and gained him the 
Royal Society’s Royal Medal in 1853. 

On the Origin of Species. England became quieter and 
more prosperous in the 1850s, and by mid-decade the pro- 

fessionals were taking over, instituting exams and estab- 
lishing a meritocracy. The changing social composition of 
science—typified by the rise of the freethinking biologist 

Thomas Henry Huxley—promised a better reception for 
Darwin. Huxley, the philosopher Herbert Spencer, and 

other outsiders were opting for a secular nature in the ra- 

tionalist Westminster Review and deriding the influence of 
“parsondom.” Darwin had himself lost the last shreds of 

his belief in Christianity with the tragic death of his oldest 
daughter, Annie, from typhoid in 1851. 
The world was becoming safer for Darwin and his theo- 

ry: mid-Victorian England was more stable than the “hun- 
gry Thirties” or turbulent 1840s. In 1854 he solved his last 
major problem, the forking of genera to produce new evo- 
lutionary branches. He used an industrial analogy familiar 
from the Wedgwood factories, the division of labour: com- 

petition in nature’s overcrowded marketplace would 

favour variants that could exploit different aspects of a 
niche. Species would diverge on the spot, like tradesmen in 
the same tenement. 

After speaking to Huxley and Hooker at Downe in April 
1856, Darwin began writing a triple-volume book, tenta- 
tively called Natural Selection, which was designed to 
crush the opposition with a welter of facts. Darwin now 
had immense scientific and social authority, and his place 
in the parish was assured when he was sworn in as a jus- 
tice of the peace in 1857. Encouraged by Lyell, Darwin 
continued writing through the birth of his 10th and last 
child, the mentally retarded Charles Waring Darwin (born 
in 1856, when Emma was 48). Whereas in the 1830s Dar- 

win had thought that species remained perfectly adapted 
until the environment changed, he now believed that every 
new variation was imperfect and that perpetual struggle 
was the rule. 

Darwin had finished a quarter of a million words by June 

18, 1858. That day he received a letter from Alfred Russel 
Wallace, an English socialist and specimen collector work- 
ing in the Malay Archipelago, sketching a similar-looking 
theory. Darwin, fearing loss of priority, accepted Lyell’s 
and Hooker’s solution: they read joint extracts from Dar- 
win’s and Wallace’s works at the Linnean Society on July 
1, 1858. Darwin was away, sick, grieving for his tiny son 
who had died from scarlet fever, and thus he missed the 
first public presentation of the theory of natural selection. 
It was an absenteeism that would mark his later years. 

Darwin hastily began an “abstract” of Natural Selection, 
which grew into a more accessible book, On the Origin of 
Species by Means of Natural Selection; or, The Preserva- 
tion of Favoured Races in the Struggle for Life. Suffering 
from a terrible bout of nausea, Darwin, now 50, was se- 
creted away at a spa on the desolate Yorkshire moors when 
the book was sold to the trade on November 22, 1859. He 
still feared the worst and sent copies to the experts with 
self-effacing letters (“how you will long to crucify me 
alive”). It was like “living in Hell,” he said about these 
months. 

The book did distress his Cambridge patrons, but they 
were marginal to science now. However, radical Dissenters 
were sympathetic, as were the rising London biologists and 
geologists, even if few actually adopted Darwin’s cost- 
benefit approach to nature. The newspapers drew the one 
conclusion that Darwin had specifically avoided: that hu- 
mans had evolved from apes, and that Darwin was deny- 
ing mankind’s immortality. A sensitive Darwin, making 
no personal appearances, let Huxley, by now a good friend, 
manage this part of the debate. The pugnacious Huxley did 
so with enthusiasm. He wrote three reviews of Origin of 
Species, defended human evolution at the Oxford meeting 
of the British Association for the Advancement of Science 

in 1860 (when Bishop Samuel Wilberforce jokingly asked 
whether the apes were on Huxley’s grandmother’s or 
grandfather’s side), and published his own book on human 

evolution, Evidence as to Man’s Place in Nature (1863). 

What Huxley championed was Darwin’s evolutionary nat- 
uralism, his nonmiraculous assumptions, which pushed 

biological science into previously taboo areas and in- 

creased the power of Huxley’s professionals. And it was 
they who gained the Royal Society’s Copley Medal for 

Darwin in 1864. 
The patriarch in his home laboratory. Long periods of 

debilitating sickness in the 1860s left the craggy, bearded 
Darwin thin and ravaged. He once vomited for 27 consec- 
utive days. Down House was an infirmary where illness 
was the norm and Emma the attendant nurse. She was a 

shield, protecting the patriarch, cosseting him. Darwin was 
a typical Victorian in his racial and sexual stereotyping— 
however dependent on his redoubtable wife, he still 
thought women inferior; and, although a fervent aboli- 

tionist, he still considered blacks a lower race. But few out- 
side of the egalitarian socialists challenged these prejudices, 
and Darwin, immersed in a competitive Whig culture and 
enshrining its values in his science, had no time for social- 
ism. 
The house was also a laboratory, where Darwin contin- 

ued experimenting and revamping the Origin through six 
editions. Although quietly swearing by “my deity ‘Natur- 
al Selection,’” he answered critics by reemphasizing other 
causes of change—for example, the effects of continued 

use of an organ—and he bolstered the Lamarckian belief 
that such alterations through excessive use might be 
passed on. In The Variation of Animals and Plants Under 
Domestication (1868) he marshaled the facts and ex- 

plored the causes of variation in domestic breeds. The 
book answered critics such as George Douglas Campbell, 
the 8th duke of Argyll, who loathed Darwin’s blind, acci- 
dental process of variation and envisaged the appearance 
of “new births” as goal-directed. By showing that fanciers 
picked from the gamut of naturally occurring variations 
to produce the tufts and topknots on their fancy pigeons, 
Darwin undermined this providential explanation. 
In 1867 the engineer Fleeming Jenkin. argued that any 

single favourable variation would be swamped and lost by 
back-breeding within the general population. No mecha- 
nism was known for inheritance, and so in the Variation 
Darwin devised his hypothesis of “pangenesis” to explain 
the discrete inheritance of traits. He imagined that each tis- 
sue of an organism threw out tiny “gemmules,” which 
passed to the sex organs and permitted copies of them- 
selves to be made in the next generation. But Darwin’s 
cousin Francis Galton failed to find these gemmules in rab- 
bit blood, and the theory was dismissed. 
Darwin was adept at taking seemingly intractable subjects 

and making them test cases for “natural selection.” Hence 
the book that appeared after the Origin was, to everyone’s 
surprise, On the Various Contrivances by Which British 
and Foreign Orchids Are Fertilised by Insects (1862). Here 
he showed that the orchid’s beauty was not a piece of flo- 
ral whimsy “designed” by God to please humans but 
honed by selection to attract insect cross-pollinators. The 
petals guided the bees to the nectaries, and pollen sacs were 
deposited exactly where they could be removed by a stig- 
ma of another flower. 

But why the importance of cross-pollination? Darwin’s 
botanical work was always subtly related to his evolution- 
ary mechanism. He believed that cross-pollinated plants 
would produce fitter offspring than self-pollinators, and he 
used considerable ingenuity in conducting thousands of 
crossings to prove the point. The results appeared in The 
Effects of Cross and Self Fertilisation in the Vegetable 
Kingdom (1876). His next book, The Different Forms of 
Flowers on Plants of the Same Species (1877), was again 
the result of long-standing work into the way evolution in 
some species favoured different male and female forms of 
flowers to facilitate outbreeding. Darwin had long been 
sensitive to the effects of inbreeding because he was him- 
self married to a Wedgwood cousin, as was his sister Car- 
oline. He agonized over its debilitating consequence for his 
five sons. Not that he need have worried, for they fared 
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well: William became a banker, Leonard an army major, 

George the Plumian Professor of Astronomy at Cam- 
bridge, Francis a reader in botany at Cambridge, and Ho- 
race a scientific instrument maker. 
The private man and the public debate. Through the 

1860s natural selection was already being applied to the 
growth of society. A.R. Wallace saw cooperation strength- 
ening the moral bonds within primitive tribes. Advocates 
of social Darwinism, in contrast, complained that modern 

civilization was protecting the “unfit” from natural selec- 
tion. Francis Galton argued that particular character 
traits—even drunkenness and genius—were inherited and 
that “eugenics,” as it would come to be called, would stop 
the genetic drain. The trend to explain the evolution of 
human races, morality, and civilization was capped by 

Darwin in his two-volume The Descent of Man, and Se- 
lection in Relation to Sex (1871). The book was authorita- 
tive, annotated, and heavily anecdotal in places. The two 

volumes were discrete, the first discussing the evolution of 
civilization and human origins among the Old World 
monkeys. (Darwin’s depiction of a hairy human ancestor 
with pointed ears led to a spate of caricatures; see the car- 

toon.) The second volume responded to critics such as Ar- 

gyll, who doubted that the iridescent hummingbird’s 
plumage had any function—or any Darwinian explana- 
tion. Darwin argued that female birds were choosing mates 
for their gaudy plumage. Such “sexual selection” happened 
among humans, too. With primitive societies accepting 
diverse notions of beauty, aesthetic preferences, he be- 

lieved, could account for the origin of the human races. 
Darwin finished another long-standing line of work. Since 

studying the moody orangutans at London Zoo in 1838, 
through the births of his 10 children (whose facial contor- 
tions he duly noted), Darwin had been fascinated by ex- 
pression. As a student he had heard the attacks on the idea 
that peoples’ facial muscles were designed by God to ex- 
press their unique thoughts. Now his photographically il- 
lustrated The Expression of the Emotions in Man and 
Animals (1872) expanded the subject to include the rages 
and grimaces of asylum inmates, all to show the continu- 
ity of emotions and expressions between humans and ani- 

mals. 
The gentle Darwin elicited tremendous devotion. A pro- 

tective circle formed around him, locked tight by Huxley 
and Hooker. Nor did Darwin forget it: he helped raise 
£2,100 to send a fatigued Huxley on holiday in 1873, and 
his pestering resulted in the impecunious Wallace being 
added to the Civil List in 1881. Darwin was held in awe by 
many, the more so because he was rarely seen. And when 
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he was seen—for example, by the Harvard philosopher 

John Fiske, a privileged visitor to Down House in 1873— 

he was found to be “the dearest, sweetest, loveliest old 

grandpa that ever was.” 
Darwin wrote his autobiography between 1876 and 1881. 

It was composed for his grandchildren, rather than for pub- 

lication, and it was particularly candid on his dislike of 
Christian myths of eternal torment. To people who in- 
quired about his religious beliefs, however, he would say 

only that he was an agnostic (a word coined by Huxley in 
1869). 
The treadmill of experiment and writing gave so much 

meaning to his life. But, as he wrapped up his final, long- 

term interest, publishing The Formation of Vegetable 
Mould, Through the Action of Worms (1881), the future 
looked bleak. Such an earthy subject was typical Darwin: 
Suffering from angina, he looked forward to joining the 
worms, contemplating “Down graveyard as the sweetest 

place on earth.” He had a seizure in March 1882 and died 
of a heart attack on April 19, 1882. Influential groups 

wanted a grander commemoration than a funeral in 

Downe, something better for the gentleman naturalist who 

had delivered the “new Nature” into the new professionals’ 

hands. Huxley, who by taking over the public debate had 
preserved Darwin’s reputation of “sweet and gentle nature 
blossomed into perfection,” as a newspaper put it, con- 
vinced the canon of Westminster Abbey to bury the diffi- 
dent agnostic there. And so Darwin was laid to rest with 
full ecclesiastical pomp on April 26, 1882, attended by the 
new nobility of science and the state. 

MAJOR WORKS. Book-length works by Charles Darwin (pre- 
sented in chronological order of publication) include: Journal of 
Researches into the Geology and Natural History of the Various 
Countries Visited by H.M.S. Beagle (1839); The Structure and 
Distribution of Coral Reefs (1842); Geological Observations on 
the Volcanic Islands, Visited During the Voyage of H.M.S. Bea- 
gle (1844); Geological Observations on South America (1846); A 
Monograph on the Fossil Lepadidae; or, Pedunculated Cirripedes 
of Great Britain (1851); A Monograph on the Sub-Class Cirri- 
pedia, 2 vol. (1851-54); A Monograph on the Fossil Balanidae 
and Verrucidae of Great Britain (1854); On the Origin of Species 
by Means of Natural Selection; or, The Preservation of Favoured 
Races in the Struggle for Life (1859); On The Various Con- 
trivances by Which British and Foreign Orchids Are Fertilised by 
Insects (1862); The Variation of Animals and Plants Under Do- 
mestication, 2 vol. (1868); The Descent of Man, and Selection in 
Relation to Sex, 2 vol. (1871); The Expression of the Emotions in 
Man and Animals (1872); Insectivorous Plants (1875); The Move- 
ments and Habits of Climbing Plants (1875); The Effects of Cross 
and Self Fertilisation in the Vegetable Kingdom (1876); The Dif- 
ferent Forms of Flowers on Plants of the Same Species (1877); 
The Power of Movement in Plants (1880); The Formation of Veg- 
etable Mould, Through the Action of Worms, with Observations 
on Their Habits (1881). 
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Death 
uring the latter half of the 20th century, death has 

Dic a strangely popular subject. Before that 
time, perhaps rather surprisingly, it was a theme 

largely eschewed in serious scientific, and to a lesser extent, 
philosophical speculations. It was neglected in biological 
research and, being beyond the physician’s ministrations, 
was deemed largely irrelevant by medical practice. In 
modern times, however, the study of death has become a 
central concern in all these disciplines and in many others. 
“So many more people seem to die nowadays,” an el- 

derly lady is alleged to have said, scanning the obituary 
columns of a famous daily. This was not just a comment 
on the documented passing of a cohort. Various journals 
now not only list the dead but also describe what they 
died of, at times in some detail. They openly discuss 
subjects considered too delicate or personal less than a 
generation ago. Television interviewers question relatives 
of the dying—or even the dying themselves—and films 
depict murders or executions in gruesome and often quite 
accurate detail. Death is no longer enshrined in taboos. 
Popular readiness to approach these matters and a general 
desire to be better informed about them reflect a change 
in cultural attitudes perhaps as great as that which accom- 

panied the more open discussion of sex after World War I. 
Thanatology—the study of death—delves into matters 

as diverse as the cultural anthropology of the notion of 
soul, the burial rites and practices of early civilizations, 
the location of cemeteries in the Middle Ages, and the 

conceptual difficulties involved in defining death in an 
individual whose brain is irreversibly dead but whose res- 
piration and heartbeat are kept going by artificial means. 
It encompasses the biological study of programmed cell 
death, the understanding care of the dying, and the cre- 
ation of an informed public opinion as to how the law 
should cope with the stream of problems generated by 
intensive-care technology. Legal and medical quandaries 
regarding the definition of death and the rights of the 
terminally ill (or their families) to refuse life-prolonging 
treatments force physicians to think like lawyers, lawyers 
like physicians, and both like philosophers. In his Historia 
Naturalis (Natural History), the Roman author Pliny the 
Elder wrote that “so uncertain is men’s judgment that 
they cannot determine even death itself.” The challenge 
remains, but if humans now fail to provide some answers 
it will not be for lack of trying. 
This article is divided into the following sections: 

ee 

The meaning of death 982 
The biological problems 983 

Death: process or event 983 
The “point of no return” 983 

Cell death 984 
Clinical death 985 

Functions of the brain stem 985 
Mechanisms of brain-stem death 985 
Evolution of the concept of brain-stem death 985 

Diagnosis of brain-stem death 986 
The cultural background 986 

Ancient Egypt 987 
Mesopotamia 987 
Judaism 988 
Hinduism 989 
Islam 991 
The modern Western context 

Bibliography 994 
992 

sa 

THE MEANING OF DEATH 

This subject can be approached from a variety of perspec- 
tives. It can, for example, be viewed historically, in terms 
of how popular perceptions of death have been reflected 
in poetry, literature, legend, or pictorial art. Illustrations 
of those killed in battle and of their severed parts find 
particular prominence in ancient Egyptian art. The cam- 
paign of the 13th-century-sc Egyptian king Ramses II 
against the Hittites, in particular the Battle of Kadesh, is 
recorded in gruesome detail on the battle reliefs of 19th- 
and 20th-dynasty temples in Upper Egypt. Assyrian art, 
too, made great play of illustrating cadavers. Those slaugh- 
tered by the king Ashurbanipal (flourished 7th century 
BC) in his campaign against the Arabian king Uate are 
shown having their eyes plucked out by vultures. These 
very concrete depictions of the meaning of death seem to 
have had mainly propagandistic value, boosting the self- 
confidence of the victors and inspiring fear among the 
defeated. Deities of the dead were features of many early 
cultures, but apart from ancient Egypt neither such deities 
nor those over whom they held dominion were the subject 
of any significant artistic representation. In Egypt, sepul- 
chral iconography was to reach truly impressive heights, 
particularly after the democratization of the Osirian cult 
with its promise of an afterlife for everyone. Well-known 
sculptors produced some striking individual tombstones 
in both ancient Greece and Rome, but it was medieval 
Christianity that gave real impetus to this practice, which 
can be thought of as an attempt to perpetuate among the 
living a vivid memory of the dead. The representation of 
death itself, usually personified in the form of a skeleton, 
seems to have developed on a large scale only in medieval 
Christian art. 
An alternative approach is to look at the meaning of 

death in terms of various eschatologies (beliefs regarding 

death and the end of the world). Human beings have been 
the only species to bury their dead in a systematic way, 
often with implements to be used in a further existence. 
The study of death rites and customs illustrates impres- 
sively the relation between religious belief and popular 
practice in the presence of the dead. Such an approach 
starts from the meaning of death in those cultures (such 
as Phoenician, early Judaic, Homeric, Epicurean, and 
Stoic) in which only a shadowy afterlife or no afterlife 
at all was envisaged; it analyzes other traditions (such as 
Sumero-Akkadian) in which ambiguities and contradic- 
tions abounded; and it finally searches for death’s meaning 
in those cultures (such as ancient Egyptian, Zoroastrian, 
Hindu, Orphic, Platonic, Christian, Pharisaic Judaic, and 
Islamic) in which a very “physical” afterlife, or the pres- 
ence of an eternal soul, played central roles. 
Both the historical and the eschatological approaches 

share a common advantage: they need not be preceded by 
a definition of death. They accept death as an easily deter- 
mined empirical fact, not requiring discussion or further 
elaboration. But a conceptual crisis has arisen in modern 
medicine and biology, a crisis that stems precisely from the 
realization that the definition of death—taken for granted 
for millennia—requires reexamination. To approach the 
subject of death from the biological angle, which is per- 
haps the most difficult and arguably the most challenging 
perspective, certainly reflects some of the most pressing 
needs of modern times. 
Many dictionaries define death as “the extinction or 

cessation of life” or as “ceasing to be.” As life itself is 
notoriously difficult to define—and as everyone tends to 
think of things in terms of what is known—the problems 
in defining death are immediately apparent. The most 
useful definitions of life are those that stress function, 
whether at the level of physiology, of molecular biology 
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and biochemistry, or of genetic potential. Death should be 
thought of as the irreversible loss of such functions. 
The remainder of this article first explores the recurrent 

problems involved in seeking a biological definition of 
death. It then examines the implications of these prob- 
lems in relation to human death. In this context, the 
article raises two major points: (1) death of the brain is 
the necessary and sufficient condition for death of the 
individual; and (2) the physiological core of brain death 
is the death of the brain stem. Finally, the article surveys 
notions about the meaning of human death that have 
prevailed throughout history in a wide variety of cultural 
contexts. By so doing, it attempts to show that brain- 
stem death, far from being a radically new idea, turns out 
to have always provided both an ultimate mechanism of 
death and a satisfactory anatomical basis for a wide range 
of philosophical concepts relating to death. 

THE BIOLOGICAL PROBLEMS 

Whether one considers the death of individual cells, the 
death of small multicellular organisms, or the death of 

a human being, certain problems are repeatedly met. 
The physicist may encounter difficulties in trying to de- 
fine death in terms of entropy change and the second 
law of thermodynamics. So may the histologist looking 
at the ultrastructure of dying tissue through an electron 
microscope. Pope Pius XII, speaking to an International 
Congress of Anesthesiologists in 1957, raised the question 
of when, in the intensive care unit, the soul actually 
left the body. More secularly inclined philosophers have 
meanwhile pondered what it was that was so essential to 
the nature of man that its loss should be called death. 
The questions of what may or may not be legitimately 
demanded of a “beating-heart cadaver” (in terms of sup- 
plying donor organs for transplants or of serving as a 
subject for physiological experimentation) has given new 
poignancy to the quip made by the English author Sir 
Thomas Browne in 1643: “With what strife and pains we 
come into the world we know not, but ’tis commonly no 
easy matter to get out of it.” Common conceptual diffi- 
culties underlie many of these questions. 
Death: process or event. The American physician and 

writer Oliver Wendell Holmes said “to live is to function” 
and “that is all there is in living.” But who or what is the 
subject who lives because it functions? Is death the irre- 
versible loss of function of the whole organism (or cell); 
that is, of every one of its component parts? Or is it the 
irreversible loss of function of the organism (or cell) as a 
whole; that is, as a meaningful and independent biological 
unit? To perceive the difference between the two questions 
is to understand many modern controversies about death. 
The described dichotomy is clearly part of a much wider 
one: civilizations fall apart yet their component societies 
live on; societies disintegrate but their citizens survive; in- 
dividuals die while their cells, perversely, still metabolize; 
finally, cells can be disrupted yet the enzymes they release 
may, for a while, remain active. 
Such problems would not arise if nature were tidier. In 

nearly all circumstances human death is a process rather 
than an event. Unless caught up in nuclear explosions 
people do not die suddenly, like the bursting of a bubble. 
A quiet, “classical” death provides perhaps the best illus- 
tration of death as a process. Several minutes after the 
heart has stopped beating, a mini-electrocardiogram may 
be recorded, if one probes for signals from within the car- 
diac cavity. Three hours later, the pupils still respond to 
pilocarpine drops by contracting, and muscles repeatedly 
tapped may still mechanically shorten. A viable skin graft 
may be obtained from the deceased 24 hours after the 
heart has stopped, a viable bone graft 48 hours later, and 
a viable arterial graft as late as 72 hours after the onset of 
irreversible asystole (cardiac stoppage). Cells clearly differ 
widely in their ability to withstand the deprivation of oxy- 
gen supply that follows arrest of the circulation. 
Similar problems arise, but on a vastly larger scale, when 

the brain is dead but the heart (and other organs) are 
kept going artificially. Under such circumstances, it can 
be argued, the organism as a whole may be deemed dead, 
although the majority of its cells are still alive. 
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The “point of no return.” To claim that death is a pro- 
cess does not imply that this process unfurls at an even 
rate, or that within it there are not “points of no return.” 
The challenge is to identify such points with greater pre- 
cision for various biological systems. At the clinical level, 
the irreversible cessation of circulation has for centuries 
been considered a point of no return. It has provided (and 
still provides) a practical and valid criterion of irreversible 
loss of function of the organism as a whole. What is new 
is the dawning awareness that circulatory arrest is a mech- 
anism of death and not in itself a philosophical concept 
of death; that cessation of the heartbeat is only lethal if 
it lasts long enough to cause critical centres in the brain 
stem to die; and that this is so because the brain stem is 
irreplaceable in a way the cardiac pump is not. These are 
not so much new facts as new ways of looking at old ones. 
Failure to establish beyond all doubt that the point of 

no return had been reached has, throughout the ages, had 

interesting effects on medical practice. The Thracians, ac- 
cording to the ancient Greek historian Herodotus, kept 
their dead for three days before burial. The Romans kept 
the corpse considerably longer; the Roman author Servius, 
in his commentary on Virgil, records that “on the eighth 
day they burned the body and on the ninth put its ashes 
in the grave.” The practice of cutting off a finger, to see 
whether the stump bled, was often resorted to. Even the 
most eminent proved liable to diagnostic error. The 16th- 
century Flemish physician Andreas Vesalius, probably the 
greatest anatomist of all time, professor of surgery in Padua 
for three years and later physician to the Holy Roman 
emperor Charles V, had to leave Spain in a hurry in 1564. 
He was performing a postmortem when the subject, a no- 
bleman he had been attending, showed signs of life. This 
was at the height of the Spanish Inquisition and Vesalius 
was pardoned only on the condition that he undertake a 
pilgrimage to the Holy Sepulchre in Jerusalem. 
Fears of being buried alive have long haunted hu- 

mankind. During the 19th century, for example, accounts 
of “live sepulture” appeared in medical writing and led to 
repeated demands that putrefaction—the only sure sign of 
death of the whole organism—be considered an essential 
prerequisite to a diagnosis of death. Anxieties had become 
so widespread following the publication of some of U.S. 
author Edgar Allan Poe’s macabre short stories that Count 
Karnice-Karnicke, a Russian nobleman, patented a coffin 
of particular type. If the “corpse” regained consciousness 
after burial, it could summon help from the surface by 
activating a system of flags and bells. Advertisements 
described the price of the apparatus as “exceedingly rea- 
sonable, only about twelve shillings.” 
At the turn of the century, a sensation-mongering press 

alleged that there were “many ugly secrets locked up un- 
derground.” There may have been some basis for these 
claims: instances of collapse and apparent death were 
not uncommon during epidemics of plague, cholera, and 
smallpox; hospitals and mortuaries were overcrowded, 
and there was great fear of the spread of infection. This 
agitation resulted in stricter rules concerning death certi- 
fication. In the United Kingdom, statutory obligations to 
register deaths date only from 1874, and at that time it was 
not even necessary for a doctor to have viewed the corpse. 
The second half of the 20th century has seen tremendous 

developments in the field of intensive care and the emer- 
gence of new controversies concerning the point of no 
return. Modern technology now makes it possible to main- 
tain ventilation (by respirators), cardiac function (by vari- 
ous pumping devices), feeding (by the intravenous route), 
and the elimination of the waste products of metabolism 
(by dialysis) in a body whose brain is irreversibly dead. 
In these macabre by-products of modern technology, a 
dissociation has taken place between the various compo- 
nents of death so that the most important—the death of 
the brain—occurs before, rather than after, the cessation 

of other functions, such as circulation. Such cases have 

presented both practical and conceptual problems, but the 
latter need not have arisen had what happens during de- 

capitation been better appreciated. 
“Beating-heart cadavers” were of course familiar to the 

observant long before the days of intensive care units. A 
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photograph of a public decapitation in a Bangkok square 
in the mid-1930s illustrates such a case. The victim is 
tied to a stake and the head has been severed, but jets of 
blood from the carotid and vertebral arteries in the neck 
show that the heart is still beating. It is doubtful that any- 
one would describe the executed man—as distinct from 
some of his organs—as still alive. This gruesome example 
stresses three points: it reiterates the fact, admittedly from 
an unusual angle, that death is a process rather than an 
event; it emphasizes the fact that in this process there is a 
point of no return; and it graphically illustrates the differ- 
ence between the death of the organism as a whole and the 
death of the whole organism. In thinking the implications 
through, one takes the first steps toward understanding 
brain death. The executed man has undergone anatomical 
decapitation. Brain death is physiological decapitation: it 
arises when intracranial pressure exceeds arterial pressure, 
thereby depriving the brain of its blood supply as effi- 
ciently as if the head had been cut off. The example serves 
as an introduction to the proposition that the death of 
the brain is the necessary and sufficient condition for the 
death of the individual. 
These issues were authoritatively discussed in 1968, at 

the 22nd World Medical Assembly in Sydney, Australia. 
The assembly stated that “clinical interest lies not in the 
state of preservation of isolated cells but in the fate of 
a person. The point of death of the different cells and 
organs is not as important as the certainty that the process 
has become irreversible.” The statement had a profound 
effect on modern medical thinking. “Irreversible loss of 
function of the organism as a whole” became an accepted 
clinical criterion of death. 
Semantic confusion may underlie some of the contro- 

versies Outlined in this section. In many languages, in- 
cluding English, the word death may be used in various 
ways. The Concise Oxford Dictionary for instance defines 
death both as “dying” (a process) and as “being dead” 
(a state). Expressions such as “a painful death” and “a 
lingering death” show how often the word is used in the 
former sense. Many people are afraid of dying yet can 
face the prospect of being dead with equanimity. Another 
source of confusion that bedevils discussions about death 
is what the great English mathematician and philosopher 
Alfred North Whitehead called the “fallacy of misplaced 
concreteness.” This occurs when one treats an abstraction 
(however useful it may be to denote the behaviour or 
properties of objects under specific circumstances) as if 
it were itself a material thing. “O death, where is thy 
sting?” may be a searching metaphorical question, but 
such queries can only confuse the biologist. When the 
poet John Milton wrote of “the pain of death denounced, 
whatever thing death be,” the conceptual problem was of 
his own making. 
The next two sections of this article illustrate these gen- 

eral principles concerning death from each end of the 
spectrum of living things: from the level of the cell and 
from that of the fully developed human being. 

CELL DEATH 

A vast amount of work has been devoted since the late 
19th century to discovering how cells multiply. The study 
of how and why they die is a relatively recent concern: 
a rubric entitled “cell death” only appeared in the Index 
Medicus, an index to medical literature, in 1979. 
What most textbooks of pathology describe as cell death 

is coagulative necrosis. This is an abnormal morpholog- 
ical appearance, detected in tissue examined under the 
microscope. The changes, which affect aggregates of adja- 
cent cells or functionally related cohorts of cells, are seen 
in a variety of contexts produced by accident, injury, or 
disease. Among the environmental perturbations that may 
cause cell necrosis are oxygen deprivation (anoxia), hyper- 
thermia, immunological attack, and exposure to various 
toxins that inhibit crucial intracellular metabolic processes. 
Coagulative necrosis is the classical form of cell change 
seen when tissues autolyze (digest themselves) in vitro. 
But cells may die by design as well as by accident. Re- 

search in developmental pathology has stressed the biolog- 
ical importance of this other kind of cell death, which has 

been referred to as programmed cell death. In vertebrates 
it has been called apoptosis and in invertebrates, cell 
deletion. Programmed cell death plays an important role 
in vertebrate ontogeny (embryological development) and 
teratogenesis (the production of malformations), as well 
as in the spectacular metamorphoses that affect tadpoles 
or caterpillars. Such programmed events are essential if 
the organism as a whole is to develop its normal final 
form. Waves of genetically driven cell death are critical 
to the proper modeling of organs and systems. The in- 
flections (curvatures) of the developing mammalian brain 
and spinal cord, for instance, or the achievement of a 

proper numerical balance between functionally related cell 
groups, cannot be understood without an appreciation of 
how the death of some (or many) cells is necessary for 
others to reach maturity. Localized cell death, occurring at 
precise moments during normal ontogeny, explains phe- 
nomena as varied as the fashioning of the digits or the 
involution of phylogenetic vestiges. Several congenital ab- 
normalities can be attributed to disorders of programmed 
cell death. Cell death occurs spontaneously in normally 
involuting tissues such as the thymus. It can be initiated 
or inhibited by a variety of environmental stimuli, both 
physiological and pathological. Cell death even occurs in 
some of the cells of untreated malignant tumours, and it 
is seen during tumour regression induced by X rays or ra- 
diomimetic cytotoxic agents. Programmed cell death may 
also play a part in the process of aging, cells being designed 
to die after a certain number of mitotic divisions. Groups 
of cells responsible for the colour of human hair, for in- 
stance, may cease to function years before the hair itself 
loses the capacity to grow: the result is the “uncoloured” 
white hair of old age. 

The two types of cell death—imposed from without or 
programmed from within—have different morphological 
features. Furthermore, different intracellular mechanisms 
have been incriminated in their production. 
Necrosis is characterized by early swelling of the cy- 

toplasm and of the mitochondria (energy-releasing or- 
ganelles) within it. Later changes include the appearance of 
localized densities, possibly related to calcium deposition, 
in the matrix (ground substance) of the mitochondria. 
This is followed by the dissolution of “other cytoplasmic 
organelles and the separation of affected cells from their 
neighbours through shearing of intercellular junctions. 
Nuclear alterations occur late and are relatively unre- 
markable. The nucleus swells, becomes darker (pyknosis), 
and ruptures (karyolysis) at about the same time as does 
the plasma membrane, the outer envelope of the cell. The 
basic mechanism of necrosis is thought to be a loss of 
control over cell volume, related to changes in the per- 
meability of the cell membrane. These changes form the 
basis of several of the tests used to diagnose a necrotic cell 
in the laboratory. The affected membrane rapidly loses its 
ion-pumping capacity, and there are dramatic increases 
in the intracellular concentrations of sodium and calcium 
ions. This is followed by osmotic shock and the devel- 
opment of intracellular acidosis. The early injury to the 
mitochondria has profound repercussions on intracellular 
oxidative metabolism. The point of no return is reached 
with irreversible damage to mitochondrial structure and 
function. Later still, the lysosomes (membranous bags of 
hydrolytic enzymes found in most cells) rupture, releasing 
their acid enzymes into the cytoplasm of the cell. All this 
produces an ionic milieu unsuitable to the survival of the 
nucleus. Loss of the cell’s capacity to synthesize protein is 
the ultimate proof that it is functionally dead. 
Programmed cell death usually affects scattered single 

cells. Early ultrastructural features are the disintegration 
of cell junctions and condensations of the cytoplasm. The 
cells shrivel up instead of swelling. Lumps of chromatin 
aggregate at the surface of the nucleus. The nuclear mem- 
brane develops folds, and the nucleus splits into a num- 
ber of membrane-bound, ultrastructurally well-preserved 
fragments, which are shed and promptly taken up by spe- 
cialized scavenger cells or even by ordinary cells in the 
neighbourhood. Energy-producing mitochondria are pre- 
served until quite late. The nuclear changes seem to be en- 
ergy-dependent; they may reflect the fact that genes in the 
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nucleus are beginning to express themselves in new ways, 
in response to unknown stimuli. One of these responses 
seems to be the activation of endogenous endonucleases, 

enzymes in the cell nucleus that “suicidally” disrupt its 
cardinal functions. 
Time alone will tell whether the distinctions between the 

two types of cell death are valid or spurious, and whether 
the concept of apoptosis will gain wide acceptance. Reality 
will probably turn out to be a great deal more complex. 
Meanwhile, one should retain, without overemphasis, the 
twin visions of cell death—one in which death approaches 
the cell from the outside and the other in which death 
starts from within the living core of the cell itself. 

CLINICAL DEATH 

At the opposite end of the spectrum from cell death lies 
the death of a human being. It is obvious that the prob- 
lems of defining human death cannot be resolved in purely 
biological terms, divorced from all ethical or cultural con- 
siderations. This is because there will be repercussions 
(burial, mourning, inheritance, etc.) from any decisions 
made, and because the decisions themselves will have to 

be socially acceptable in a way that does not apply to the 
fate of cells in tissue culture. 
Unless death is defined at least in outline, the decision 

that a person is “dead” cannot be verified by any amount 
of scientific investigation. Technical data can never answer 
purely conceptual questions. Earlier in this article it was 
suggested that the death of the brain was the necessary and 
sufficient condition for the death of the individual, but 
the word death was not given much content beyond the 
very general definition of “irreversible loss of function.” If 
one seeks to marry conceptions of death prevalent in the 
oldest cultures with the most up-to-date observations from 
intensive care units, one might think of human death as 

the irreversible loss of the capacity for consciousness com- 
bined with the irreversible loss of the capacity to breathe. 
The anatomical basis for such a concept of human death 
resides in the loss of brain-stem function. 
Functions of the brain stem. The brain stem is the area 

at the base of the brain that includes the mesencephalon 
(midbrain), the pons, and the medulla. It contains the 
respiratory and vasomotor centres, which are responsible, 
respectively, for breathing and the maintenance of blood 
pressure. Most importantly, it also contains the ascending 
reticular activating system, which plays a crucial role in 
maintaining alertness (i.e., in generating the capacity for 
consciousness); small, strategically situated lesions in the 
medial tegmental portions of the midbrain and rostral 
pons cause permanent coma. All of the motor outputs 
from the cerebral hemispheres—for example, those that 
mediate movement or speech—are routed through the 
brain stem, as are the sympathetic and parasympathetic 
efferent nerve fibres responsible for the integrated func- 
tioning of the organism as a whole. Most sensory inputs 
also travel through the brain stem. This part of the brain 
is, in fact, so tightly packed with important structures that 
small lesions there often have devastating effects. By test- 
ing various brain-stem reflexes, moreover, the functions 
of the brain stem can be assessed clinically with an ease, 
thoroughness, and degree of detail not possible for any 
other part of the central nervous system. 
It must be stressed that the capacity for consciousness (an 

upper brain-stem function) is not the same as the content 
of consciousness (a function of the cerebral hemispheres); 
it is, rather, an essential precondition of the latter. If there 
is no functioning brain stem, there can be no meaningful 
or integrated activity of the cerebral hemispheres, no cog- 
nitive or affective life, no thoughts or feelings, no social 
interaction with the environment, nothing that might le- 
gitimize adding the adjective sapiens (“wise”) to the noun 
Homo (“man”). The “capacity for consciousness” is per- 
haps the nearest one can get to giving a biological flavour 
to the notion of “soul.” 
The capacity to breathe is also a brain-stem function, and 

apnea (respiratory paralysis) is a crucial manifestation of a 
nonfunctioning lower brain stem. Alone, of course, it does 
not imply death; patients with bulbar poliomyelitis, who 
may have apnea of brain-stem origin, are clearly not dead. 
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Although irreversible apnea has no strictly philosophical 
dimension, it is useful to include it in any concept of 
death. This is because of its obvious relation to cardiac 
function—if spontaneous breathing is lost the heart can- 
not long continue to function—and perhaps because of 
its cultural associations with the “breath of life.” These 
aspects are addressed in the later discussion of how death 
has been envisaged in various cultures. 
Mechanisms of brain-stem death. From as far back as 

medical records have been kept, it has been known that 
patients with severe head injuries or massive intracranial 
hemorrhage often die as a result of apnea: breathing stops 
before the heart does. In such cases, the pressure in the 

main (supratentorial) compartment of the skull becomes 
so great that brain tissue herniates through the tentorial 
opening, a bony and fibrous ring in the membrane that 
separates the spaces containing the cerebral hemispheres 
and the cerebellum. The brain stem runs through this 
opening, and a pressure cone formed by the herniated 
brain tissue may dislocate the brain stem downward and 
cause irreversible damage by squeezing it from each side. 
An early manifestation of such an event is a disturbance 
of consciousness; a late feature is permanent apnea. This 

was previously nature’s way out. 
With the widespread development of intensive care facil- 

ities in the 1950s and ’60s, more and more such moribund 

patients were rushed to specialized units and put on ven- 
tilators just before spontaneous breathing ceased. In some 
cases the effect was dramatic. When a blood clot could 
be evacuated, the primary brain damage and the pressure 
cone it had caused might prove reversible. Spontaneous 
breathing would return. In many cases, however, the mas- 
sive, structural intracranial pathology was irremediable. 
The ventilator, which had taken over the functions of the 
paralyzed respiratory centre, enabled oxygenated blood to 
be delivered to the heart, which went on beating. Physi- 
cians were caught up in a therapeutic dilemma partly of 
their own making: the heart was pumping blood to a dead 
brain. Sometimes the intracranial pressure was so high 
that the blood could not even enter the head. Modern 
technology was exacting a very high price: the beating- 
heart cadaver. 
Brain-stem death may also arise as an intracranial con- 

sequence of extracranial events. The main cause in such 
cases is circulatory arrest. The usual context is delayed 
or inadequate cardiopulmonary resuscitation following a 
heart attack. The intracranial repercussions depend on the 
duration and severity of impaired blood flow to the head. 
In the 1930s the British physiologist John Scott Haldane 
had emphasized that oxygen deprivation “not only stopped 
the machine, but wrecked the machinery.” Circulatory 
arrest lasting two or three minutes can cause widespread 
and irreversible damage to the cerebral hemispheres while 
sparing the brain stem, which is more resistant to anoxia. 
Such patients remain in a “persistent vegetative state.” 
They breathe and swallow spontaneously, grimace in re- 
sponse to pain, and are clinically and electrophysiolog- 
ically awake, but they show no behavioral evidence of 
awareness. Their eyes are episodically open (so that the 
term coma is inappropriate to describe them), but their 
retained capacity for consciousness is not endowed with 
any content. Some patients have remained like this for 
many years. Such patients are not dead, and their prog- 
nosis depends in large part on the quality of the care they 
receive. The discussion of their management occasionally 
abuts onto controversies about euthanasia and the “right 
to die.” These issues are quite different from that of the 
“determination of death,” and failure to distinguish these 
matters has been the source of great confusion. 
If circulatory arrest lasts for more than a few minutes, 

the brain stem—including its respiratory centre—will be 
as severely damaged as the cerebral hemispheres. Both the 
capacity for consciousness and the capacity to breathe will 
be irreversibly lost. The individual will then show all the 
clinical features of a dead brain, even if the heart can 
be restarted. 
Evolution of the concept of brain-stem death. It was 

against this sort of background that French neurologists, 
in 1958, described a condition they called coma dépassé 
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(literally, “a state beyond coma”). Their patients all had 
primary, irremediable, structural brain lesions; were deeply 
comatose; and were incapable of spontaneous breathing. 
They had not only lost their ability to react to the external 
world, but they also could no longer control their own 
internal environment. They became poikilothermic (i.e., 
they could not control their body temperature, which var- 
ied with that of the environment). They could not control 
their blood pressure or vary their heart rate in response to 
appropriate stimuli. They could not even retain body wa- 
ter and would pass great volumes of urine. The organism 
as a whole had clearly ceased to function. Coma dépassé 
was considered a “frontier state” between life and death. 
Ventilation was continued in the vast majority of such 
cases until the heartbeat ceased, usually a few days later. 
In 1968 the Ad Hoc Committee of the Harvard Med- 

ical School published a report entitled “A Definition of 
Irreversible Coma” in The Journal of the American Med- 
ical Association. This watershed article listed criteria for 
the recognition of the “brain-death syndrome.” It stated 
that the persistence of a state of apneic coma with no 
evidence of brain-stem and spinal reflexes and a flat elec- 
troencephalogram over a period of 24 hours implied brain 
death, provided the cause of the coma was known and 
provided reversible causes of brain dysfunction (such as 
hypothermia or drug intoxication) had been excluded. The 
report explicitly identified brain death with death (with- 
out seeking to define death) and endorsed the withdrawal 
of respiratory support in such cases. No evidence was 
published to legitimize the contention that the coma was 
irreversible; i.¢., that if artificial ventilation was continued 
no such patient ever recovered consciousness, and that all 

invariably developed asystole. There was wide medical ex- 
perience among the members of the committee, however, 
and its contentions have since been massively validated. 
Not a single exception has come to light. 
The next few years witnessed increasing sophistication 

in the techniques used to diagnose brain death, none of 
which, however, surpassed basic clinical assessment. In 
1973 two neurosurgeons in Minneapolis, Minn., identified 
the death of the brain stem as the point of no return 
in the diagnosis of brain death. In 1976 and 1979, the 
Conference of Royal Colleges and Faculties of the United 
Kingdom published important memoranda on the subject. 
The first described the clinical features of a dead brain 
stem, the second identified brain-stem death with death. 

In 1981 in the United States, the President’s Commis- 
sion for the Study of Ethical Problems in Medicine and 
Biomedical and Behavioral Research published a report 
(“Defining Death”) and a list of guidelines very similar 
to the British ones. The commission also proposed a 
model statute, called the Uniform Determination of Death 
Act, which was subsequently endorsed by the American 
Medical Association, the American Bar Association, and 
the National Conference of Commissioners on Uniform 
State Laws and became law in many states. International 
opinion and practice has moved along similar lines in 
accepting the concept of brain-stem death. 
Diagnosis of brain-stem death. The diagnosis is not 

technically difficult. In more and more countries, it is 
made on purely clinical grounds. The aim of the clinical 
tests is not to probe every neuron within the intracranial 
cavity to see if it is dead—an impossible task—but to 
establish irreversible loss of brain-stem function. This is 
the necessary and sufficient condition for irreversible un- 
consciousness and irreversible apnea, which together spell 
a dead patient. Experience has shown that instrumental 
procedures (such as electroencephalography and studies 
of cerebral blood flow) that seek to establish widespread 
loss of cortical function contribute nothing of relevance 
concerning the cardiac prognosis. Such tests yield answers 
of dubious reliability to what are widely felt to be the 
wrong questions. As the concept of brain-stem death is rel- 
atively new, most countries rightly insist that the relevant 
examinations be carried out by physicians of appropriate 
seniority. These doctors (usually neurologists, anesthetists, 
or specialists in intensive care) must be entirely separate 
from any who might be involved in using the patient’s 
organs for subsequent transplants. 

The diagnosis of brain-stem death involves three stages. 
First, the cause of the coma must be ascertained, and it 
must be established that the patient (who will always have 

been in apneic coma and on a ventilator for several hours) 
is suffering from irremediable, structural brain damage. 
Damage is judged “irremediable” based on its context, 
the passage of time, and the failure of all attempts to 
remedy it. Second, all possible causes of reversible brain- 

stem dysfunction, such as hypothermia, drug intoxication, 

or severe metabolic upset, must be excluded. Finally, the 

absence of all brain-stem reflexes must be demonstrated, 
and the fact that the patient cannot breathe, however 

strong the stimulus, must be confirmed. 
It may take up to 48 hours to establish that the pre- 

conditions and exclusions have been met; the testing of 
brain-stem function takes less than half an hour. When 
testing the brain-stem reflexes, doctors check for the fol- 
lowing normal responses: (1) constriction of the pupils in 
response to light, (2) blinking in response to stimulation 
of the cornea, (3) grimacing in response to firm pressure 
applied just above the eye socket, (4) movements of the 
eyes in response to the ears being flushed with ice wa- 
ter, and (5) coughing or gagging in response to a suction 
catheter being passed down the airway. All responses have 
to be absent on at least two occasions. Apnea, which also 
must be confirmed twice, is assessed by disconnecting the 
patient from the ventilator. (Prior to this test, the patient 
is fully oxygenated by being made to breathe 100 percent 
oxygen for several minutes, and diffusion oxygenation 
into the trachea is maintained throughout the procedure. 
These precautions ensure that the patient will not suffer 
serious oxygen deprivation while disconnected from the 
ventilator.) The purpose of this test is to establish the 
total absence of any inspiratory effort as the carbon diox- 
ide concentration in the blood (the normal stimulus to 
breathing) reaches levels more than sufficient to drive any 
respiratory centre cells that may still be alive. 
The patient thus passes through a tight double filter of 

preconditions and exclusions before he is even tested for 
the presence of a dead brain stem. This emphasis on strict 
preconditions and exclusions has been a major contribu- 
tion to the subject of brain-stem death, and it has obviated 
the need for ancillary investigations. Thousands of patients 
who have met criteria of this kind have had ventilation 
maintained: all have developed asystole within a few hours 
or a few days, and none has ever regained consciousness. 
There have been no exceptions. The relevant tests for 
brain-stem death are carried out systematically and with- 
out haste. There is no pressure from the transplant team. 
The developments in the idea and diagnosis of brain- 

stem death came as a response to a conceptual challenge. 
Intensive-care technology had saved many lives, but it 
had also created many brain-dead patients. To grasp the 
implications of this situation, society in general—and the 
medical profession in particular—was forced to rethink 
accepted notions about death itself. The emphasis had to 
shift from the most common mechanism of death (i.e., 
irreversible cessation of the circulation) to the results that 
ensued when that mechanism came into operation: irre- 
versible loss of the capacity for consciousness, combined 
with irreversible apnea. These results, which can also be 
produced by primary intracranial catastrophes, provide 
philosophically sound, ethically acceptable, and clinically 
applicable secular equivalents to the concepts of “depar- 
ture of the soul” and “loss of the ‘breath of life,’ ” which 
were So important to some earlier cultures. 

THE CULTURAL BACKGROUND 

Throughout history, specific cultural contexts have always 
played a crucial role in how people perceived death. Dif- 
ferent societies have held widely diverging views on the 
“breath of life” and on “how the soul left the body” at the 
time of death. Such ideas are worth reviewing (1) because 
of the light they throw on important residual elements 
of popular belief; (2) because they illustrate the distance 
traveled (or not traveled) between early beliefs and cur- 
rent ones; and (3) because of the relevance of certain old 
ideas to contemporary debates about brain-stem death and 
about the philosophical legitimacy of organ transplanta- 
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tion. The following discussion therefore focuses on how 
certain cultural ideas about death compare or contrast 
with the modern concept. For an overview of various 

eschatologies from a cross-cultural perspective, see RITES 
AND CEREMONIES, SACRED: Death rites and customs. 
Ancient Egypt. Two ideas that prevailed in ancient 

Egypt came to exert great influence on the concept of 
death in other cultures. The first was the notion, epito- 
mized in the Osirian myth, of a dying and rising saviour 
god who could confer on devotees the gift of immortality; 
this afterlife was first sought by the pharaohs and then by 
millions of ordinary people. The second was the concept 
of a postmortem judgment, in which the quality of the 
deceased’s life would influence his ultimate fate. Egyp- 
tian society, it has been said, consisted of the dead, the 

gods, and the living. During all periods of their history, 
the ancient Egyptians seem to have spent much of their 
time thinking of death and making provisions for their 
afterlife. The vast size, awe-inspiring character, and the 
ubiquity of their funerary monuments bear testimony to 
this obsession. 
The physical preservation of the body was central to all 

concerns about an afterlife; the Egyptians were a practical 
people, and the notion of a disembodied existence would 
have been totally unacceptable to them. The components 

of the person were viewed as many, subtle, and complex; 
moreover, they were thought to suffer different fates at 
the time of death. The physical body was a person’s khat, 
a term that implied inherent decay. The ka was the in- 
dividual’s doppelganger, or double; it was endowed with 
all the person’s qualities and faults. It is uncertain where 
the ka resided during life, but “to go to one’s ka” was a 
euphemism for death. The ka denoted power and prosper- 
ity. After death it could eat, drink, and “enjoy the odour 
of incense.” It had to be fed, and this task was to devolve 
on a specific group of priests. The ka gave comfort and 
protection to the deceased: its hieroglyphic sign showed 
two arms outstretched upward, in an attitude of embrace. 
The ba (often translated as “the soul”) conveyed notions 

of “the noble” and “the sublime.” It could enter the body 
or become incorporeal at will. It was represented as a 
human-headed falcon, presumably to emphasize its mo- 
bility. The ba remained sentimentally attached to the dead 
body, for whose well-being it was somehow responsible. 
It is often depicted flying about the portal of the tomb or 
perched on a nearby tree. Although its anatomical sub- 
stratum was ill-defined, it could not survive without the 
preserved body. 
Other important attributes were an individual’s khu (“spir- 

itual intelligence”), sekhem (“power”), khaibit (“shadow”), 
and ren (“name”). In the pyramid of King Pepi I, who 
ruled during the 6th dynasty (c. 2345-c. 2182 Bc), it is 
recorded how the dead king had “walked through the iron 
which is the ceiling of heaven. With his panther skin upon 
him, Pepi passeth with his flesh, he is happy with his 
name, and he liveth with his double.” The depictions of 

the dead were blueprints for immortality. Conversely, to 
blot out a person’s name was to destroy that individual for 
all eternity, to eliminate him from the historical record. 
The Stalinist and Maoist regimes in the Soviet Union 
and China were later to resort to the same means, with 
the same end in mind. They also, however, invented the 

concept of “posthumous rehabilitation.” 
The heart played a central part in how the Egyptians 

thought about the functioning of the body. Political and 
religious considerations probably lay behind the major 
role attributed to the heart. Many of the so-called facts 
reported in the Ebers papyrus (a kind of medical ency- 
clopaedia dating from the early part of the 18th dynasty; 
i.e., from about 1550 Bc) are really just speculations. This 
is surprising in view of how often bodies were opened 
during embalmment. A tubular system was rightly said to 
go from the heart “to all members” and the heart was said 
“to speak out of the vessels of every limb.” But the vessels 
were thought to convey a mixture of air, blood, tears, 
urine, saliva, nasal mucus, semen, and at times even feces. 

During the process of embalming, the heart was always 
left in situ or replaced in the thorax. According to the 
renowned Orientalist Sir Wallis Budge, the Egyptians saw 
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the heart as the “source of life and being,” and any dam- 
age to it would have resulted in a “second death” in which 
everything (ka, ba, khu, and ren) would be destroyed. In 
some sarcophagi one can still read the pathetic plea “spare 
us a second death.” 
The anatomical heart was the haty, the word ib referring 

to the heart as a metaphysical entity embodying not only 
thought, intelligence, memory, and wisdom, but also brav- 
ery, sadness, and love. It was the heart in its sense of ib 
that was weighed in the famous judgment scene depicted 
in the Ani papyrus and elsewhere. After the deceased had 
enumerated the many sins he had not committed (the so- 
called negative confession), the heart was weighed against 
the feather of Ma‘at (7.e., against what was deemed right 
and true). It had to prove itself capable of achieving bal- 
ance with the symbol of the law. The deceased who was 
judged pure was introduced to Osiris (in fact, became an 
Osiris). The deceased who failed was devoured by the 
monster Am-mit, the “eater of the dead.” It was never 

the physical body on earth that was resurrected, but a 
new entity (the Sahw) that “germinated” from it and into 
which the soul would slip. 

The Egyptians were concerned that the dead should be 
able to breathe again. The Pyramid Texts describe the cer- 
emony of the “opening of the mouth,” by which this was 
achieved. Immediately before the mummy was consigned 
to the sepulchral chamber, specially qualified priests placed 
it upright, touched the face with an adz, and proclaimed 
“thy mouth is opened by Horus with his little finger, with 
which he also opened the mouth of his father Osiris.” It 
has proved difficult to relate this ritual, in any meaningful 
way, to specific beliefs about the ka or ba. 
The brain is not mentioned much in any of the extant 

medical papyruses from ancient Egypt. It is occasionally 
described as an organ producing mucus, which drained 
out through the nose; or it is referred to by a generic term 
applicable to the viscera as a whole. Life and death were 
matters of the heart, although the suggested relationships 
were at times bizarre—for example, it was said that the 

“mind passed away” when the vessels of the heart were 
contaminated with feces. The only reference that might 
relate death to the brain stem is the strange statement in 
the Ebers papyrus (gloss 854f) to the effect that “life en- 
tered the body through the left ear, and departed through 
the right one.” 
It is clear why the Egyptians never cremated their dead: to 

do so would have destroyed for the deceased all prospects 
of an afterlife. Fortunately, there was no question of or- 
gan transplantation; in the prevailing cultural context, it 
would never have been tolerated. Whether the pharaohs 
would have been powerful enough—or rash enough—to 
transgress accepted norms had transplantation been feasi- 
ble is quite another matter. 
Mesopotamia. The Mesopotamian (Sumerian, Babylo- 

nian, and Assyrian) attitudes to death differed widely 
from those of the Egyptians. They were grim and stark: 
sickness and death were the wages of sin. This view was 
to percolate, with pitiless logic and simplicity, through 
Judaism into Christianity. Although the dead were buried 
in Mesopotamia, no attempts were made to preserve their 
bodies. 
According to Mesopotamian mythology, the gods had 

made humans of clay, but to the clay had been added the 
flesh and blood of a god specially slaughtered for the oc- 
casion. God was,.therefore, present in all people. The sole 
purpose of humanity’s creation was to serve the gods, to 
carry the yoke and labour for them. Offended gods with- 
drew their support, thereby opening the door to demons, 
whose activities the malevolent could invoke. 
The main strands of Sumero-Akkadian thought held no 

prospect of an afterlife, at any rate of a kind that anyone 
might look forward to. In the Gilgamesh epic, the aging 
folk hero, haunted by the prospect of his own death, sets 
off to visit Utnapishtim, who, with his wife, was the only 
mortal to have achieved immortality. He meets Siduri, 
the wine maiden, who exhorts him to make the most of 
the present for “the life which thou seekest thou wilt not 
find.” There was no judgment after death, a common fate 
awaiting the good and the bad alike. Death was conceived 
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of in terms of appalling grimness, unrelieved by any hope 
of salvation through human effort or divine compassion. 
The dead were, in fact, among the most dreaded beings in 
early Mesopotamian demonology. In a myth called “The 
Descent of Ishtar to the Underworld,” the fertility god- 
dess decides to visit kur-nu-gi-a (“the land of no return”), 
where the dead “live in darkness, eat clay, and are clothed 
like birds with wings.” She threatens the doorkeeper: “If 
thou openest not that I may enter I will smash the door- 
post and unhinge the gate. I will lead up the dead, that 
they may eat the living.” Given this background, it is not 
surprising that offerings to the dead were made in a spirit 
of fear; if not propitiated they would return and cause all 
kinds of damage. 
The Babylonians did not dissect bodies, and their ap- 

proach to disease and death was spiritual rather than 
anatomical or physiological. They did not speculate about 
the functions of organs but considered them the seat of 
emotions and mental faculties in general. The heart was 
believed to be the seat of the intellect, the liver of affec- 

tivity, the stomach of cunning, the uterus of compassion, 
and the ears and the eyes of attention. Breathing and life 
were thought of in the same terms. The Akkadian word 
napistu was used indifferently to mean “the throat,” “to 
breathe,” and “life” itself. 
Judaism. The canonical writings of biblical Judaism 

record the relations between certain outstanding individ- 
uals and their god. The events described are perceived as 
landmarks in the unfurling of a national destiny, designed 
and guided by that god. Jewish eschatology is in this sense 
unique: its main concern is the fate of a nation, not what 
happens to an individual at death or thereafter. 
In classical Judaism death closes the book. As the anony- 

mous author of Ecclesiastes bluntly put it: “For the living 
know that they will die, but the dead know nothing, and 

they have no more reward” (Eccles. 9:5). The death of 
human beings was like that of animals: “As one dies, 

so dies the other. They all have the same breath, and 
man has no advantage over the beasts. . . all are from the 
dust, and all turn to dust again” (Eccles. 3:19-20). Life 
alone mattered: “A living dog is better than a dead lion” 
(Eccles. 9:4). Even Job, whose questioning at times verges 
on subverting Yahwist doctrine, ends up endorsing the 
official creed: “Man dies, and is laid low.... As waters 
fail from a lake, and a river wastes away and dries up, So 
man lies down and rises not again; till the heavens are no 
more he will not awake, or be roused out of his sleep” 
(Job 14:10-12). 

Yet such views were far from universal. The archaeo- 
logical record suggests that the various racial elements 
assimilated to form the Jewish nation each had brought to 
the new community its own tribal customs, often based 

on beliefs in an afterlife. Both Moses (Deut. 14:1) and 
Jeremiah (Jer. 16:6) denounced mortuary practices taken 
to imply such beliefs. Necromancy, although officially for- 
bidden, was widely practiced, even in high places. Saul’s 
request to the witch of Endor to “bring up” the dead 
prophet Samuel for him (I Sam. 28:3-20) implied that the 
dead, or at least some of them, still existed somewhere 
or other, probably in Sheol, “the land of gloom and deep 
darkness” (Job 10:21). In Sheol, the good and the wicked 
shared a common fate, much as they had in the Babylo- 
nian underworld. The place did not conjure up images of 
an afterlife, for nothing happened there. It was literally 
inconceivable, and this is what made it frightening: death 
was utterly definitive, even if rather ill-defined. 
Many were unsatisfied by the idea that individual lives 

only had meaning inasmuch as they influenced the na- 
tion’s destiny for good or ill. There was only one life, they 
were told, yet their everyday experience challenged the 
view that it was on earth that Yahweh rewarded the pious 
and punished the wicked. The Book of Job offered little 
solace: it was irrelevant that the good suffered and that 
the wicked prospered. One did not pray to improve one’s 
prospects. The worship of God was an end in itself: it was 
what gave meaning to life. Against this backdrop of be- 
liefs, the longing for personal significance was widespread. 
It is difficult to determine when the notion of soul 

first emerged in Jewish writings. The problem is partly 

philological. The word nefesh originally meant “neck” or 
“throat,” and later came to imply the “vital spirit,” or 
anima in the Latin sense. The word ruach had at all times 
meant “wind” but later came to refer to the whole range 
of a person’s emotional, intellectual, and volitional life. It 

even designated ghosts. Both terms were widely used and 
conveyed a wide variety of meanings at different times, 
and both were often translated as “soul.” 
The notion of a resurrection of the dead has a more 

concrete evolution. It seems to have originated during 
Judaism’s Hellenistic period (4th century Bc—2nd century 
AD). Isaiah announced that the “dead shall live, their 
bodies shall rise,” and the “dwellers in the dust” would 

be enjoined to “awake and sing” (Isa. 26:19). Both the 
good and the wicked would be resurrected. According to 
their deserts, some would be granted “everlasting life,” 
others consigned to an existence of “shame and everlasting 
contempt” (Dan. 12:2). The idea that a person’s future 
would be determined by conduct on earth was to have 
profound repercussions. The first beneficiaries seem to 
have been those killed in battle on behalf of Israel. Judas 
Maccabeus, the 2nd-century-Bc Jewish patriot who led a 
struggle against Seleucid domination and Greek cultural 
penetration, found that his own supporters had infringed 
the law. He collected money and sent it to Jerusalem to 
expiate their sins, acting thereby “very well and honor- 
ably, taking account of the resurrection. For if he were 
not expecting that those who had fallen would rise again, 
it would have been superfluous and foolish to pray for the 
dead” (II Macc. 12:43-45). 
Sheol itself became departmentalized. According to the 

First Book of Enoch, a noncanonical work believed to 
have been written between the 2nd century Bc and the 
2nd century AD, Sheol was composed of three divisions, 
to which the dead would be assigned according to their 
moral deserts. The real Ge Hinnom (“Valley of Hinnom”), 
where the early Israelites were said to have sacrificed 
their children to Moloch (and in which later biblical gen- 
erations incinerated Jerusalem’s municipal rubbish), was 
transmuted into the notion of Gehenna, a vast camp de- 
signed for torturing the wicked by fire. This was a clear 
precursor of things to come—the Christian and Islamic 
versions of hell. 

Orphic and Platonic ideas also came to exert a profound 
influence on the Judaic concept of death. These were per- 
haps expressed most clearly in the apocryphal text known 
as the Wisdom of Solomon, written during the Ist century 
BC and reflecting the views of a cultured Jew of the Dias- 
pora. The author stressed that a “perishable body weighs 
down the soul” (Wisd. Sol. 9:15) and stated that “being 
good” he had “entered an undefiled body” (Wisd. Sol. 
8:20), a viewpoint that was quintessentially Platonic in its 
vision of a soul that predated the body. Flavius Josephus, 
the Jewish historian of the Ist century AD, recorded in Bel- 
lum Judaicum (History of the Jewish War) how doctrinal 
disputes about death, the existence of an afterlife, and the 

“fate of the soul” were embodied in the views of various 
factions. The Sadducees (who spoke for a conservative, 

sacerdotal aristocracy) were still talking in terms of the old 
Yahwist doctrines, while the Pharisees (who reflected the 
views of a more liberal middle class) spoke of immortal 
souls, some doomed to eternal torment, others promised 

passage into another body). The Essenes held views close 
to those of the early Christians. 
Following the destruction of the Temple (AD 70) and, 

more particularly, after the collapse of the last resistance 
to the Romans (c. 135), rabbinic teaching and exegesis 
slowly got under way. These flowered under Judah ha- 
Nasi (“Judah the Prince”), who, during his reign (c. 175- 
c. 220) as patriarch of the Jewish community in Palestine, 
compiled the collection of rabbinic law known as the 
Mishna. During the next 400 years or so, rabbinic teach- 
ing flourished, resulting in the production and repeated 
reelaboration first of the Palestinian (Jerusalem) and then 
of the Babylonian Talmuds. These codes of civil and re- 
ligious practice sought to determine every aspect of life, 
including attitudes toward the dead. The concepts of im- 
mortality and resurrection had become so well established 
that in the Eighteen Benedictions (recited daily in syna- 
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gogues and homes) God was repeatedly addressed as “the 
One who resurrects the dead.” Talmudic sources warned 

that “anyone who said there was no resurrection” would 
have no share in the world to come (tractate Sanhedrin 
10:1). Over the centuries, a radical doctrinal shift had oc- 
curred. One would have to await the great political volte- 
faces of the 20th century to witness again such dramatic 
gyrations of decreed perspective. 
One of the strangest notions to be advanced by rab- 

binic Judaism—and of relevance to the evolution of the 
concept of death—was that of the “bone called Luz” (or 

Judenknochlein, as it was to be called by early German 
anatomists). In his Glossa magna in Pentateuchum (AD 
210), Rabbi Oshaia had affirmed that there was a bone 
in the human body, just below the 18th vertebra, that 
never died. It could not be destroyed by fire, water, or any 
other element, nor could it be broken or bruised by any 
force. In his exceeding wisdom, God would use this bone 
in the act of resurrection, other bones coalescing with it 
to form the new body that, duly breathed upon by the 
divine spirit, would be raised from the dead. The name 
of the bone was derived from /us, an old Aramaic word 
meaning “almond.” The emperor Hadrian had apparently 
once asked Rabbi Joshua, son of Chanin, how God would 
resurrect people in the world to come. The rabbi had an- 
swered “from the bone Luz in the spinal column.” He had 
then produced a specimen of such a bone, which could 
not be softened in water or destroyed by fire. When struck 
with a hammer, the bone had remained intact while the 

anvil upon which it lay had been shattered. The bone had 
apparently been called Aldabaran by the Arabs. In some 
of the most interesting writings of polemical anatomy, 
Vesalius showed, in 1543, that the bone did not exist. 
Orthodox Jewish responses to current medical controver- 

sies concerning death are based on biblical and Talmudic 
ethical imperatives. First, nothing must be done that might 
conceivably hasten death. Life being of infinite worth, a 
few seconds of it are likewise infinitely valuable. Causing 
accidental death is seen as only one step removed from 
murder. When a patient is in the pangs of death the bed 
should not be shaken, as even this might prove to be the 

last straw. Such invasive diagnostic procedures as four- 
vessel angiography (to assess cerebral blood flow) would 
almost certainly be frowned upon. Even a venipuncture 
(say, for tissue typing) could be conceived of as shpikhut 
damim, a spilling of blood with nefarious intent. In sec- 
ular medical practice, however, problems of this sort are 
unlikely to arise. Much more important is the conceptual 
challenge presented by the beating-heart cadaver. Here it 
must be stressed that absence of a heartbeat was never 
considered a cardinal factor in the determination of death 
(Bab. Talmud, tractate Yoma 85A). Talmudic texts, more- 
over, clearly recognized that death was a process and not 
an event: “the death throes of a decapitated man are 
not signs of life any more than are the twitchings of a 
lizard’s amputated tail” (Bab. Talmud, tractate Chullin 
21A; Mishna, Oholoth 1:6). The decapitated state itself de- 
fined death (Maimonides: Tumath Meth 1:15). Brain-stem 
death, which is physiological decapitation, can readily be 
equated with death in this particular perspective. 
What mattered, in early Jewish sources, was the capacity 

to breathe spontaneously, which was seen as an indicator 
of the living state. The Babylonian Talmud (tractate Yoma 
85A) explained that when a building collapsed, all life- 
saving activities could legitimately cease on determination 
that the victim was no longer breathing. The instructions 
were quite explicit: “As soon as the nose is uncovered no 
further examination need be made, for the Tanach (Bible) 
refers to ‘all living things who have the breath of life in 
their nostrils.’ ” 
Apnea alone, of course, does not constitute death; it is a 

necessary but not a sufficient condition for such a diagno- 
sis. But if apnea is conjoined to all that is implied in the 
notion of the decapitated state (in terms of the irreversible 
loss of the capacity for consciousness, for instance), one 
finds that the concepts of death in the Talmud and in the 
most modern intensive care unit are virtually identical. 
The issue of transplantation is more complex. The Tal- 

mud forbids the mutilation of a corpse or the deriving of 
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any benefit from a dead body, but these considerations 
can be overridden by the prescriptions of pikuakh nefesh 
(“the preservation of life”). The Chief Rabbi of Israel has 
even argued that, as a successful graft ultimately becomes 
part of the recipient, prohibitions related to deriving ben- 
efit from the dead do not, in the long run, apply. 

Hinduism. Among the collected hymns of the Rigveda 
(which may date from 1500 Be and probably constitute 
the earliest known book in the world), there is a “Song of 

Creation.” “Death was not there,” it states, “nor was there 
aught immortal.” The world was a total void, except for 
“one thing, breathless, yet breathed by its own nature.” 
This is the first recorded insight into the importance of 
respiration to potential life. 
Later, by about 600 Bc, the Upanisads (a collection 

of searching, intellectually stimulating Indo-Aryan texts) 
record the quest for a coordinating principle that might 
underlie such diverse functions of the individual as speech, 
hearing, and intellect. An essential attribute of the living 
was their ability to breathe (an). Their prana (“breath”) 
was so vital that on its cessation the body and its faculties 
became lifeless and still. The word for “soul,” Gtman, is 
derived from an, thus placing the concept of breath at the 
very core of the individual self or soul. 
The Hindu concept of the soul is central to an under- 

standing of most Hindu practices related to death. In The 
Discovery of India, Jawaharlal Nehru described Hinduism 
as a faith that was “vague, amorphous, many-sided and 
all things to all men.” The practices that the religion 
inspires do indeed entail acts that appear contradictory. 
What is unique to Hinduism, however, is that these are 

not perceived as contradictions. A common thread unites 
the most abstract philosophical speculations and childish 
beliefs in ghosts; a deep respect for nonviolence and the 
bloodiness of certain sacrificial rites; extreme asceticism 
and the sexual aspects of Tantric worship. At very dif- 
ferent levels of sophistication, these all represent attempts 
to expand human perception of the truth and to achieve 
a cosmic consciousness. To the intellectually inclined 
Hindu, the eternal, infinite, and all-pervasive principle 
of Brahman alone is real, and the acquisition of cosmic 
consciousness allows humans to become one with it. The 
individual soul (atman) is merely a particle of this cosmic 
principle, the relationship being likened to that between 
air, temporarily trapped in an earthen jar, and the endless 
space without; or to that between a particular wave and 
the ocean as a whole. 
Death practices are probably more important in Hin- 

duism than in any other religion. At one level they derive 
from explicit religious premises. Each being is predestined 
to innumerable rebirths (samsdra), and one’s aggregate 
moral balance sheet (Karman) determines both the length 
of each life and the specific form of each rebirth. Moral 
attributes are minutely quantifiable causal agents: every 
grain sown in this existence is reaped in the next. The 
prospect of innumerable lives is therefore envisaged with 
dismay. To escape the dreaded rebirths is to achieve final 
emancipation (moksa). “Life everlasting” (at least of the 
type already sampled) is the last thing a Hindu would 
aspire to. Moksa can be achieved only by the saintly, or 
perhaps by those who have died in Varanasi and had their 
ashes strewed on the Ganges River. For others, the wages 

of worldliness is inevitable reincarnation. 
Hindu death practices, however, also reflect popular be- 

liefs and fears, as well as local customs. They thus may 
vary considerably from region to region or from sect to 
sect, bearing a rather variable relation to religious doc- 
trine. Many practices are derived from the Dharma-sastra 
of Manu, the most authoritative of the books of Hindu 
sacred law. The alleged author of the book is the mythical 
sage Manu, who combined flood-surviving attributes (like 
Noah of Jews and Christians, and Utnapishtim of the 

Mesopotamians) with law-giving propensities (like Moses 
and Hammurabi). The book, which grew by repeated ad- 
ditions over many centuries, reflects the evolving interests 
of a male Brahman priesthood: its prescriptions are over- 
whelmingly recorded in terms of what is appropriate for 
men. Women are seldom referred to, and then often in 
derogatory terms. 
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Death practices. Hindus hold that a span of 120 years 
has been allotted to human life, a strange notion in a 
country where the average life expectancy was under 30 
into the 20th century. They have no difficulty with the 
concept of death as a process. Mythological beliefs involv- 
ing early Vedic gods held that the god reigning over the 
ears departed early, as did the gods of the eyes, hands, and 
mind. 
When devout Hindus sense death approaching, they be- 

gin repeating the monosyllable Om. (This word refers to 
Brahman and is widely used in religious observance to 
help concentrate the mind on what matters.) If it is the 
last word on a person’s lips, it guarantees a direct passage 
to moksa. When the dying are judged to have only an 
hour or so left, they are moved from their bed to a mat- 
tress on the floor and their heads are shaved. The space 
between ground and the ceiling is thought to symbolize 
the troubled area between earth and sky, and those dying 
there may return after death as evil spirits. A space on 
the ground is sanctified with Ganges water and various 
other ingredients, including cow dung, barley, and sesame 
seeds. A Hindu should never die in bed, but lying on 
the ground. As they take their last breaths, the dying are 
moved from the mattress to ground. Experienced mem- 
bers of the family are usually present to help decide the 
opportune moment. Water taken from the confluence of 
the rivers Ganges and Yamuna (at Allahabad) is poured 
into the mouth, into which is also placed a leaf of the 
tulsi plant (Ocimum sanctum). The forehead is smeared 

with white clay (gopi candana). A woman whose death 
precedes her husband’s is considered so fortunate that her 
face, and especially her forehead, may be smeared with 
red. Sometimes, if there is doubt as to whether death has 
occurred, a lump of ghee (clarified butter) is placed on the 
forehead; if it does not melt, it is taken as a sign that life is 
extinct—an interesting but potentially misleading practice 
in the light of modern awareness of how hypothermia can 
mimic death. The dead body is wrapped in clean cloth of 
varying colours that indicate age. In the home the relatives 
walk clockwise around the body; they will walk around 
the funeral pyre in the opposite direction. 
The body is looked upon as an offering to Agni, god 

of fire. According to the Vedas, the Indo-Aryans used to 
bury their dead. Why the Hindus and Buddhists burn 
theirs has been the subject of much controversy. It has 
been variously interpreted as a gesture of purification, as 
the most efficient means of releasing the soul from the 
corrupted body, as a public health measure with important 
ecological benefits in a crowded country, or as a symbol of 
the transitory nature of any particular life and the desire 
that it should end in permanent anonymity. Fire taken 
from the deceased’s home is transported to the cremation 
ground in a black earthen pot; this is carried immediately 
in front of the deceased, and nothing must come between 
them. For many years women were not allowed to follow 
the cortege, and only the wives of Brahmans could walk 
around the pyre. At the cremation site, a lighted torch is 
handed to the eldest son or grandson, who ignites the pyre, 
near the feet of the dead woman, at the head of the dead 
man. While the body is burning the soul is thought to seek 
refuge within the head. The intense heat usually explodes 
the skull, liberating the soul; when this does not happen 
spontaneously, the skull is deliberately shattered by blows 
from a cudgel. Other traditions hold that the soul passes 
out through the nose, eyes, and mouth. Some believe it 
is better still if it leaves through the anterior fontanel, 
an opening in the skull that normally closes during early 
childhood. Such theorists hold that if the deceased has 
practiced yoga or intense meditation, this opening will 
reopen, allowing free passage to the soul. In some parts 
of India it is believed that the souls of the really wicked 
depart through the rectum, and in so doing acquire such 
defilement that endless purification is necessary. 
Children under the age of two are not cremated but 

buried. When dying, they are not placed on the ground; 
instead they are allowed to expire in their mothers’ arms. 
There are no special death rites; it is felt the child must 
have been a monster of iniquity in its previous life to have 
incurred such a terrible Karman. Infant mortality is clearly 

attributed to the child’s own wickedness and carries a load 
of 84 lakhs of rebirths (i.e., the child has to be reborn 
8,400,000 times). The ceremonial defilement of relatives 

is short, lasting only three days. Among the very high- 
caste Nagaras, when a pregnant woman dies the fetus is 
removed and buried, while the mother is cremated. 
Ascetics, too, are buried rather than burnt, usually in 

an upright posture with the body surrounded with salt. 
Lepers and smallpox victims used to be buried in a recum- 
bent position. Smallpox has been eradicated, and leprosy 
victims are usually cremated. If a Hindu “breaks caste” 
by becoming either a Muslim or a Christian, a death 
ceremony is conducted, the relatives bathe to purge their 
defilement, and the person’s name is never mentioned 
again. The concept of death clearly influences what is 
deemed appropriate death behaviour, as was argued earlier 
in this article. 
The fate of the soul. What happens between death and 

reincarnation is seldom discussed in articles about Hin- 
duism. This is regrettable, for the perception of these 
events helps explain some of the rites of the religion and 
provides unique insights into the human preference, when 
thinking about death, to conceptualize metaphysical de- 
velopments in very concrete terms. 
Immediately after death, the soul is not clothed in a 

physical body but in a vaporous thumb-sized structure 
(linga Sarira). This is immediately seized by two servants 
of Yama, the god of death, who carry it to their master 
for a preliminary identity check. Afterward, the soul is 
promptly returned to the abode of the deceased, where 
it hovers around the doorstep. It is important that the 
cremation be completed by the time of the soul’s return, 
to prevent it from reentering the body. By the 10th day, 
the near relatives have purged some of the defilement 
(mritaka sutaka) they incurred from the death, and the 
chief mourner and a priest are ready to carry out the 
first sraddha (ritual of respect). This is a step toward the 
reconstitution of a more substantial physical body (vatana 
Sarira) around the disembodied soul (preta) of the de- 
ceased. A tiny trench is dug in a ritually purified piece of 
land by a river, and the presence of Vishnu is invoked. 
Ten balls of barley flour mixed with sugar, honey, milk, 
curds, ghee, and sesame seeds are then placed, one by 
one, in the soil. As the first ball is offered, the priest says 
(and the son repeats after him), “May this create a head”; 
with the second ball, “May this create neck and shoul- 
ders”; with the third, “May this create heart and chest”; 
and so on. The 10th request is for the ball to create 
the capacity to digest, thereby satisfying the hunger and 
thirst of the newly created body. Bungled ceremonies can 
have catastrophic effects. Prayers are offered to Vishnu to 
help deliver the new entity (now perceived as some 18 
inches [46 centimetres] long) into the power of Yama. 
The balls of barley are picked up from the trench and 
thrown into the river. Further srdddhas are performed at 
prescribed times, varying according to caste; one of these 
rituals makes the soul an ancestral spirit, or pitri. With 
the completion of these rituals, the soul of the deceased 
leaves this world for its yearlong and perilous journey to 
Yama’s kingdom. The family is now formally cleansed. 
The men shave their heads, and the women wash their 
hair. The family’s tutelary god (removed by a friend at the 
time of the death) can be returned to its home. A feast is 
offered to Brahmans, neighbours, and beggars—even the 
local cows are given fresh grass. There is a sense of general 
relief: if the sraddhas had not been performed, the preta 
could have become a bhiita (malignant spirit), repeatedly 
turning up to frighten the living. For the deceased, things 
would have been worse: the preta would have been left 
errant. (A similar fate befalls the soul of a person who 
commits suicide.) The horror of dying unshriven that 
haunted people in medieval Europe resembles the despair 
of the devout Hindu at the prospect of having no son to 
perform the srdddhas. 
The soul, in its substantial envelope, is meanwhile pro- 

ceeding on its journey, holding onto a cow’s tail to cross 
the Vaitarani, a horrible river of blood and filth that 
marks the boundary of Yama’s kingdom. Throughout, it 
is sustained by further sraddhas, during which friends on 

The first 

sraddha 



Later 

rituals 

Predestina- 
tion 
in Islamic 
teachings 

Nature 

of the 
soul 

earth seek to provide it with shoes, umbrellas, clothing, 

and money. These they give to a Brahman, in the hope 
that the deceased will benefit. During such rituals rela- 
tives have to avoid all sewing, which might occlude the 
pitri’s throat, rendering it incapable of ever breathing or 
drinking again. After a year, the pitri in its yatana Sarira 
reaches Yama’s seat of judgment, where it is sentenced to 
a strictly limited term in heaven (svarga) or hell (naraka) 

according to its deserts. This completed, it moves into 
another body (the karana Sarira), whose form depends on 
the individual’s karman. It could be a plant, a cockroach, 
a canine intestinal parasite, a mouse, or a human being. 
Unlike Jains, Hindus believe that whatever body the soul 
eventually moves into, it inhabits as sole tenant, not as a 
tenement lodger. 
Islam. Probably no religion deals in such graphic detail 

as does Islam with the creation, death, “life in the tomb,” 
and ultimate fate of humankind. Yet the Quran, the holy 
book of Islam, itself provides no uniform or systematic 
approach to these problems. It is only in its later parts 
(which date from the period when the small Muslim 
community in Medina had come into contact with other 
religious influences) that problems such as the relation 
of sleep to death, the significance of breathing, and the 
question of when and how the soul leaves the body are 
addressed in any detail. Popular Muslim beliefs are based 
on still later traditions. These are recorded in the Kitab 
al-rih (“Book of the Soul”) written in the 14th century 
by the Hanbali theologian Muhammad ibn Abi-Bakr ibn 
Qayyim al-Jawziyah. 
The basic premise of all Quranic teaching concerning 

death is Allah’s omnipotence: he creates human beings, 
determines their life span, and causes them to die. The 

Quran states: “Some will die early, while others are made 
to live to a miserable old age, when all that they once 
knew they shall know no more (22:5; i.e., surah [chap- 
ter] 22, verse 5). Damnation and salvation are equally 
predetermined: “Allah leaves to stray whom he willeth, 

and guideth whom he willeth” (35:8). As for those whom 
Allah leaves astray, the Quran states that “for them there 
will be no helpers” (30:29). Allah has decided many will 
fail: “If We had so willed We could certainly cause proper 
guidance to come to every soul, but true is My saying 
‘assuredly I shall fill Jinannam’ ” (32:13). 
In this perspective the individual’s fate (including the 
mode and time of death) appears inescapably predeter- 
mined. The very term /s/am, Arabic for “surrender,” im- 
plies an absolute submission to the will of God. But what 
freedom does this allow those predestined to continue in 
the path of error, or to reject God’s will? And if there is 
no such freedom, what sense was there in the mission of 
the Prophet Muhammad (Islam’s founder) and his appeal 
to people to alter their ways? It is hardly surprising that 
arguments about free will and predestination broke out 
soon after the Prophet’s death. The ensuing tensions dom- 
inated theological (and other) controversies within Islam 
during many centuries. 
Questions concerning the meaning of life and the nature 

of the soul are dealt with patchily in both the Quran 
and the Hadith (the record of the sayings attributed to 
the Prophet). The Quran records that, when asked about 

these matters by local leaders of the Jewish faith, the 
Prophet answered that “the spirit cometh by command of 
God” and that “only a little knowledge was communicated 
to man” (17:85). Humanity was created from “potter’s 
clay, from mud molded into shape” into which Allah 
has “breathed his spirit” (15:28-29). A vital spirit or soul 
(nafs) is within each human being. It is associated, if not 
actually identified, with individuality and also with the 
seat of rational consciousness. It is interesting to speculate 
on the possible relation of the term nafs to such Arabic 
words as nafas (“breath”) and nafis (“precious”), particu- 
larly in a language where there are no written vowels. 
Death is repeatedly compared with sleep, which is at 

times described as “the little death.” God takes away peo- 
ple’s souls “during their sleep” and “upon their death.” 
He “retains those against whom he has decreed death, 
but returns the others to their bodies for an appointed 
term” (39:42-43). During death, the soul “rises into the 
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throat” (56:83) before leaving the body. These are inter- 

esting passages in the light of modern medical knowledge. 
The study of sleep has identified the episodic occurrence 
of short periods during which the limbs are totally flaccid 
and without reflexes, as would be the limbs of the re- 
cently dead. Modern neurophysiology, moreover, stresses 
the role of structures in the upper part of the brain stem 
in the maintenance of the waking state. Lesions just a 
little higher (in the hypothalamus) cause excessively long 
episodes of sleep. Irreversible damage at these sites is part 
of the modern concept of death. Finally, various types 
of breathing disturbance are characteristic of brain-stem 
lesions and could have been attributed, in former times, 
to occurrences in the throat. Nothing in these passages 
outrages the insights of modern neurology. The absence 
of any cardiological dimension is striking. 
It is orthodox Muslim belief that when someone dies the 

Angel of Death (malak al-mawt) arrives, sits at the head 

of the deceased, and addresses each soul according to its 
known status. According to the Kitab al-riih, wicked souls 
are instructed “to depart to the wrath of God.” Fearing 
what awaits them, they seek refuge throughout the body 
and have to be extracted “like the dragging of an iron 
skewer through moist wool, tearing the veins and sinews.” 
Angels place the soul in a hair cloth and “the odour 
from it is like the stench of a decomposing carcass.” A 
full record is made, and the soul is then returned to the 
body in the grave. “Good and contented souls” are in- 
structed “to depart to the mercy of God.” They leave the 
body, “flowing as easily as a drop from a waterskin”; are 
wrapped by angels in a perfumed shroud, and are taken 
to the “seventh heaven,” where the record is kept. These 

souls, too, are then returned to their bodies. 

Two angels coloured blue and black, known as Munkar 
and Nakir, then question the deceased about basic doc- 
trinal tenets. In a sense this trial at the grave (fitnat al- 
Qabr) is a show trial, the verdict having already been 
decided. Believers hear it proclaimed by a herald, and in 
anticipation of the comforts of a/-jannah (the Garden, or 
“naradise”) their graves expand “as far as the eye can 
reach.” Unbelievers fail the test. The herald proclaims that 
they are to be tormented in the grave; a door opens in their 
tomb to let in heat and smoke from jihannam (“hell”), 
and the tomb itself contracts “so that their ribs are piled 
up upon one another.” The period between burial and the 
final judgment is known as al-barzakh. At the final judg- 
ment (yaum al-Hisab), unbelievers and the god-fearing are 
alike resurrected. Both are endowed with physical bodies, 
with which to suffer or enjoy whatever lies in store for 
them. The justified enter Gardens of Delight, which are 
described in the Quran in terms of prevalent, but essen- 
tially masculine, tastes (37:42-48). At the reception feast 
on the Day of Judgment unbelievers fill their bellies with 
bitter fruit, and “drink down upon it hot water, drinking 

as drinks the camel crazed with thirst” (56:52-55). They 
then proceed to hell, where they don “garments of fire” 
(22:19) and have boiling water poured over their heads. 
Allah has made provision against the annihilation of the 
body of the damned, promising that “whenever their skins 
are cooked to a turn, We shall substitute new skins for 

them, that they may feel the punishment” (4:56). Pleas for 
annihilation are disregarded. Although this is sometimes 
referred to as the “second death,” the Quran is explicit 
that in this state the damned “neither live nor die” (87:13). 
A special fate is reserved for the martyrs of Islam; i.e., 

for those who fall in a jihad (“holy war”). Their evil deeds 
are instantly expiated and the formalities of judgment 
are waived; they enter the Garden immediately. Similar 
dispensations are promised to “those who had left their 
homes, or been driven therefrom, or who had suffered 
harm” in the divine cause (3:195). For the Shi‘ites, fol- 
lowers of the smaller of Islam’s two major branches, the 
prospects for martyrdom are even wider. A major event 
of the origin of Shiism, moreover, was the slaughter of 
the Prophet’s grandson, Husayn, in 680; this heritage has 

imbued Shi‘ism with a zeal for martyrdom. Some of the 
behaviour of Islamic fundamentalists is explicable from 
this perspective. 
A gentler strand in Islamic eschatology produced, over 
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the centuries, a series of reinterpretations or adaptations 
of the original doctrine, some of whose tenets were even 
claimed to have been only metaphorical. These tenden- 
cies, which stressed individual responsibility, were often 
influenced by the Sifis (Islamic mystics). 

Muslims accord a great respect to dead bodies, which 
have to be disposed of very promptly. The mere sugges- 
tion of cremation, however, is viewed with abhorrence. 

The philosophical basis, if any, of this attitude is not clear. 
It is not stated, for instance, that an intact body will be 
required at the time of resurrection. It is unlikely, more- 
over, that the abhorrence—which Orthodox Jews share— 
arose out of a desire to differentiate Islamic practices from 
those of other “people of the Book” (i.e., Jews and Chris- 
tians). The attitude toward dead bodies has had practical 

consequences; for instance, in relation to medical edu- 
cation. It is almost impossible to carry out postmortem 
examinations in many Islamic countries. Medical students 
in Saudi Arabia, for example, study anatomy on corpses 
imported from non-Islamic countries. They learn pathol- 
ogy only from textbooks; many complete their medical 
training never having seen a real brain destroyed by a real 
cerebral hemorrhage. 

In 1982 organ donation after death was declared hal- 
lal (“permissible”) by the Senior ‘Ulama Commission, 
the highest religious authority on such matters in Saudi 
Arabia (and hence throughout the Islamic world). Tales 
inculcated in childhood continue, however, to influence 

public attitudes in Islamic nations. The widely told story 
of how the Prophet’s uncle Hamzah was murdered by the 
heathen Hind, who then opened the murdered man’s belly 
and chewed up his liver, has slowed public acceptance of 
liver transplantation. Kidney transplantation is more ac- 
ceptable, perhaps because the Hadith explicitly states that 
those entering the Garden will never more urinate. 
The modern Western context. The Christian legacy. 

The spread of rationalistic and scientific ideas since the 
18th century has undermined many aspects of religion, 
including many Christian beliefs. The church, moreover, 

although still seeking to exert its influence, has ceased to 
dominate civil life in the way it once did. Religion is no 
longer the pivot of all social relations as it once was in 
ancient Egypt and still is in some Islamic countries. The 
decline of the church is epitomized by the fact that, while 
it is still prepared to speak of the symbolic significance 
of the death of Jesus Christ (and of human death in 
general), it has ceased to emphasize many aspects of its 
initial eschatology and to concern itself, as in the past, 
with the particular details of individual death. In the age 
of Hiroshima and Nagasaki, the elaborate descriptions of 
heaven, purgatory, and hell in Dante’s Divine Comedy, 
while remaining beautiful literature, at best raise a smile 
if thought of as outlines for humanity’s future. 
Death is at the very core of the Christian religion. Not 

only is the cross to be found in cemeteries and places 
of worship alike, but the premise of the religion is that, 
by their own action, humans have forfeited immortality. 
Through abuse of the freedom granted in the Garden of 
Eden, Adam and Eve not only sinned and fell from grace, 

but they also transmitted sin to their descendants: the sins 
of the fathers are visited on the children. And as “the 
wages of sin is death” (Rom. 6:23), death became the uni- 
versal fate: “Therefore as sin came into the world through 
one man and death through sin, and so death spread 
to all men” (Rom. 5:12). Christian theologians spent the 
best part of two millennia sorting out these implications 
and devising ways out of the dire prognosis implicit in 
the concept of original sin. The main salvation was to be 
baptism into the death of Jesus Christ (Rom. 6:3-4). 
Among early Christians delay in the promised Second 
Coming of Christ led to an increasing preoccupation with 
what happened to the dead as they awaited the resurrection 
and the Last Judgment. One view was that there would be 
an immediate individual judgment and that instant justice 
would follow: the deceased would be dispatched forthwith 
to hell or paradise. This notion demeaned the impact of 
the great prophecy of a collective mass resurrection, fol- 
lowed by a public mass trial on a gigantic scale. Moreover, 
it deprived the dead of any chance of a postmortem (.e., 

very belated) expiation of their misdeeds. The Roman 
Catholic notion of purgatory sought to resolve the latter 
problem; regulated torture would expiate some of the sins 
of those not totally beyond redemption. 
The second view was that the dead just slept, pending 

the mass resurrection. But as the sleep might last for mil- 
lennia, it was felt that the heavenly gratification of the just 
was being arbitrarily, and somewhat unfairly, deferred. 
As for the wicked, they were obtaining an unwarranted 
respite. The Carthaginian theologian Tertullian, one of 
the Church Fathers, outlined the possibility of still further 
adjustments. In his Adversus Marcionem, written about 
207, he described “a spatial concept that may be called 

Abraham’s bosom for receiving the soul of all people.” 

Although not celestial, it was “above the lower regions and 
would provide refreshment (refrigerium) to the souls of 
the just until the consummation of all things in the great 
resurrection.” The Byzantine Church formally endorsed 
the concept, which inspired some most interesting art in 
both eastern and western Europe. 
During its early years, the Christian Church debated death 

in largely religious terms. The acerbitas mortis (“bitterness 
of death”) was very real, and pious deathbeds had to be 
fortified by the acceptance of pain as an offering to God. 
Life expectancy fell far short of the promised threescore 
years and 10. Eastern medicine remained for a long time 
in advance of that practiced in the West, and the church’s 
interventions were largely spiritual. It was only during the 
Renaissance and the later age of Enlightenment that an 
intellectual shift became perceptible. 
Descartes, the pineal soul, and brain-stem death. . The 

first attempts to localize the soul go back to classical an- 
tiquity. The soul had originally been thought to reside in 
the liver, an organ to which no other function could, at 

that time, be attributed. Empedocles, Democritus, Aristot- 
le, the Stoics, and the Epicureans had later held its abode 
to be the heart. Other Greeks (Pythagorus, Plato, and 
Galen) had opted for the brain. Herophilus (flourished c. 
300 Bc), a famous physician of the Greek medical school 
of Alexandria, had sought to circumscribe its habitat to 

the fourth ventricle of the brain; that is, to a small area 

immediately above the brain stem. Controversy persisted 
to the very end of the 16th century. 
The departure of the soul from the body had always been 

central to the Christian concept of death. But the soul 
had come to mean different things to various classical and 
medieval thinkers. There was a “vegetative soul,” respon- 
sible for what we would now call autonomic function; a 
“sensitive soul,” responsible for what modern physiolo- 
gists would describe as reflex responses to environmental 
stimuli; and, most importantly, a “reasoning soul,” re- 
sponsible for making a rational entity (res cogitans) of 
human beings. The reasoning soul was an essentially hu- 
man attribute and was the basis of thought, judgment, 
and responsibility for one’s actions. Its departure implied 
death. The Anatome Corporis Humani (1672) of Isbrand 
van Diemerbroeck, professor at Utrecht, appears to have 
been the last textbook of anatomy that discussed the soul 
within a routine description of human parts. Thereafter, 
the soul disappeared from the scope of anatomy. 
The modern and entirely secular concept of brain-stem 

death can, perhaps rather surprisingly, find both a con- 
ceptual and a topographical foundation in the writings of 
René Descartes (1596-1650), the great French philosopher 
and mathematician who sought to bring analytical ge- 
ometry, physics, physiology, cosmology, and religion into 
an integrated conceptual framework. Descartes considered 
the body and the soul to be ontologically separate but 
interacting entities, each with its own particular attributes. 
He then sought to specify both their mode and site of in- 
teraction; the latter he deduced to be the pineal gland. The 
pineal was to become, in the words of Geoffrey Jefferson, 
“the nodal point of Cartesian dualism.” 
Before Descartes, the prevailing wisdom, largely derived 

from Greece, had regarded the soul both as the motive 
force of all human physiological functions and as the con- 
scious agent of volition, cognition, and reason. Descartes 
succeeded in eliminating the soul’s general physiological 
role altogether and in circumscribing its cognitive role to 
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the human species. Descartes’s writings about death show 
that his concept of the soul clearly implied both mind and 
the immaterial principle of immortality. It had to mean 
both things, for no one had ever conceived of survival 
after death without a mind to verify the fact of continued 
existence, to enjoy its pleasures, and to suffer its pains. 
The relation between body and soul had been discussed 

in patristic literature, and, because of his Jesuit education, 
Descartes would have been familiar with these discussions. 
The church’s interest in these matters was strictly non- 
medical, seeking only to reconcile earlier Greek theories 
with its own current doctrines. Descartes was the first to 
tackle these problems in a physiological way. With one 
foot still firmly on consecrated ground (and with Galileo’s 
difficulties with the Inquisition very much in mind), he 
sought to give a materialistic, even mechanistic, dimen- 
sion to the discussion. In this sense, his De Homine (On 
Man; published posthumously in 1662) can be thought 
of as an updating of Plato’s Timaeus. His contemporaries 
viewed Descartes as having delivered the coup de grace 
to an earlier Greek tradition (dating back to several cen- 
turies before Christ) that had claimed that animals, as 
well as humans, had souls. This had been the subject of 
much discussion in the early Christian Church. During 
the 4th century, St. John Chrysostom (onetime archbishop 
of Constantinople) had denounced the idea, attributing it 
to the devil, who had allegedly managed by various ma- 
neuvers to deceive people as varied as Pythagoras, Plato, 
Pliny, and even Zoroaster. 
Descartes probably was impressed by the central loca- 

tion of the unpaired pineal gland, situated where neural 
pathways from the retinas converge with those convey- 
ing feelings from the limbs. This “general reflector of all 
sorts of sensation” is, moreover, sited in the immediate 
proximity of the brain ventricles, from which (according 
to the wisdom of the day) “animal spirits” flowed into 
the hollow nerves, carrying instructions to the muscles. In 
his Excerpta Anatomica, Descartes had even likened the 
pineal to a penis obturating the passage between the third 
and fourth ventricles. 
Descartes proved wrong in his beliefs that all sensory in- 

puts focused on the pineal gland and that the pineal itself 
was a selective motor organ, suspended in a whirl of “an- 
imal spirits,” dancing and jigging “like a balloon captive 
above a fire,” yet capable in humans of scrutinizing inputs 
and producing actions “consistent with wisdom.” He was 
also wrong when he spoke of the “ideas formed on the 
surface” of the pineal gland, and in his attribution to the 
pineal of such functions as “volition, cognition, memory, 

imagination, and reason.” But he was uncannily correct in 
his insight that a very small part of this deep and central 
area of the brain was relevant to some of the functions he 
stressed. We now know that immediately below the pineal 
gland there lies the mesencephalic tegmentum (the upper- 
most part of the brain stem), which is crucial to generating 
alertness (the capacity for consciousness), without which, 
of course, there can be no volition, cognition, or reason. 
It is a matter of vocabulary whether one considers the 

mesencephalic tegmentum either as being involved in 
generating a “capacity for consciousness” or as preparing 
the brain for the exercise of what Descartes would have 
considered the “functions of the soul” (volition, cognition, 
and reason). In either case, the total and irreversible loss of 
these functions dramatically alters the ontological status of 
the subject. Descartes specifically considered the example 
of death. In “La Description du corps humain” (1664) he 
wrote that “although movements cease in the body when 
it is dead and the soul departs, one cannot deduce from 
these facts that the soul produced the movements.” In a 
formulation of really modern tenor, he then added “one 
can only infer that the same single cause (a) renders the 
body incapable of movement and (b) causes the soul to 
absent itself.” He did not, of course, say that this “same 
single cause” was the death of the brain stem. Some 300 
years later, in 1968, the Harvard Committee spoke of 
death in terms of “irreversible coma” (where Descartes 
had spoken of the “now absent soul”) and stressed, as had 
Descartes, the immobility of the comatose body. The reli- 
gious and secular terms seem to describe the same reality. 
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There have been other neurological controversies con- 
cerning the locus of the soul. Early in the 18th century 
Stephen Hales, an English clergyman with a great interest 
in science, repeated an experiment originally reported by 
Leonardo da Vinci. Hales tied a ligature around the neck 
of a frog and cut off its head. The heart continued to beat 
for a while, as it usually does in the brain dead. Thirty 
hours later, the limbs of the animal still withdrew when 
stimulated. In fact, the elicited movements only ceased 
when the spinal cord itself had been destroyed. This ob- 
servation gave rise to a great controversy. Reflex action 
at spinal cord level was not then fully understood, and it 
was argued that the irritability implied sentience, and that 
sentience suggested that the soul was still present. The 
“spinal cord soul” became the subject of much debate. It 
is now known that such purely spinal reflex movements 
may occur below a dead brain. It was shown during the 
19th century that individuals executed on the guillotine 
might retain the knee jerk reflex for up to 20 minutes 
after decapitation. 
The church is still concerned with the diagnosis of death, 

but the theological argument has, during the last half of 
the 20th century, moved to an entirely different plane. 
As mentioned earlier, in 1957 Pope Pius XII raised the 

question whether, in intensive care units, doctors might 

be “continuing the resuscitation process, despite the fact 
that the soul may already have left the body.” He even 
asked one of the central questions confronting modern 
medicine, namely whether “death had already occurred 
after grave trauma to the brain, which has provoked deep 
unconsciousness and central breathing paralysis, the fatal 
consequences of which have been retarded by artificial 
respiration.” The answer, he said, “did not fall within the 

competence of the Church.” 
Public attitudes. Until about 100 years ago, people had 

by and large come to terms with death. They usually died 
in their homes, among their relatives. In villages, in the 
18th or early 19th centuries, passers-by might join the 
priest bearing the last sacrament on his visit to the dying 
man or woman. Doctors even stressed the public health 
hazards this might cause. Numerous pictures attest to the 
fact that children were not excluded from deathbeds, as 

they were to be during the 20th century. 
The general acceptance of death was to be subverted by 

the advances of modern medicine and by the rapid spread 
of rationalist thought. This led, during a period of only a 
few decades, to a striking change of attitudes. In the ad- 
vanced industrial countries, a large number of people now 
die in hospitals. The improvement in life expectancy and 
the advances of modern surgery and medicine have been 
achieved at a certain price. A mechanistic approach has 
developed, in which the protraction of dying has become a 
major by-product of modern technology. The philosophy 
of modern medicine has been diverted from attention to 
the sick and has begun to reify the sickness. Instead of 
perceiving death as something natural, modern physicians 
have come to see it as bad or alien, a defeat of all their 
therapeutic endeavours, at times almost as a personal de- 
feat. Sickness is treated with all possible weapons, often 
without sufficient thought for the sick person—at times 
even without thought as to whether there is still a “person” 
at all. The capacity to “care” for biological preparations, 
with no other human attribute than physical form, is part 
of the context in which the reevaluation of death described 
earlier has taken place. 
Parallel developments have taken place at the level of the 

psyche of the dying person and of the person’s relatives. 
Elisabeth Kiibler-Ross, an American psychiatrist, has out- 
lined the stages (denial, anger, bargaining, preparatory 
grief, and acceptance) through which people, informed of 
their own approaching death, are said to pass. Her writings 
are based on a wide but essentially American experience, 
and their universality has not been tested, particularly in 
other cultural contexts. They may well prove somewhat 
ethnocentric. 
The development of the death industry (satirized in 

Evelyn Waugh’s Loved One and explored in Jessica Mit- 
ford’s American Way of Death) is also a by-product of 
the technological revolution and of modern attitudes to 
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death. Undertakers have become “morticians” and coffins 
“caskets.” Embalming has enjoyed a new vogue. Drive-in 
cemeteries have appeared, for those seeking to reconcile 
devotion to the dead with other pressing engagements. 
Cryogenic storage of the corpse has been offered as a 
means to preserve the deceased in a form amendable to 
any future therapies that science may devise. Commercial 
concerns have entered the scene: nonpayment of mainte- 
nance charges may result in threats of thawing and putre- 
faction. In a contentious environment, the law has even 
invaded the intensive care unit, influencing the decisions 
of physicians concerning the withdrawal of treatment or 
the determination of death. A wit has remarked that in 
the modern era, the only sure sign that a man is dead is 
that he is no longer capable of litigation. 
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